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Summary
Haplotype phasing is the estimation of haplotypes from genotype data. We present a fast, accurate, and memory-efficient haplotype

phasing method that scales to large-scale SNP array and sequence data. The method uses marker windowing and composite reference

haplotypes to reduce memory usage and computation time. It incorporates a progressive phasing algorithm that identifies confidently

phased heterozygotes in each iteration and fixes the phase of these heterozygotes in subsequent iterations. For data with many low-fre-

quency variants, such as whole-genome sequence data, the method employs a two-stage phasing algorithm that phases high-frequency

markers via progressive phasing in the first stage and phases low-frequency markers via genotype imputation in the second stage. This

haplotype phasing method is implemented in the open-source Beagle 5.2 software package. We compare Beagle 5.2 and SHAPEIT 4.2.1

by using expanding subsets of 485,301 UK Biobank samples and 38,387 TOPMed samples. Bothmethods have very similar accuracy and

computation time for UK Biobank SNP array data. However, for TOPMed sequence data, Beagle is more than 20 times faster than

SHAPEIT, achieves similar accuracy, and scales to larger sample sizes.
Introduction

Haplotype phasing is the estimation of the haplotypes

that are inherited from each parent. Genotypes obtained

from a SNP array or from sequencing are typically

unphased, and statistical methods must be used for

inferring the sequence of alleles on each inherited

chromosome.

Haplotype phasing is a common analysis because phased

haplotypes are required or desirable for many downstream

analyses, including genotype imputation,1–4 detection of

deleterious compound heterozygotes,5 genetic association

testing,6,7 detection of identity-by-descent segments,8–10

inference of population ancestry at a locus,11–13 and

testing for natural selection.10,14–16

The accuracy of haplotype phasing increases with

sample size, and this has motivated the development

of increasingly powerful phasing methods. The fast-

PHASE,17 Beagle,18 long-range phasing,19 and Mach20

methods were among the first methods designed for

genome-wide data. The next major advance came from

methods such as HAPI-UR,21 SHAPEIT,22 and EAGLE23

that could analyzemuch larger datasets andwhose compu-

tation time and memory scaled linearly or nearly linearly

with sample size.

Further improvements in computation time came from

incorporating methodological ideas from genotype impu-

tation and from data compression, such as the use of a

small, custom reference panel for each individual,24,25

and from the use of the positional Burrows-Wheeler trans-

form26 for efficiently identifying long shared allele se-

quences.27,28
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Large sequence datasets with hundreds of millions of

markers pose new challenges for phasing methods. In this

paper, we present a haplotype phasing method, imple-

mented in Beagle 5.2, that is designed for these data. The

method uses built-in marker windowing to limit the data

thatmustbe stored inmemory. It employs aLi andStephens

hidden Markov model (HMM)29 with a parsimonious state

space of composite reference haplotypes3 to achieve linear

scaling with sample size, and it uses a computationally effi-

cient two-stage phasing algorithm. The two-stage algo-

rithm first phases high-frequency markers by using a

progressive phasing methodology that incrementally ex-

pands the set of phased heterozygotes. The second stage

uses thephasedhigh-frequencymarkers as ahaplotype scaf-

fold for allele imputation and infers phase at low-frequency

markers from imputed allele probabilities.1,30

The resulting method is computationally fast, multi-

threaded, and memory efficient. We compare Beagle 5.2

and SHAPEIT 4.2.1 by using default parameters for phasing

UK Biobank SNP array data31 and TOPMed sequence

data.32 We find that the two methods have similar accu-

racy and computation time on UK Biobank SNP array

data. However, Beagle is more than 20 times faster than

SHAPEITon TOPMed sequence data, achieves similar accu-

racy, and scales to larger sample sizes.
Subjects and methods

The Beagle 5.2 phasing method uses an iterative algorithm. The

estimated haplotypes at the beginning of each iteration determine

an HMM,33 which is used for updating the estimated haplotypes.
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Figure 1. Two possible diplotypes after
heterozygote masking
The left side lists eleven genotypes in chro-
mosome order whose alleles are labeled A
and B. The seven heterozygous genotypes
are in red font and are indexed in the left
column. Indices of three heterozygous geno-
types are underlined (2, 5, and 6). Each of
these three heterozygous genotypes is
‘‘finished,’’ which means that the heterozy-
gote has known phase with respect to the
preceding heterozygote. Alleles are labeled
so that each heterozygote with known
phase has the A allele on the same haplotype
as the preceding heterozygote. The right side
shows the two possible diplotypes after het-
erozygote masking when phasing the 4th

heterozygote with respect to the 3rd hetero-
zygote. The 2nd heterozygote, which has
known phase with respect to the 1st hetero-
zygote, is masked because the 3rd heterozy-
gote has unknown phase with respect to
the 2nd heterozygote.
Beagle 5.2 uses the Li and Stephens HMM,3,20,29,34 which is

described in Appendix A.

The HMM state transition probabilities depend on a user-speci-

fied effective population size parameter. Because an appropriate

value for this parameter may be unknown for some species, Beagle

uses the HMM determined by the initial effective population size

parameter to estimate and update this parameter via the algorithm

described in Appendix B. In the results, we show that this param-

eter estimation produces good phase accuracy even if the initial

parameter value is several orders of magnitude too small or too

large.

Marker windows
Beagle uses a slidingmarker window. The default window length is

40 cM with 2 cM overlap between adjacent windows. Beagle pro-

cesses windows in chromosome order and phases the genotypes in

each window. If the window is not the first window on the chro-

mosome, Beagle uses the estimated haplotypes from the previous

window in the first half of the overlap region.

Beagle’s memory requirements can be controlled by adjusting

the length of the sliding marker window. We investigate the rela-

tionship between window size, computation time, and memory

use in the results.

Progressive phasing
Beagle 5.2 employs a progressive phasing algorithm. Each hetero-

zygous genotype is either ‘‘in progress’’ or ‘‘finished.’’ Initially, all

heterozygotes are in progress. In each iteration, we estimate and

update the phase of each in-progress heterozygote with respect

to the preceding heterozygote. At the end of each phasing itera-

tion, the most confidently phased in-progress heterozygotes are

marked as finished. Once a heterozygote is finished, its phase

with respect to the previous heterozygote is fixed and cannot be

changed in later iterations. At the end of the final iteration, any

remaining in-progress heterozygotes are marked as finished.

Ourmethod for estimating the phase of an in-progress heterozy-

gote produces a ratio that measures the confidence in the esti-

mated phase (see updating phase). In each phasing iteration, we

rank the remaining in-progress heterozygotes by this ratio and

mark a proportion p of these heterozygotes that are themost confi-
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dently phased as finished. The proportion p depends on the indi-

vidual and the number of heterozygous genotypes the individual

has in the marker window. We use the same proportion p in each

of the individual’s phasing iterations. If there are I phasing itera-

tions (I ¼ 12 by default), and if an individual has L in-progress het-

erozygotes at the start of the phasing iterations, we choose p to

solve Lð1� pÞI ¼ 1; so that p ¼ 1� ffiffiffiffiffiffiffiffi
1=LI

p
. With this choice of p,

the individual will have approximately one in-progress heterozy-

gote remaining at the end of the final phasing iteration.
Updating phase
In each iteration, we update the phase of each in-progress hetero-

zygote with respect to the preceding heterozygote. When more

than one computing thread is used, phase updating is parallelized

by individual. When phasing a target in-progress heterozygote, we

mask (i.e., set to missing) all heterozygous genotypes for the indi-

vidual except the target heterozygote, the preceding heterozygote,

and heterozygotes whose phase is knownwith respect to the target

heterozygote or with respect to the preceding heterozygote. For

example, if the heterozygote following the target heterozygote is

finished, the target heterozygote will have known phase with

respect to the following heterozygote. Figure 1 provides an

example of this heterozygote masking. After heterozygote mask-

ing, there are only two diplotypes consistent with the non-masked

genotypes, and these two diplotypes correspond to the two possi-

bilities for the phase of the target heterozygote with respect to the

preceding heterozygote.

We calculate the probability of each haplotype in each of the

two diplotypes by using the HMM forward-backward algo-

rithm33 and Equation A4 in Appendix A evaluated at the marker

preceding the target heterozygote. We assume Hardy-Weinberg

equilibrium and multiply the probabilities of the two haplotypes

in a diplotype to obtain the diplotype probability. The diplotype

with larger probability determines the updated phase of the target

heterozygote with respect to the previous heterozygote. The ratio

of the larger diplotype probability to the smaller diplotype proba-

bility is a measure of confidence in the inferred phase.

We avoid duplicate calculations when calculating haplotype

probabilities by computing, storing, and reusing HMM forward

and backward algorithm results when all heterozygotes are
urnal of Human Genetics 108, 1880–1890, October 7, 2021 1881



masked.Whenwe estimate the probability of a haplotype by using

Equation A4 of Appendix A, the HMM forward calculations are

identical to HMM forward calculations with all heterozygotes

masked until the first non-masked heterozygote is encountered.

Similarly, the HMM backward calculations are identical to HMM

backward calculations with all heterozygotes masked until the

last non-masked heterozygote is encountered.

The HMM model state space for each individual is constructed

from a fixed number of composite reference haplotypes (see com-

posite reference haplotypes below). Consequently, the computa-

tional complexity of the HMM calculations for each individual is

fixed, and the computation time for updating the phase of all in-

dividuals scales linearly with the number of individuals.

In each iteration, after a sample’s haplotype phase is updated,

missing alleles are imputed with haploid imputation. For each

possible allele, we sum the HMM state probabilities for states

(i.e., reference haplotypes) that carry that allele and then

impute the missing allele to be the allele with maximal

probability.1–4,30,35
Burn-in iterations
We obtain an initial phasing by using the SHAPEIT 4.0 initializa-

tion algorithm that is based on the positional Burrows-Wheeler

transform (PBWT).26,27 This initialization algorithm phases one

marker at a time in chromosome order. When phasing marker

m, the reversed haplotypes for the preceding phased markers

(from marker m� 1 to marker 1) are sorted in lexicographic order

with the PBWT. Homozygous genotypes at marker m determine

the alleles carried on that individual’s haplotypes, and these alleles

are assigned to haplotypes that are nearby in the PBWT sorting via

an algorithm that ensures the assignment is consistent with the

genotype data.27 Once alleles are assigned to all haplotypes at

marker m, the marker is phased, and the algorithm proceeds to

the next marker.

After obtaining an initial phasing, Beagle 5.2 performs three

burn-in iterations. During each burn-in iteration, Beagle updates

the phase of each heterozygous genotype (see updating phase)

but does not mark any heterozygotes as finished (see progressive

phasing). If fewer than 1% of heterozygotes have their phase

changed in a burn-in iteration, the remaining burn-in iterations

are skipped.
Composite reference haplotypes
In each iteration, we construct a set of composite reference haplo-

types3 for each individual. These composite reference haplotypes

are the reference haplotypes in the HMM that is used for updating

the individual’s haplotypes. Each composite reference haplotype

is a mosaic of haplotype segments from the estimated haplotypes

in other individuals at the start of the iteration. Each of these

haplotype segments contains an allele sequence that the target in-

dividual shares identical by state with another individual.

The algorithm for constructing a set of composite reference hap-

lotypes has been described previously in the context of genotype

imputation.3 In the remainder of this section, we summarize the

construction algorithm and describe the modifications that we

make to the algorithm parameters when constructing composite

reference haplotypes for genotype phasing.

The algorithm parameters are as follows:

(1) the number, J, of composite reference haplotypes to be

constructed;
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(2) non-overlapping intervals, I1; I2; .; IK, that partition the

marker window;

(3) sets S1; S2; .; SK of haplotypes such that haplotypes in

Sk are identical by state with the target haplotype in inter-

val Ik.

For application to genotype phasing, we make the following

changes to the values of these parameters. We construct J ¼ 140

composite reference haplotypes for each haplotype in the target

individual. We combine the composite reference haplotypes for

each haplotype in the target individual to obtain an HMM state

space of 280 composite reference haplotypes.

We define the intervals I1; I2; .; IK by partitioning the marker

window into non-overlapping intervals such that each interval in-

cludes all markers whose cM distance from the first marker in the

interval is less than three times the median inter-marker cM dis-

tance in the marker window.

We define the set Sk to be a singleton set with one haplotype

from another individual that has the same allele sequence as the

target haplotype in interval Ik. If there are no other haplotypes

with the same allele sequence in interval Ik, Sk is the empty set.

We use the PBWT26 to identify a set of T haplotypes from other in-

dividuals that have the longest allele sharing with the target

haplotype, where length is measured in number of intervals, start-

ing from Ik and working backward toward the first interval. We

select a random haplotype that is identical by state with the target

haplotype in interval Ik from these T haplotypes, and this random

haplotype is the singleton element of the set Sk. The value of T is

100 in the burning iterations and decreases linearly with each

phasing iteration, starting with T ¼ 90 in the first phasing itera-

tion and ending with T ¼ 5 in the final phasing iteration.

Once the sets Sk are determined, we construct the set of J com-

posite reference haplotypes. Each composite reference haplotype

is a sequence of haplotype segments. The sequence of haplotype

segments is represented by a list of the first markers and a list of

the haplotypes in the sequence of segments. The last marker in a

segment is the marker preceding the first marker in the following

segment or the last marker in the window if there is no following

segment. We add a new haplotype segment to a composite refer-

ence haplotype by adding the first marker in the segment to the

list of first markers and the haplotype to the list of haplotypes.

We process the Sk in order of increasing k. Each non-empty,

singleton set Sk ¼ fhg generates a haplotype segment that is added

to a composite reference haplotype. The copied haplotype is h.

The starting marker is midway between the first marker in the in-

terval Ik for the current Sk and the first marker in the most recent

interval Ik0 ðk0 < kÞ whose singleton set Sk0 contains the haplotype

in the preceding segment of the composite reference haplotype.3

Computation time for construction of composite reference hap-

lotypes scales linearly with sample size because the PBWT scales

linearly with sample size, and the Sk sets are obtained for all target

haplotypes via a single run of the PBWT algorithm.
Two-stage phasing
Sequence data from large samples of individuals contain many

markers with very low minor allele frequency. Beagle divides

markers into low- and high-frequency markers depending on

whether all non-major alleles have frequency < 0:002 or R0:002

(markers may be multi-allelic). If less than 25% of the markers in

a window have low frequency, Beagle phases all variants via the

progressive phasing algorithm described above. If more than
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25% of the markers in a window have low frequency, Beagle em-

ploys a two-stage phasing algorithm that substantially reduces

the computational effort required to phase the low-frequency

markers.

In the first stage, Beagle ignores low-frequency markers and

phases the high-frequency markers via the progressive phasing

algorithm described above. In the second stage, Beagle uses the

phased high-frequency markers and Beagle’s genotype imputation

methodology3,30 to phase the remaining low-frequency heterozy-

gotes. The second stage performs the HMM forward-backward

algorithm once per sample and does not use an iterative algo-

rithm. There are two important differences between our use of

imputation for phasing and the imputation of ungenotyped

markers: our method does not require an external reference panel,

and we use imputation to infer the phase of heterozygous geno-

types rather than the alleles in missing genotypes.

Because Beagle’s genotype imputation method has been

described previously,3 we outline the parts of the second stage

algorithm that are borrowed without change, and focus on

describing how Beagle’s genotype imputation method is modified

to phase low-frequency heterozygous genotypes.

For each target haplotype,we construct a reference panel of com-

posite reference haplotypes at high-frequency markers from the

estimated haplotypes in the other individuals. We estimate the

HMM haplotype state probabilities by using the HMM forward-

backward algorithm at the high-frequency markers.33 We then

use linear interpolation on genetic distance to estimate HMM state

probabilities (probabilities ofwhichcomposite referencehaplotype

is being copied) at each low-frequencymarker for which the target

sample has a heterozygous or missing genotype.30

For each composite reference haplotype, we must assign an

allele to the haplotype at each low-frequency marker because

low-frequency markers were not phased in the first stage. If the

reference individual contributing the haplotype segment to the

composite reference haplotype is homozygous for an allele at

the low-frequency marker, the composite reference haplotype

carries that allele. If the reference individual is heterozygous, we

assign the lower-frequency allele if the target individual carries

that allele and the higher-frequency allele otherwise.

For each haplotype in a target individual, we obtain posterior

allele probabilities at a missing or heterozygous low-frequency

marker by summing the state probabilities for all reference haplo-

types that have been assigned the same allele.3,30 If the genotype is

missing, we choose the allele with highest probability for each

target haplotype. If the genotype is heterozygous, we assume

Hardy-Weinberg equilibrium and multiply posterior allele proba-

bilities to calculate the posterior probability of the two possible

phased heterozygous genotypes. We then choose the phased het-

erozygous genotype with higher posterior probability.

A phased haplotype scaffold was also used in the 1000 Genomes

Project36 for estimating phased haplotypes from genotype likeli-

hoods.37 In the 1000 Genomes Project, external SNP array data

for samples were phased separately for production of a haplotype

scaffold. During phasing of the 1000 Genomes Project sequence

data, estimated haplotypes in each iteration were required to be

consistent with this scaffold. In our two-stage method, the input

data are genotypes instead of genotype likelihoods, the haplotype

scaffold is generated from internal data instead of external data,

non-scaffold markers are phased with genotype imputation

instead of an iterative phasing algorithm and the two-stage algo-

rithm is used for decreasing computation time rather than

improving haplotype accuracy.
The American Jo
Phasing of IBD2 regions
Special care must be taken when phasing a pair of individuals in

regions where the two individuals share both haplotypes identi-

cally by descent. Such regions are called IBD2 regions, and they

commonly occur in full siblings. Two individuals have identical

genotypes in an IBD2 region except at sites where an allele is mis-

called or amutation has arisen since the common ancestor. Conse-

quently, both individuals can have identical estimated haplotypes

in an IBD2 region. If the estimated haplotypes in the two individ-

uals are identical, they can contain many phase errors and yet still

be the most probable haplotypes determined by the HMM.

To protect against elevated phase error rates in IBD2 regions,

Beagle 5.2 does not allow either related individual to contribute

a haplotype segment to a composite reference haplotype for the

other related individual in an IBD2 region.

Beagle detects IBD2 regions by using markers with minor allele

frequency R0:05. These markers are thinned to ensure a mini-

mum 0.002 cM inter-marker spacing and divided into disjoint in-

tervals that are 1 cM in length, unless there are less than 50

markers in an interval, in which case, the interval is extended to

include 50 markers.

For each pair of individuals, we select all intervals that have

concordant genotypes at all markers (i.e., the same genotype in

both individuals or a missing genotype in at least one individual).

We merge any of these intervals separated by a gap of less than 4

cM into a single interval that contains the intervening gap. We

then extend the boundaries of the intervals to include any adja-

cent markers with concordant genotypes. If any interval is longer

than 2 cM after this extension, the interval is recorded as an IBD2

segment for the pair of individuals.

The computation time for IBD2 segment detection scales line-

arly with increasing sample size if the number of pairs of individ-

uals with concordant genotypes in the 1 cM intervals scales line-

arly with the number of individuals. IBD2 segment detection

scales linearly with sample size for the UK Biobank SNP array

data and TOPMed sequence data analyzed in this study.
UK Biobank data
We downloaded the UK Biobank autosomal genotype data. After

we removed withdrawn individuals, there were 488,332 individ-

uals and 784,256 autosomal diallelic markers before quality con-

trol filtering. We excluded markers withmore than 5%missing ge-

notypes (n ¼ 70,247), markers that had only one individual

carrying a minor allele (n ¼ 5,126), and markers that failed one

or more of the UK Biobank’s batch quality control tests (n ¼
1,527).31 There were 711,651 autosomal markers after excluding

markers that failed one or more of these filters.

We then excluded 968 individuals that were identified by the

UK Biobank as outliers with respect to their proportion of missing

genotypes or proportion of heterozygous genotypes, and we

excluded nine individuals that were identified by the UK Biobank

as showing third degree or closer relationships withmore than 200

individuals, which indicates possible sample contamination.

There were 487,355 individuals remaining after these exclusions.

We identified parent-offspring trios by using the kinship

coefficients and the proportion of markers that share no alleles

(IBS0) that are reported by the UK Biobank.31,38 Pairs of

individuals with kinship coefficient between 2�2:5 and 2�1:5 were

considered to be first-degree relatives. First-degree relatives with

IBS0< 0:0012 were considered to have a parent-offspring relation-

ship. These are the same kinship coefficient and IBS0 thresholds
urnal of Human Genetics 108, 1880–1890, October 7, 2021 1883



Figure 2. Phase accuracy and computa-
tion time for autosomal UK Biobank SNP
array data
Switch error rate and wall clock computa-
tion time for Beagle 5.2 and SHAPEIT 4.2.1
when phasing 5,000, 15,000, 50,000,
150,000, and 485,301 UK Biobank individ-
uals genotyped for 711,651 autosomal
markers with default parameter values.
Sample size is plotted on the log scale.
Switch error rate is calculated with heterozy-
gous genotypes in 1,064 offspring whose
phase is determined from parental data
that were excluded from the phasing anal-
ysis. All analyses were run with 20 threads
on a computer server with 20 CPU cores
and 256 GB memory.
used by the UK Biobank.31 We considered an individual to be

the offspring in a parent-offspring trio if the individual has a

parent-offspring relationship with exactly one male and exactly

one female (the putative parents) and the kinship coefficient for

the male and female is less than 2�4:5. Using this procedure, we

identified 1,064 parent-offspring trios having 2,054 distinct

parents.

We phased heterozygous genotypes in trio offspring by using

Mendelian inheritance constraints when both parent genotypes

are non-missing and at least one parent genotype is homozygous.

We used these phased genotypes in the trio offspring as the truth

when estimating the phase error rate.

We then excluded the 2,054 trio parents, leaving 485,301 indi-

viduals. We listed the 1,064 trio offspring followed by the remain-

ing 484,237 individuals in random order. We created five datasets

by restricting the UK Biobank data to the first 5,000, 15,000,

50,000, 150,000, and 485,301 individuals in this list.
TOPMed project data
We downloaded Freeze 8 data from the Trans-Omics for Precision

Medicine (TOPMed) Program32 for the following studies and

dbGaP39 accession numbers: Barbados Asthma Genetics Study

(dbGaP: phs001143), Mount Sinai BioMe Biobank (dbGaP:

phs001644), Cleveland Clinic Atrial Fibrillation Study (dbGaP:

phs001189), Framingham Heart Study (dbGaP: phs000974), Hy-

pertension Genetic Epidemiology Network (dbGaP: phs001293),

Jackson Heart Study (dbGaP: phs000964), My Life Our

Future (dbGaP: phs001515), Severe Asthma Research Program

(dbGaP: phs001446), Venous Thromboembolism Project (dbGaP:

phs001402), Vanderbilt Genetic Basis of Atrial Fibrillation (dbGaP:

phs001032), and Women’s Health Initiative (dbGaP: phs001237).

We merged and filtered the TOPMed data by using bcftools.40

The merged data contain 39,961 sequenced individuals. We

restricted the data to polymorphic SNVs with ‘‘PASS’’ in the VCF

filter field, leaving 318,858,817 autosomal markers, which include

7,209,890 chromosome 20 markers.

We used the pedigree data for the 1,022 sequenced Barbados

Asthma Genetics Study (BAGS) individuals and for the 4,166

sequenced Framingham Heart Study (FHS) individuals to identify

217 BAGS and 669 FHS parent-offspring trios for which the

offspring was not a parent in another parent-offspring trio. We

phased heterozygous genotypes in trio offspring by using Mende-

lian inheritance constraints when both parent genotypes are non-

missing and at least one parent genotype is homozygous. We used
1884 The American Journal of Human Genetics 108, 1880–1890, Oct
these phased genotypes in the trio offspring as the truthwhen esti-

mating the phase error rate.

We then excluded the 1,574 parents of the trio offspring, leaving

38,387 individuals. We listed the 886 trio offspring followed by

the remaining 37,501 individuals in a random order. We created

four datasets by restricting the TOPMed data to the first 5,000,

10,000, 20,000, and 38,387 individuals in this list.
Results

We phased UK Biobank SNP array data and TOPMed

sequence data by using Beagle 5.2 (28Jun21.202 release)

and SHAPEIT 4.2.1. We ran each method with default pa-

rameters. SHAPEIT’s default parameters for sequence data

were applied by including its ‘‘–sequencing’’ argument

when phasing TOPMed sequence data.

All analyses were run on a 20-core 2.4 GHz computer

with Intel Xeon E5-2640 processors and 256 GB of mem-

ory. Beagle and SHAPEIT were each run with 20 computa-

tional threads. Wall clock computation time was measured

with the Linux time command.

We measured phase error by using switch error rate,

which is the proportion of heterozygous genotypes that

are phased incorrectly with respect to the preceding het-

erozygous genotype.

Figure 2 shows autosomal switch error rate and wall

clock computation time when phasing expanding subsets

of 485,301 UK Biobank individuals. Beagle 5.2 and

SHAPEIT 4.2.1 have very similar phase error and computa-

tion time for all sample sizes. Beagle’s computation time

for phasing the UK Biobank SNP array data scales linearly

with sample size, and Beagle’s phase error decreases with

increasing sample size.

Figure 3 shows switch error rate and computation time

for chromosome 20 when phasing expanding subsets of

38,387 sequenced TOPMed individuals. The left panel

shows switch error rate in the BAGS trio offspring, themid-

dle panel shows switch error rate in the FHS trio offspring,

and the right panel shows wall clock computation time. As

with the UK Biobank data, the switch error rate decreases

with increasing sample size. SHAPEIT results for phasing
ober 7, 2021



Figure 3. Phase accuracy and computation time for phasing TOPMed chromosome 20 sequence data
Switch error rate and wall clock computation time for Beagle 5.2 and SHAPEIT 4.2.1 when phasing 5,000, 10,000, 20,000, and 38,387
sequenced TOPMed individuals genotyped for 7,209,890 chromosome 20 markers with default parameter values. Sample size is plotted
on the log scale. Switch error rate is computed with heterozygous genotypes in 217 BAGS and 669 FHS offspring whose phase is deter-
mined from parental data that were excluded from the phasing analysis. All analyses were run with 20 threads on a computer server with
20 CPU cores and 256 GB of memory. The SHAPEITwhole-chromosome phasing of the 20,000 and 38,387 individuals did not complete
because of insufficient memory. SHAPEIT results for the 20,000 and 38,387 individuals were obtained by dividing the chromosome into
two and three chunks, respectively, and phasing each chunk separately. Adjacent chunks had 500 kb overlap. The SHAPEITwall clock for
each sample size is the sum of the wall clock times for the individual chunks. The procedure for merging the individual chunks for each
sample size is described in the subjects and methods.
chromosome 20 in its entirety are available only for the

5,000 and 10,000 sequenced individuals because SHAPEIT

could not phase the 20,000 and 38,387 sequenced individ-

uals within the 256 GB of available computer memory

when default parameters were used. Consequently, we

ran a chunked SHAPEIT phasing analysis by dividing the

chromosome into two segments for the 20,000 samples

and dividing the chromosome into three segments for

the 38,387 samples. We included 500 kb of overlap be-

tween adjacent segments. After the chunked phasing anal-

ysis, we created a single phased VCF output file by aligning

the haplotypes in adjacent chunks by using the phase of a

heterozygote in the middle of the overlap and then

splicing haplotypes in adjacent chunks with a splice point

in the middle of the overlap.

Beagle’s computation time for phasing the TOPMed

sequence data scales linearly with sample size, and Beagle’s

phase error decreases with increasing in sample size. Beagle

5.2 and SHAPEIT 4.2.1 have similar error rates on the

TOPMed sequence data, but Beagle’s computation time

ranged from 23.0 times faster (for 20,000 samples) to

26.7 times faster (for 38,387 samples). For each sample

size, the phase error rate is lower in the BAGS trio offspring

than in the FHS trio offspring, which could be due to differ-

ences in population demographic history.

The computational efficiency of two-stage phasing in

the sequence data can be seen by comparing the wall clock
The American Jo
time for phasing 5,000 sequenced TOPMed samples and

5,000 UK Biobank samples. The TOPMed chromosome

20 data have 7,209,890 markers and the UK Biobank chro-

mosome 20 data have 18,424 markers. Although the

TOPMed sequence data have 391-fold more markers than

the UK Biobank SNP array data, there is only a 17-fold dif-

ference in wall clock time (62.4 versus 3.6 min). For the

TOPMed sequence data, Beagle’s wall clock time for the

second stage of phasing is approximately one-third of

the wall clock time for the first stage of phasing.

One can reduce Beagle’s memory requirements to permit

analysis of larger datasets by shortening the marker win-

dow. The default window length is 40 cM. We repeated

the Beagle phasing of the 38,387 TOPMed individuals

with 5, 10, 20, and 40 cM window lengths and default

values for all other parameters. For each window length,

we ran phasing analyses with different limits on the

amount of memory available to the Java virtual machine

in order to determine the minimum amount of memory

(in units of 5 GB) required to successfully complete the

analysis.

Figure 4 shows results for 5, 10, 20, and 40 cM marker

windows. Accuracy is similar for all window lengths.

Reducing the window length from the default 40 cM to

10 cM reduces memory use by 57% (from 185 GB to 80

GB) at the cost of a 28% increase in running time. Further

reducing the window length from 10 cM to 5 cM gives an
urnal of Human Genetics 108, 1880–1890, October 7, 2021 1885



Figure 4. Memory and computation
time as a function of window length
Beagle 5.2 memory use, wall clock time,
and switch error rate when phasing
38,387 sequenced TOPMed individuals
genotyped for 7,209,890 chromosome 20
markers when using 5, 10, 20, and 40 cM
marker windows. The default window
length is 40 cM. All other parameters
were set to default values. Switch error
rate is computed with heterozygous geno-
types in 217 BAGS and 669 FHS offspring
whose phase is determined from parental
data that were excluded from the phasing
analysis. All analyses were run with 20
threads on a computer server with 20
CPU cores and 256 GB of memory.
additional 44% reduction in memory use (from 80 GB to

45 GB) and an additional 43% increase in running time.

Computational efficiency decreases as the window length

decreases because the 2 cM overlap between windows

occupies an increasing proportion of each window.

We tested Beagle’s methods for estimating the effective

population size parameter used in the HMM transition

probabilities by using Beagle and SHAPEIT to phase ex-

panding samples of the chromosome 20 UK Biobank

data. For each program, we varied the user-specified effec-

tive population size parameter to range from three orders

of magnitude smaller than the default value to three orders

of magnitude larger than the default value. All other pa-

rameters were set to their default values. Figure 5 shows

that Beagle’s parameter estimation results in phase accu-

racy that is independent of the user-specified effective pop-

ulation size. The SHAPEIT results in Figure 5 illustrate that

without such estimation the switch error rate can be in-

flated when the user-specified effective population size is

too large unless the sample size is very large.
Discussion

We have introduced a haplotype phasing method that is

implemented in Beagle 5.2. The computation time for

this phasing method scales linearly with sample size, and

it can phase hundreds of thousands of array-genotyped

samples and tens of thousands of sequenced samples.

We compared phase accuracy by using default settings

for Beagle 5.2 with SHAPEIT 4.2.1 when phasing UK Bio-

bank autosomal SNP array data31 and TOPMed chromo-

some 20 sequence data.32 Both methods had similar accu-

racy on both types of data and similar computation time

when phasing SNP array data. However, when phasing

sequence data, Beagle was more than 20 times faster and

was able to analyze larger samples within the available

computer memory.

Beagle uses a sliding marker window that limits memory

use and enables whole-chromosome phasing of large
1886 The American Journal of Human Genetics 108, 1880–1890, Oct
sequence datasets in a single analysis. Memory use can

be decreased without loss of accuracy by decreasing the

window length. For the TopMed data, a reduction of win-

dow length from 40 cM to 5 cM reduced memory use by

76% at the cost of an 82% increase in computation time.

Beagle version 5.2 introduces a two-stage, progressive

phasing methodology, and it incorporates methodological

ideas that were originally developed for genotype imputa-

tion, such as composite reference haplotypes3 and linear

interpolation of HMM state probabilities.30

Progressive phasing identifies confidently phased het-

erozygotes and fixes the phase of these heterozygotes in

subsequent iterations. As a result, the information avail-

able to phase the heterozygotes with more ambiguous

phasing increases with each phasing iteration.

Two-stage phasing gives a large reduction in computa-

tion time when a high proportion of variants have low fre-

quency, as is generally the case with sequence data. The

first stage phases the limited number of high-frequency

variants and these variants become a haplotype scaffold

for imputing alleles at low-frequency variants in the sec-

ond stage. The two-stage approach reduces computation

time because the low-frequency markers are excluded

from the time-consuming iterative phasing algorithm.

For non-human species, the effective population size

may be unknown. Beagle 5.2 protects against a misspeci-

fied effective population size by estimating and updating

the effective population size parameter during its burn-in

iterations. The Mach phasing method also estimates and

updates this parameter.20 Beagle calculates its estimate

from HMM state probabilities as described in Appendix

B, while Mach calculates its estimate by using data ob-

tained from sampled haplotypes.20

Memory continues to be a constraint when phasing

large sequence datasets, and reducing memory require-

ments is an area for future work. Improved memory effi-

ciency would enable larger datasets to be analyzed on com-

puters that have less memory. Beagle 5.2 is implemented in

Java, and memory deallocation is under the control of the

Java virtual machine. Implementing Beagle in a systems
ober 7, 2021



Figure 5. Phase accuracy as a function of
user-specified effective population size
Switch error rate for Beagle 5.2 and SHAPEIT
4.2.1 when phasing 5,000, 15,000, 50,000,
150,000, and 485,301 UK Biobank individ-
uals genotyped for 18,424 chromosome 20
markers for three different user-specified
values of the effective population size
parameter: the program’s default parameter
value, a value 1,000 times smaller than the
default value, and a value 1,000 times larger
than the default value. All other analysis pa-
rameters are set to their default values.
Switch error rate is calculated with heterozy-
gous genotypes in 1,064 offspring whose
phase is determined from parental data
that were excluded from the phasing anal-
ysis. Beagle’s switch error rate does not
depend on the user-specified effective popu-
lation size parameter because Beagle esti-
mates and updates this parameter.

Transition probabilities depend on the genetic distance,

effective population size Ne, and number of reference hap-

lotypes H.34 If markers m� 1 and m are separated by dm
Morgans and if

tm ¼1� e�4Nedm=H ; (Equation A1)

then the state transition probabilities are defined as34

P
�Sm ¼h0��Sm�1 ¼h

�¼( tm
�
H; hsh0

ð1� tmÞ þ tm
�
H; h ¼ h0 :

(Equation A2)

An observed haplotype O is a sequence of alleles

O1; O2; .; OM where Om denotes the allele at the m-th

marker. Because the observed haplotype is assumed to

correspond to an unobserved sequence of HMM states S1;

S2; .; SM , we can use the HMM forward-backward algo-

rithm33 to calculate the haplotype probability PðOÞ. The
forward probabilities amðhÞ and backward probability

bmðhÞ for reference haplotype h at marker m for the

observed haplotype O are defined as
programming language that gives fast execution times and

fine-grained control of memory has the potential to signif-

icantly reduce memory use and computation time.

Another important area for future work will be adding

the capability to incorporate existing phase information,

such as phase information extracted from sequence

reads.27 Extraction of phase information from sequence

reads is feasible for smaller sample sizes that have a

manageable amount of sequence read data.

As genotype datasets have grown, phasing methodology

has responded. The release of the UK Biobank SNP array

data31 motivated the development of a series of statistical

phasing methods that advanced the state of the art,

including Eagle1,23 SHAPEIT3,41 Eagle2,28 Beagle 5.1, and

SHAPEIT4.27 The advent of whole-genome sequence data-

sets has provided a new impetus for further development

of phasing methodology. We show that Beagle 5.2 scales

to tens of thousands of sequenced individuals. Further

advances in phasing methodology will be needed to

address the challenge of future datasets with hundreds of

thousands or millions of sequenced individuals.
Appendix A: Hidden Markov model

We use the Li and Stephens HMM to calculate the probabil-

ity of a haplotype of alleles from M markers.3,20,29,34 The

model states are a set of H reference haplotypes. Let Sm˛
f1; 2; .; Hg denote the unobserved HMM state at marker

m˛f1; 2; .; Mg. In the Li and Stephens HMM, a target

haplotype is modeled as a mosaic of reference haplotype

segments, and the state Sm represents the reference haplo-

type being copied at marker m. The initial HMM probabil-

ities are PðS1 ¼ hÞ ¼ 1=H for each reference haplotype h.

The emission probabilities are determined by the reference

haplotype alleles. A state Sm ¼ h emits the allele carried by

reference haplotype h at marker m with probability ð1�εÞ
and emits a different allele with probability ε, where ε ¼
q=ð2qþ2HÞ and q ¼ 1=ðlog H þ0:5Þ.34

amðhÞ¼ PðSm ¼ h;O1;O1;.;OmÞ

bmðhÞ ¼ PðOmþ1;Omþ2;.;OM jSm ¼hÞ: (Equation A3)

These probabilities are calculated via a dynamic pro-

gramming algorithm.33 For any marker m, the probability

of the observed allele sequence is

PðOÞ¼
XH
h¼1

PðO1;O2;.;OM ;Sm ¼hÞ ¼
XH
h¼1

amðhÞbmðhÞ:

(Equation A4)

The probability of an individual state, conditional on the

observed data, is

PðSm ¼hjOÞ¼ amðhÞbmðhÞPH
h0¼1am

�
h0�bm

�
h0�: (Equation A5)

The American Journal of Human Genetics 108, 1880–1890, October 7, 2021 1887



We use Equation A5 to imputemissing alleles on a haplo-

type. We obtain posterior allele probabilities by summing

the state probabilities for all reference haplotypes that

carry the same allele and choosing the allele with highest

posterior probability.1,30

Appendix B: Estimating effective population size

The HMM transition probabilities in Equation A2 of Ap-

pendix A depend on the effective population size, which

may be unknown for non-human populations. Conse-

quently, after the initial haplotypes are determined and af-

ter each burn-in iteration, Beagle 5.2 estimates and updates

the effective population size via an iterative expectation-

maximization-type procedure.33,42

At eachmarkerm, Beagle estimates tm by setting h ¼ h0 in
Equation A2, conditioning on an observed haplotype O,

and then summing the conditional transition probabilities

for the haplotypes weighted by the state probabilities

PðSm�1 ¼ hjOÞ:

ð1� tmÞþ tm
H

¼
XH
h¼1

PðSm ¼ hjSm�1 ¼h;OÞPðSm�1 ¼hjOÞ

¼
XH
h¼1

PðSm ¼ h;Sm�1 ¼ hjOÞ

¼ 1

PðOÞ
XH
h¼1

PðSm ¼h;Sm�1 ¼h;OÞ:

Solving the preceding equation for tm gives the estimate

btm ¼ H

H � 1

 
1� 1

PðOÞ
XH
h¼1

PðSm ¼h;Sm�1 ¼h;OÞ
!
:

We calculate PðOÞ by using Equation A4. We calculate

PðSm ¼ h; Sm�1 ¼ h;OÞ by using the forward and backward

probabilities defined in Equation A3 and the transition

probability defined by Equations A1 and A2 and the cur-

rent value of the Ne parameter:

PðSm ¼h;Sm�1 ¼ h;OÞ¼ bmðhÞPðOmjSm ¼hÞ
3PðSm ¼hjSm�1 ¼hÞam�1ðhÞ ¼ bmðhÞ
3PðOmjSm ¼ hÞ

�
ð1� tmÞþ tm

H

�
am�1ðhÞ:

For small genetic distances, tm z
�
4Ne

H

�
dm by Equation

A1. We select a random set of 500 samples or all

samples if there are fewer than 500 samples. After we esti-

mate the btm;h for each marker m and each haplotype h in

these samples, we estimate the effective population size

Ne as

bNe ¼
H
P

m;hbtm;h

4
P

m;hdm
:

We update the effective population size parameter Ne to

be the estimated value. This procedure for updating the Ne

parameter is repeated until a stopping condition is met.

The iterative procure stops when the updated value of Ne

results in less than a 10% change in the value of

	
4Ne

H



.
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Data and code availability

Beagle is licensed under the GNU General Public License (version

3) and is freely available for academic and commercial use. The

Beagle 5.2 source code is written in Java and can be downloaded

from https://faculty.washington.edu/browning/beagle/beagle.

html.
Supplemental information

Supplemental information can be found online at https://doi.org/

10.1016/j.ajhg.2021.08.005.
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