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Abstract
Confronted with rapidly deteriorating climate change resulting from the use of fossil 
fuels, the transition to renewable energy has now become imminent. But this shift 
to renewable energy requires massive financial support from banks, affecting their 
default risk. Responding to the growing environmental concerns and reluctance 
among banks to increase their exposure in the renewable energy sector, this study 
presents unique and novel insights on the relationship between the share of renew-
able energy in the total energy supply of a country and banking risk. To this end, 
we obtained data for a sample of 80 international banks from 20 countries in the 
2006–2017 period. On this data, we implemented a two-stage least squares (2SLS) 
regression analysis model. Our findings reveal that increasing the share of renewable 
energy in the total energy supply of a country significantly reduces banks’ default 
risk. To check the robustness of the results, we performed several tests which also 
endorsed the validity of our results.
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Résumé
Face à l’aggravation rapide du changement climatique à cause de l’utilisation des 
énergies fossiles, la transition vers les énergies renouvelables est désormais immi-
nente. Mais ce passage aux énergies renouvelables nécessite un soutien financier 
conséquent de la part des banques, ce qui affecte leur risque de défaut. En réponse 
aux préoccupations environnementales croissantes et à la réticence des banques à 
augmenter leur implication dans le secteur des énergies renouvelables, cette étude 
présente des informations uniques et inédites sur la relation entre la part des énergies 
renouvelables dans l’approvisionnement énergétique total d’un pays et le risque ban-
caire. À cette fin, nous avons obtenu des données pour un échantillon de 80 banques 
internationales de 20 pays sur la période 2006–2017. Sur ces données, nous avons 
mis en œuvre un modèle d’analyse de régression des moindres carrés en deux étapes 
(2SLS). Nos résultats révèlent que l’augmentation de la part des énergies renouvela-
bles dans l’approvisionnement énergétique total d’un pays réduit considérablement 
le risque de défaut pour les banques. Pour vérifier la robustesse des résultats, nous 
avons effectué plusieurs tests qui ont également confirmé la validité de nos résultats.

Introduction

Energy is considered as the driver of the world economy and demand for this 
resource is continuously increasing. But its generation and consumption using fos-
sil fuels are resulting in climatic change which not only polluting our water, air, 
and soil but also posing safety risks to the food and health quality (Martí-Ballester 
2017). With time, this climatic change has transformed from an environmental to an 
economic threat (Zouabi 2021) affecting macroeconomic factors including the finan-
cial systems (Battiston et al. 2017). These issues have sparked a sense of concern 
among various stakeholders who are mounting pressure on the corporate sector to 
implement renewable energy (Hepbasli 2008).

Large multinational firms are already using renewable energy to “become a car-
bon–neutral company” (Unilever 2019), “combat climate change” (Apple 2018), 
“solve the world’s most pressing environmental challenges” (P&G 2019), or 
“contribut[e] to the reduction of carbon [emissions]” (Nestle 2018). But this transi-
tion to renewable energy is a capital-intensive decision requiring immense participa-
tion from the financial institutions. Banks are expected to play a key part in assisting 
a country’s shift to renewable energy and strengthening its financial resilience to 
environmental risks (Mazzucato and Semieniuk 2018). However, high exposure of 
the banking sector to renewable energy could be a cause of concern for their sur-
vival that may hinder their active engagement in this sector (Safarzyńska and van 
den Bergh 2017a). Unless this fear of default is addressed, the required financial 
participation of banks in renewable energy can never be ensured.

Motivated by the growing environmental concerns, increasing corporate interest 
in renewable energy, and the reluctance of banks to increase their exposure to renew-
able energy, we explore the relationship between the share of renewable energy in 
the total energy supply of a country (REN) and bank’s default risk measured through 
distance-to-default (DD). In this regard, we collected the REN data on 20 countries 
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and selected four banks from each country to calculate their DD. After controlling 
for various bank-specific and country-level confounding variables, our results based 
on Two-Stage Least Squares (2SLS) regression analysis indicate that increase in 
REN significantly reduces banks’ default risk. We performed several tests to ensure 
that our results are robust to the selection of model estimation technique, alternate 
proxies for a bank’s default risk, and exogenous shock of the global financial crisis 
(GFC). All the robustness tests validated a statistically significant positive relation-
ship between REN and banks’ default risk.

The paper contributes to the broader literature on the relationship between 
environmental performance and the financial stability of banks. To the best of our 
knowledge, it is the first empirical analysis of the impact of renewable energy use 
on the banks’ default risk based on three measures of risk i.e., distance-to-default, 
distance to insolvency and distance to capital. The capital-intensive nature of renew-
able energy projects renders banks one of the most influential players in determining 
the growth and success of renewable energy usage and has intensified the research-
ers’ heed to deal with the risks and risk management of renewable energy projects 
(Gatzert and Kosub 2016; Tsao and Thanh 2021; Das and Basu 2020; Zhou and 
Yang 2020; Taghizadeh-Hesary and Yoshino 2020). We contribute to this debate 
from the lens of banks’ default risk based on an international sample of 20 countries. 
Findings are expected to motivate the banking sector to play their much-needed role 
in replacing pollution-creating and depleting energy sources with renewable energy. 
The study is insightful for managers and policymakers at the national and interna-
tional level to design such policies that simultaneously focus on stimulating both 
the demand and supply side of renewable energy. By encouraging the participation 
of banks in financing renewable energy, it can help countries to achieve the United 
Nations’ 2015 Sustainable Development Goals which are of major importance for 
worldwide sustainable development (Briant Carant 2017).

The rest of the paper is structured as follows. Section  2 presents the literature 
review and research hypotheses to be tested. Section 3 discusses the methodology 
including the measurement of variables, model estimation, and data analysis. In Sec-
tion 4, various robustness tests are presented. Finally, Sect. 5 concludes the study 
with a discussion of results and policy implications.

Literature Review

Besides the importance of energy in residential life, its role is critical in the growth 
and viability of economic development. The extraordinary demand and consumption 
of energy during the 1970’s energy crisis brought the world’s attention to both cli-
matic change and energy shortage (Nie and Yang 2016). But more serious efforts for 
preserving the environment by reducing emissions were initiated after Kyoto Pro-
tocol was signed in 1997 (Nie et al. 2016). Since then, there is a consensus among 
researchers and practitioners that switching to renewable energy is the most effective 
solution in this regard (Capasso et al. 2020).

The latest United Nations Intergovernmental Panel on Climate Change (IPCC) 
report (IPCC 2018) highlights that due to human activities, the current global 
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warming level has already increased by 1 °C compared to the pre-industrial era. And 
based on a business-as-usual scenario, this increase may jump to 1.5  °C between 
2030 and 2052. To sustain the environment, the report suggests reducing  CO2 emis-
sions by approximately 45% until 2030 and achieving a net-zero mark by 2050. But 
these highly ambitious targets demand equally large financing. The report projects 
an annual allocation of USD 2.4 trillion in clean energy until 2035 and between 
USD 1.6 to 3.8 trillion in the energy system supply side until 2050. Committing such 
a large investment in renewable energy projects and achieving sustainable devel-
opment through it appears unrealistic unless banks support such projects through 
financing solutions such as carbon financing (Zhang and Li 2018) or green financing 
(Taghizadeh-Hesary and Yoshino 2020).

Although banks could be cautious in financing renewable energy, literature shows 
that such financing can improve the financial stability of the banks reducing their 
credit risk (Cui et  al. 2018). To portray the relationship between macro (country) 
level renewable energy and bank risk, we should take into account the interlinked 
activities of major stakeholders involved in the process. In this regard, we are build-
ing our arguments based on the macroeconomic model developed by Safarzyńska 
and van den Bergh (2017b). The schematic representation of the model is given in 
Fig. 1.

Today, it is fairly clear that the corporate sector being the largest contributor 
to the world’s emission, needs to replace fossil fuels with renewable energy if the 
world wants to bring  CO2 emissions down (Martí-Ballester 2017). According to 
Safarzyńska and van den Bergh (2017b) model, for committing this structural trans-
formation, each firm has two primary options. First, generating its own renewable 
energy by installing the required equipment, and second, buying renewable energy 
directly from energy-producing power plants (Depoorter et al. 2015). But in either 
case, the energy producer (the firm itself or power plant) will require financing from 
the banks (shown as loans arrow in Fig. 1). Considering the financial magnitude of 
the renewable energy project and associated financing need, the bank may seek funds 
from other financial institutions through interbank lending (shown as IB loans). The 
firm will use this renewable energy in selling its products and services to the public 
(consumers) which in return generates profit for the firm. The public (consumers) 
also include the workers who provide labor to both the firm and the power plant in 
return for wages. These consumers could even be the capital owners or energy pro-
ducers themselves. All three key stakeholders; consumers, power plants, and firms 
are the primary source of deposits for the bank out of which it advances loans. If 
the borrower (firm or power plants) bankrupts, it will also increase the bank’s prob-
ability of default (Thurner and Poledna 2013). However, if the borrower (firm or 
power plants) can use renewable energy to increase their profits, it could potentially 
increase their ability to repay bank loans which will ultimately decrease the bank’s 
default risk (Safarzyńska and van den Bergh 2017a).

Building on Safarzyńska and van den Bergh (2017b) macroeconomic model, we 
argue that investing in renewable energy could help a bank to lower its default prob-
ability. A review of the literature reveals that renewable energy can enhance a firm’s 
profitability and ability to pay back bank loans in various ways. First, the theory 
of product differentiation in a profit-maximization framework presented by Rosen 
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(1974) provides the most appropriate theoretical ground to explain the profit rel-
evance of renewable energy. According to this, employing renewable energy enables 
a firm to build a better reputation in the eyes of the public (Siegel and Vitaliano 
2007) and helps it in differentiating itself from competitors (Hulshof and Mulder 
2020). This differentiation-based competitive advantage allows a firm to charge a 
higher price which increases its profitability (Galdeano-Gómez et al. 2008). Second, 
when a firm switches to renewable energy, it discloses this transition in its environ-
mental disclosures. These disclosures are expected to enhance the profitability of the 
firm because customers who demand rational energy use would prefer its products 
considering them more valuable (Kang et al. 2016).

Third, by integrating renewable technologies in their core business operations, 
firms don’t have to count on unreliable conventional energy supply. This can improve 
firms’ profitability in the long run (Martí-Ballester 2017). Fourth, investment in 
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such environment-friendly projects could also prevent a firm from governmental 
penalties or fines (Carroll and Shabana 2010). Fifth, Martí-Ballester (2017) argued 
that implementing renewable energy requires the adoption of advanced management 
systems which improve the organizational processes. It helps a firm to develop such 
resources and capabilities that could be non-substitutable, rare, valuable, and imper-
fectly imitable (Crowe and Brennan 2007). These resources would eventually help a 
firm to improve productivity and generate higher profits. Sixth, during the appraisal 
of loan applications, banks also consider the environmental implications of their 
financing and charge a lower interest rate for environment-friendly projects (Zhang 
and Li 2018). The reduced cost of capital will increase the profitability of the firm. 
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Figure 2 depicts all the above-discussed factors connecting it with the firm’s profit-
ability and the bank risk.

According to Safarzyńska and van den Bergh (2017b) model, the increased prof-
itability will enhance a firm’s probability to repay a bank loan which will reduce 
the bank’s default risk. On the other hand, if the firm buys renewable energy from 
power plants instead of generating its own energy, the firm’s higher profitability will 
enhance its probability to pay the energy bills that will increase the profitability of 
the power plants. Eventually, these power plants will be in a sound position to pay 
back the bank which will also reduce the bank’s default risk. So, either way, financ-
ing renewable energy could ultimately help a bank in lowering its default risk. Based 
on the discussion above, we hypothesize the following relationship.

Hypothesis 1 Increase in the share of renewable energy in the total energy supply of 
a country (REN) reduces the banks’ default risk.

The variable that links renewable energy to bank risk in Fig. 2 is firm profitability 
and the underlying assumption that supports Hypothesis 1 is the positive relation-
ship between renewable energy and firm profitability. However, empirical evidence 
also exists against the profit relevance of renewable energy indicating an insignifi-
cant relationship between renewable energy and firm profitability (Hulshof and 
Mulder 2020). Consequently, lacking the prerequisite link of increased profitability 
in Fig. 2 could disconnect the nexus between renewable energy and bank risk lead-
ing to the following alternate hypothesis.

Hypothesis 2 Increase in the share of renewable energy in the total energy supply 
of a country (REN) may not have any significant impact on the banks’ default risk.

Methodology

This section presents the measurement of variables, data collection, model estima-
tion, and data analysis.

Measurement of Variables

Dependent Variables

Among the various approaches employed to estimate the probability of banks’ 
default, structural techniques such as distance to default (DD) or distance to insol-
vency (DI) are the most popular ones among researchers (Capasso et al. 2020). These 
indicators are widely used by international organizations and financial authorities as 
well to monitor the risk of financial institutions (Harada et al. 2013). The seminal 
work by Merton (1973) introduced the concept of distance to default (DD) refer-
ring to it as the distance between the current market-based position of a financial 
organization and its hypothetical default position (Fiordelisi and Marqués-Ibañez 
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2013; Choudhury et al. 2021). It is an inverse measure of a bank’s default risk that 
means a larger distance between the two or higher value of DD suggests a lower 
probability of a firm to default. Theoretically, it indicates the level where corporate 
liabilities exceed its assets (Dar and Qadir 2019) and is widely employed by inter-
national financial regulatory authorities for supervising financial institutions (Chan-
Lau and Sy 2007). Based on the assumption made by Merton (1974), we followed 
Daly (2019) to calculate the yearly distance to default (DD) values for each bank in 
our sample as per Eq. 1.

The distance to default (DD) for T–t maturity in Eq. 1 uses the natural logarithm 
of the market value of assets (LnAt) and the natural logarithm of the value of liabili-
ties (LnLt) at time t taking into account the risk-free rate (Rf) and volatility of asset 
value �A. We used annual data from Bloomberg and Thomson Reuters DataStream 
to calculate DD for each bank in our sample.

Independent Variable

To measure the share of renewable energy in the total primary energy supply (REN) 
in a country, the SDGs database from the official website of the United Nations was 
used. Renewables which have been incorporated to calculate this variable include 
the primary energy equivalent of hydro (excluding pumped storage), wind, geother-
mal, solar, wave and tide sources. Energy resources obtained from other sources 
such as biodiesels, solid biofuels, liquid biofuels, the renewable fraction of munici-
pal waste, biogases, and biogasoline are also included in this measure.

Control Variables

To account for the potential impact of various confounding variables, we included 
several bank-specific and country-level controls in our model. Firms with larger size 
and more leverage are more susceptible to default hence following Capasso et  al. 
(2020), we controlled bank size (natural logarithm of total assets) and firm leverage 
(debt ratio) in this study. Similarly, return on equity (Trad et al. 2017) and price-to-
book ratio (Switzer et al. 2018) can affect firms’ probability of default. So, both the 
accounting-based (ROE) and market-based (PB ratio) measures of profitability are 
controlled in this study. Lastly, the volume of revenue can also be a determinant 
of bank risk (Stiroh 2006) hence we also incorporated revenue growth as a control 
variable.

Among the country-level factors, literature has identified various factors that can 
affect banks’ risk such as level of corruption in a country (Chen et al. 2015), politi-
cal system and its stability (Eichler and Sobański 2016), government effectiveness 
(Klomp 2013), accountability (Andrieş et al. 2020) and rule of law and regulatory 
quality (Laeven and Levine 2009, 2006). We controlled all these six country-level 
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determinants of bank risk in this study. The data on bank-specific controls were col-
lected from Bloomberg and Thomson Reuters DataStream. For country-level con-
trols, the database of the World Bank, Heritage Foundation’s Index of Economic 
Freedom, World Governance Indicators (WGIs) was used.

Data

To analyze the relationship between REN and DD, we selected an international sam-
ple of 80 banks from 20 countries for the year 2006 to 2017. To avoid any sample 
selection bias, we included 4 banks from each country in the final sample. The list 
of all the banks with their corresponding country name and Bloomberg tickers are 
given in Table 1. We followed Kinateder et al. (2021) to select the top 4 banks from 
each country in our sample based on their total assets.

Model Estimation and Analysis

Table 2 summarizes the descriptive statistics of the variables used in this study. It 
indicates that the mean DD is 7.127 with a maximum of 278.02 and a minimum of 
-12.678. For REN, the mean is 10.699 with a maximum of 42.65 and a minimum of 
0.55.

In addition, to assess the potential of multicollinearity, the Pearson correlation 
matrix for all the variables in our study is illustrated in Table 3. The results depict 
no serious issues concerning multicollinearity except for country-level controls. 
However, given the nature of those variables i.e., control, high multicollinearity can 
safely be ignored (Troilo et al. 2016; Allison 2012).

The exactitude of the model estimation technique and accuracy of results depends 
on the underlying relationship among the variables. We started assuming the lin-
ear relationship between REN and DD and estimated the linear model (Eq. 2) using 
pooled OLS regression.

here “i” represents the bank under observation, “t” shows time, “Xit” indicates the 
independent variable (REN), Ωit is a vector of control variables (bank size, bank 
leverage, bank profitability, market value, revenue growth, corruption control index, 
political stability index, government effectiveness, voice, and accountability index, 
rule of law and regulatory quality), �i represents unobserved time-invariant bank-
specific effects and �it is the random error term. The results of OLS regression in 
Table 4 (model 1) indicate that REN has a statistically insignificant relationship with 
DD.

As pooled OLS regression estimates the model assuming the underlaying rela-
tionship as static, its results could be invalid if the actual relationship among the 
variables is found to be dynamic. To test the nature of the relationship between REN 
and DD, we estimated the dynamic model (Eq. 3) using OLS regression after con-
trolling the same bank-specific and country-specific variables.

(2)DDit = � + �Xit + Ωit + �i + �it
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Lagged estimator ( DDit−1) was added in the regression model to test the dynamic 
nature of the model (Nadeem et al. 2017) and results in Table 4 (model 3) indicate 
two key findings. Firstly, the adjusted R2 in the dynamic model has increased sig-
nificantly compared to the static OLS model (from 0.12 to 0.858). Secondly, the 
lagged estimator ( DDit−1) has a coefficient of 1.153 which is statistically significant 
at 1% level. These two significant findings confirm the dynamic nature of the rela-
tionship between REN and DD and also endorse the presence of reverse causality 
and endogeneity in the model (Nadeem et al. 2017). Hence, the results of the OLS 
model assuming a static relationship between REN and DD in model 1 (Table 4) are 
invalid.

To account for the dynamic endogeneity in the models, researchers have sug-
gested various techniques. Among those, Two-Stage Least Square (2SLS) is consid-
ered as one of the most effective ones (Zaman et al. 2018). We estimated the 2SLS 
model as per Eq. 4.

Here ln(Ri,t) is the bank risk (DD) for “i” bank at “t” year; Xj,i,t represents the 
explanatory variable (REN); Ck,i,t represents all the control variables;  �0 is a con-
stant; �j is the coefficient of the explanatory variable (REN) and �k represents the 

(3)DDit = � + �DDit−1 + �Xit + Ωit + �i + �it

(4)ln(Ri,t) = �0 +

n∑
j=1

�jXj,i,t +

m∑
k=1

�kCk,i,t + �i,t

Table 2  Descriptive statistics

This table reports descriptive statistics of the dependent, independent, and control variables for the 
period of 2006–2017

Variable Obs Mean Std. Dev Min Max

Dependent variables
Distance to default risk (DD) 816 7.127 19.281 − 12.678 278.023
Independent variable
Renewable energy (REN) 720 10.699 8.966 .55 42.65
Control variables
Bank size 891 13.328 3.396 1.117 19.879
Bank leverage 888 17.509 10.472 1.214 81.873
Bank profitability (ROE) 888 9.08 11.591 − 161.222 41.812
Market value (PB ratio) 890 1.449 1.072 .121 9.959
Revenue growth 888 5.531 20.38 − 58.395 272.463
Corruption control index 960 76.885 21.378 16.346 100
Political stability index 960 60.075 22.853 10.427 98.578
Government effectiveness 960 81.696 15.926 41.827 100
Voice and accountability index 960 76.715 24.119 4.695 100
Rule of law 960 78.207 20.521 29.808 100
Regulatory quality 960 79.718 17.822 34.615 100
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coefficient of control variables. Residual of the model is represented by �i,t . The 
model incorporates both bank and year fixed effects and results are reported in 
Table 4 (model 4). The coefficient (0.977) between REN and DD confirms a sta-
tistically significant positive relationship between the two accepting our research 
hypothesis 1 at 5% level of significance. Among the control variables, only PB ratio 
and government effectiveness were found to have a significant and positive relation-
ship with DD at 5% and 10% levels of significance, respectively.

Given the first stage of the 2SLS involves creating a new variable (computing 
estimated values of the problematic predictor) based on the instruments, the reli-
ability accuracy of 2SLS estimators is contingent on the validity of the instruments 
used in the model. In case the instruments are invalid, the potential bias in 2SLS 
estimates could even exceed the OLS bias (Hahn and Hausman 2005). To confirm 
the validity of our instruments in the 2SLS model, we have reported several post-
estimation results in Table 4. The first test in this regard is for the under identifica-
tion of instruments [i.e., Kleibergen and Paap (2006) rk statistic]. Its p-value is less 
than 0.05 which rejects the null hypothesis that the excluded instruments are not 
correlated with the endogenous variables. Next, we tested the overidentification of 
instruments based on Hansen’s J statistic. The p-value greater than 0.05 for Hansen’s 
J statistic validates our instruments rejecting the null hypothesis that the excluded 
instruments are valid. We also reported heteroskedasticity-robust Kleibergen–Paap 
Wald rk F statistic to test the weak identification hypothesis and compared the value 
of F statistic to the Stock and Yogo (2005) IV critical values at 5% significance 
level.1 As the value of F statistics is greater than the critical value (10% maximum 
IV size bias), we conclude that our IV estimators have a maximum relative size dis-
tortion of 10% rejecting the null hypothesis at 5% significance level.

For comparative purposes, we also reported the results of the fixed effects model 
incorporating both bank and year fixed effects. The results reported in Table  4 
(model 2) also indicate the positive relationship between REN and DD. How-
ever, fixed effects estimation is considered to have very limited ability in handling 
dynamic endogeneity (Wintoki et al. 2012).

Robustness Tests

We performed several tests to confirm the robustness of our results as discussed 
below.

1 Based on Stock and Yogo (2005), Stock-Yogo weak ID test critical values for Cragg–Donald F statis-
tic and i.i.d. errors are: 5% maximal IV relative bias: 16.85; 10% maximal IV relative bias: 10.27; 20% 
maximal IV relative bias: 6.71; 30% maximal IV relative bias: 5.34; 10% maximal IV size: 24.58; 15% 
maximal IV size: 13.96; 20% maximal IV size: 10.26; 25% maximal IV size: 8.31.
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Robustness Test with the Alternate Proxy for Bank Risk

We re-estimated our baseline results using two alternate measures of bank risk i.e., 
distance to insolvency (DI) and distance to capital (DC).

Distance to Insolvency (DI)

Building on Merton’s model of DD (Merton 1974), and incorporating insights from 
Leland’s structural model of credit risk (Leland 1994), Atkeson et al. (2017) intro-
duced a more robust approach to measuring corporate financial soundness referred 
to as the distance to insolvency (DI). This measure indicates the distance between 
the insolvent condition and the current position of a firm with due consideration 
to equity volatility. For calculating distance to insolvency (DI) for T-t maturity, we 
used Eq. (2) for each year from 2006 to 2017.

here At and Lt represent assets and liabilities at time t whereas Rf and �A indicate 
risk-free rate and volatility of assets value.

We re-estimated the same, pooled OLS, fixed effects, dynamic OLS, and 2SLS 
models for DI, and results are reported in Table 5. To ensure the comparability of 
results, we incorporated the same bank-specific and country-specific controls in all 
the models. Like DD, the relationship of DI with REN is dynamic hence the results 
of OLS are not reliable. 2SLS estimation which is capable of handling dynamic 
endogeneity confirms the robustness of our results with alternate measure (DI) at 5% 
level of significance. We have reported various post-estimation tests to confirm the 
validity of our instruments in the 2SLS model.

Distance to Capital (DC)

Similar to DI, distance to capital (DC) is another derivation of the DD measure. It 
adjusts the DD for the Basel framework’s capital adequacy ratio and Prompt Cor-
rective Action (PCA) framework. The Basel Committee on Banking Supervision 
(BCBS) recommends banks keep some buffer capital above the regulatory require-
ments for more effective risk management. Secondly, instead of the face value of a 
bank’s liabilities, its consideration of capital thresholds (as suggested by the PCA 
framework) allows banking regulators to intervene timelier (Aggarwal and Jacques 
2001). Following Liu et al. (2006), we used Eq. 6 to calculate DC.

(5)DIt =

(
At − Lt

At

)
∗

1

�A

(6)DCt =

⎡⎢⎢⎣
Ln

⎛⎜⎜⎝
At

1

1−CARt

Lt

⎞⎟⎟⎠
+
�
� − 0.5�2

A

�
T

⎤⎥⎥⎦

�
�A

√
T
�−1
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To compare the results, we re-estimated the same pooled OLS, fixed effects, 
dynamic OLS, and 2SLS models for DC and reported the results in Table 6. All the 
models incorporate the same bank-specific and country-specific controls.

After the confirmation of the dynamic nature of the relationship between DC and 
REN in model 3, the results in model 1 (static OLS) and model 2 (fixed effects) are 
irrelevant. Model 4 (2SLS) shows a statistically significant relationship between DC 
and REN and corroborates our main results that an increase in REN significantly 
reduces banks’ default risk by increasing DD. We have reported various post-esti-
mation tests to confirm the validity of our instruments in the 2SLS model.

Robustness Test with the Alternate Model Estimation Technique

Although 2SLS is acknowledged as an appropriate technique to account for dynamic 
endogeneity, the dynamic panel generalized method of moments (GMM) estimator 
GMM is sometimes considered more reliable. To ensure that our baseline results are 
robust to the choice of estimation method, we estimated the relationship between 
REN and DD using system GMM as per Eq. 7.

here Ωit is a vector of control variables (bank size, bank leverage, bank profitabil-
ity, market value, revenue growth, corruption control index, political stability index, 
government effectiveness, voice and accountability index, rule of law, and regula-
tory quality). T ⋅ � is the vector of year dummies, �i is unobserved bank-specific 
effects and �it represents error term. The results in model 4 (Table 7) validate our 
baseline findings at 5% level of significance and confirm that an increase in REN 
significantly increases DD. However, the results of GMM cannot be trusted unless 
the instruments are proved to be valid (Stock et al. 2002). Similarly, the presence of 
autocorrelation can also lead to biased estimates. To test the validity of instruments 
and absence of autocorrelation, we included several diagnostic tests as suggested by 
Arellano and Bond (1991) which are Henson eJ test of overidentifying restriction 
and the Arellano-Bond Test for second-order serial correlation [the AR (1) and AR 
(2)]. To ensure that model is free from any bias due to first- and second-order auto-
correlation, we reported AR1 and AR2 in our results for system GMM. Following 
the criteria suggested by Roodman (2009), we are rejecting the null hypothesis of 
no serial correlation for AR1 (p-value of 0.002) but not for AR2 (p-value of 0.313). 
To test the null hypothesis that the instruments are correctly identified, we reported 
p-value for Henson eJ test of overidentifying restriction. Its p-value (0.588) doesn’t 
reject the null hypothesis that the instruments are correctly identified. According to 
Roodman (2009), if the number of groups in the model is greater than the number of 
instruments, it is another indication of the reliability of instruments. Our model suc-
cessfully satisfies this diagnostic test as well.

(7)DDit = � + �1DDit−1 + �2RENit + Ωit + T ⋅ � + �i + �it
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Robustness to Exogenous Shock (Global Financial Crisis) and effectiveness 
of results during COVID‑19

The novel coronavirus disease (COVID-19) has caused a shock in both developed 
and developing economies by pushing millions of people under lockdown, throw-
ing the global supply chains into disarray, and bringing economic activities to a 
standstill (Carlsson-Szlezak et  al. 2020). Considering the time span of this study 
i.e., 2006–2017, we couldn’t accommodate COVID-19 span or test the validity of 
our results to COVID-19 exogenous shock. However, due to its similarity with GFC 
in causing economic upheaval and posing an enormous risk to the financial markets 
(Kinateder et al. 2021; Hassan et al. 2021), we tested the robustness of our results 
to the exogenous shock of GFC which started in 2007 and lasted until mid-2009. 
To this end, we estimated 2SLS models after excluding 2007, 2008, and 2009 sepa-
rately in three models. The results for each model are given in models 1, 2 & 3 in 
Table  7. The relationship between REN and DD is significant in all the models.2 
Post-estimation tests confirm the validity of instruments in all three models. Based 
on these findings, we assume that our results are equally relevant and effective dur-
ing the current pandemic as well for risk management in the banks and worldwide 
sustainable development.

Discussion of Results and Conclusion

The corporate sector is one of the most critical players in sustaining the environ-
ment and defining its future. It not only consumes more than 40% of the total elec-
tricity supply in the world but also burns tons of fossil fuels to perform its opera-
tions. Merely these two factors resulted in 66.72% of global  CO2 emissions during 
the 2008–2013 time span (Martí-Ballester 2017). This rapidly deteriorating climatic 
quality is mounting pressure on the corporate sector to reduce carbon emissions by 
adopting renewable energy.

But the capital-intensive nature of this transition renders financial institutions 
particularly banks the most influential players whose serious contribution can facili-
tate a smooth transition to sustainable development. But this much-needed financial 
support from banks is difficult to secure unless they are ensured that such invest-
ments would not risk their own survival. This motivated us to investigates the rela-
tionship between the share of renewable energy in the total energy supply of a coun-
try and banks’ default risk. To this end, we obtained data on 80 international banks 
from 20 countries in the 2006–2017 period. After establishing the dynamic nature 
of the relationship between REN and DD, we used the 2SLS estimation technique 
and found a positive relationship between REN and DD. To confirm the robustness 
of our results, we also employed other proxies of the bank’s default risk i.e., DI and 
DC, and re-estimated our model with system GMM. Moreover, the robustness of the 
results was also ensured for each of the three GFC years as an exogenous shock.

2 At 5% in model 1 & 3 and at 10% in model 2.
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Our results imply that when banks finance the corporate sector to implement renew-
able energy, the transition to renewable sources enhances borrowing firms’ profitabil-
ity and ultimately their probability to pay back bank loans. These findings can also be 
interpreted in the light of various theoretical perspectives. For example, according to 
stakeholder theory (Freeman 1984), apart from shareholders, a firm has an extended 
responsibility to look after the interests of a wider set of stakeholders. As discussed 
by Pfeffer and Salancik (1978), based on the resource dependence theory, a firm is 
dependent on these stakeholders to procure the resources which are indispensable for its 
operations. To gain stakeholders’ support and operate successfully in a society, a firm 
must listen and respond to these stakeholders’ concerns, one of which is environmental 
sustainability (Mathiesen et al. 2011). Investing in renewable energy can help a firm to 
align its business interests with the interest of the stakeholders. According to legitimacy 
theory (Dowling and Pfeffer 1975), this alignment of interests enhances a firm’s accept-
ance in society. The higher acceptance and reputation of a firm ultimately enable it to 
charge a premium for its products that enhance its profitability (Miles and Covin 2000). 
Moreover, demand and consumption of its products can increase significantly (Hart and 
Ahuja 1996) as the consumers consider them more valuable (Spangenberg et al. 2010). 
This increased profitability of the firm enhances its capability to pay back bank loans.

Hence, financing renewable energy in the corporate sector reduces the default risk of 
banks. Otherwise, if the bank advances loan to energy producers for installing renew-
able energy projects, the energy producers sell their product (renewable energy) to the 
corporate sector. In this case, the higher profitability of firms due to renewable energy 
enhances their capability to pay their energy bills. Timely paid bills by the corporate 
sector which is the revenue/profitability for energy producers help them to pay back 
bank loans on time reducing lending bank’s default risk.

The practical implication for those banks seeking to extend credit towards renewable 
energy projects is that lending the renewable energy sector can reduce their default risk. 
The research findings infer that the policymakers in the central banks should design 
banking policies and regulations to encourage the participation of subsequent banks in 
the renewable energy sector. Moreover, policymakers at the national level are suggested 
to initiate national programs to increase awareness, demand, and supply of renewable 
energy in a country as it will be a win–win situation for both the corporate and financial 
sectors. The transition to renewable energy is also a part of the 17 Sustainable Develop-
ment Goals (SDGs) adopted by all United Nations Member States in 2015 for achiev-
ing the 2030 Agenda for Sustainable Development. Hence, our findings imply that 
international initiatives such as the SDGs by the United Nations should be welcomed 
and implemented more seriously by the member countries in the spirit of worldwide 
sustainability.

Several caveats of this study need to be mentioned which open up avenues for future 
research. The study used country-level data on renewable energy share to explore its 
impact on banks’ risk. To look from the other perspective, a future study could be con-
ducted using firm-level data on renewable energy borrowing to identify how it affects 
the profitability and risk of borrowing firms and lending banks. The study is limited by 
its scope on 4 banks from 20 countries. However, the study can be extended by taking 
a larger sample size and incorporating more countries. Lastly, future researchers may 
extend this study by investigating do the institutional factors, both formal and informal 
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that vary from country to country play any role in establishing a relationship between 
REN and bank risk.

Appendix A

Variable Definitions

Variable Definition Source and references

Dependent variables
Distance to default risk (DD) The distance between a bank’s 

given position and default 
position

Kinateder et al. (2021) and Daly 
(2019)

Distance to capital risk (DC) The distance between a bank’s 
given position and insolvent 
condition

Kinateder et al. (2021) and Daly 
(2019)

Distance to insolvency risk (DI) The distance between a bank’s 
given position and capital 
threshold based on Basel 
framework’s capital adequacy 
ratio and Prompt Corrective 
Action (PCA) framework

Kinateder et al. (2021) and Daly 
(2019)

Independent variable
Renewable energy (REN) The share of renewable energy in 

the total primary energy supply 
in a country

Safarzyńska and van den Bergh 
(2017a) and Najm and Matsu-
moto (2020)

Bank-level controls
Bank size Natural logarithm of a bank’s 

total assets
Kinateder et al. (2021)

Bank leverage Total debt of a bank divided by 
the total equity

Capasso et al. (2020)

Bank Profitability The net income before extraordi-
nary items divided by the total 
equity (ROE)

Trad et al. (2017)

Market value Market price of the company 
stock divided by the book value 
of its share (P/B ratio)

Kinateder et al. (2021)

Revenue growth The percentage of growth in the 
net revenue of the bank com-
pared to the past fiscal year

Kinateder et al. (2021)

Country-level controls
Corruption control index The extent to which public power 

is exercised for private gain, 
including both petty and grand 
forms of corruption, as well as 
“capture” of the state by elites 
and private interests. Source: 
World Governance Indicator – 
World Bank

Kinateder et al. (2021)
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Variable Definition Source and references

Political stability index The likelihood that the govern-
ment will be destabilized by

unconstitutional or violent 
means, including terrorism. 
Source: World Governance 
Indicator – World Bank

Kinateder et al. (2021)

Government effectiveness The quality of public services, 
the capacity of the civil service 
and its independence from 
political pressures; and the 
quality of policy formulation. 
Source: World Governance 
Indicator – World Bank

Kinateder et al. (2021)

Voice and accountability index The extent to which a country’s 
citizens are able to participate 
in selecting their government, 
as well as freedom of expres-
sion, freedom of association, 
and a free media. Source: 
World Governance Indicator – 
World Bank

Kinateder et al. (2021)

Rule of law The extent to which agent have 
confidence in and abide by the 
rules of society, including the 
quality of contract enforcement 
and property rights, the police, 
and the courts, as well as the 
likelihood of crime and vio-
lence. Source: World Govern-
ance Indicator – World Bank

Kinateder et al. (2021)

Regulatory quality The ability of the government 
to provide sound policies and 
regulations that enable and 
promote private sector develop-
ment. Source: World Govern-
ance Indicator – World Bank

Kinateder et al. (2021)

Appendix A outlines measurements/definitions/references of all variables which are employed through-
out this research
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