
RESEARCH PAPER

Dissecting protein domain variability in the core RNA interference machinery of five 
insect orders
Fabricio Barbosa Monteiro Arraes a,b,§, Diogo Martins-de-Sa c,§, Daniel D. Noriega Vasquezb,d, Bruno Paes Melob,e, 
Muhammad Faheemb,f, Leonardo Lima Pepino de Macedob, Carolina Vianna Morganteb,g,h, 
Joao Alexandre R. G Barbosa c, Roberto Coiti Togawab, Valdeir Junio Vaz Moreiraa,b,c, Etienne G. J. Danchin h,i, 
and Maria Fatima Grossi-de-Sab,d,h

aBiotechnology Center, Brazil; bPlant-Pest Molecular Interaction Laboratory (LIMPP), Brasilia, Brasília- 
DF, Brazil; cDepartamento De Biologia Celular, Universidade De Brasília, Brasília-DF, Brazil; dCatholic University of Brasília, Brasília-DF, Brazil; eViçosa 
University, UFV, Viçosa-MG, Brazil; fDepartment of Biological Sciences, National University of Medical Sciences, Punjab, Pakistan; gEmbrapa Semiarid, 
Petrolina-PE, Brazil; hNational Institute of Science and Technology, Jakarta Embrapa-Brazil; iINRAE, Université Côte d'Azur, CNRS, Institut Sophia 
Agrobiotech, Sophia-Antipolis, France

ABSTRACT
RNA interference (RNAi)-mediated gene silencing can be used to control specific insect pest populations. 
Unfortunately, the variable efficiency in the knockdown levels of target genes has narrowed the applic
ability of this technology to a few species. Here, we examine the current state of knowledge regarding the 
miRNA (micro RNA) and siRNA (small interfering RNA) pathways in insects and investigate the structural 
variability at key protein domains of the RNAi machinery. Our goal was to correlate domain variability with 
mechanisms affecting the gene silencing efficiency. To this end, the protein domains of 168 insect species, 
encompassing the orders Coleoptera, Diptera, Hemiptera, Hymenoptera, and Lepidoptera, were analysed 
using our pipeline, which takes advantage of meticulous structure-based sequence alignments. We used 
phylogenetic inference and the evolutionary rate coefficient (K) to outline the variability across domain 
regions and surfaces. Our results show that four domains, namely dsrm, Helicase, PAZ and Ribonuclease III, 
are the main contributors of protein variability in the RNAi machinery across different insect orders. We 
discuss the potential roles of these domains in regulating RNAi-mediated gene silencing and the role of 
loop regions in fine-tuning RNAi efficiency. Additionally, we identified several order-specific singularities 
which indicate that lepidopterans have evolved differently from other insect orders, possibly due to 
constant coevolution with plants and viruses. In conclusion, our results highlight several variability hot
spots that deserve further investigation in order to improve the application of RNAi technology in the 
control of insect pests.
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1. Introduction

Even in the age of genome editing, the discovery of small non- 
coding RNAs (sncRNAs) represents one of the most exciting 
frontiers in molecular biology and biotechnology. Molecular 
pathways related to these molecules were first described in 
Caenorhabditis elegans [1,2], plants [3] and Drosophila mela
nogaster [4], with a focus on the regulation of gene expression 
and viral infections [5–8].

Specifically in insects, sncRNAs can be categorized into 
three main families based on their size and the RNA inter
ference (RNAi) pathway that generates them: (i) micro RNAs 
(miRNAs), which are 22-nucleotide endogenous sncRNAs 
that participate in the regulation of gene expression via degra
dation or translational repression of mRNAs [9,10]; (ii) small 
interfering RNAs (siRNAs), which vary around 21 nucleotides 
in length and can be generated from either exogenous or 
endogenous double-stranded RNA (dsRNA) to counteract 

viral infections [11]; and finally (iii) piwi-interacting RNAs 
(piRNAs), which are sncRNAs spanning 25–31 nucleotides 
in length that interact with PIWI-related proteins and are 
required for processes ranging from the maintenance of germ
line stem cells in flies to retro-transposon silencing in eukar
yotes [12,13]. For biotechnological purposes that target host- 
parasite interactions, miRNAs- and siRNAs-based approaches 
are the most widely adopted.

The characterization of the miRNA and siRNA pathways 
in D. melanogaster coupled with the mass sequencing of 
genomes and transcriptomes from several insect species have 
led to the wide use of the RNAi technology in the develop
ment of biotechnological resources aimed at controlling the 
populations of insect pests and virus vectors [14–17] (Fig. 1, 
see Supplementary Text ST1 – The miRNA and siRNA path
ways in insects: An overview). However, the efficiency of 
RNAi knockdown is highly variable across insect orders, 
especially due to differences in the delivery, processing, and 
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stability of sncRNAs. In the case of agriculture-driven RNAi- 
based technologies, delivery can be achieved either through 
the use of transgenic plants expressing long dsRNAs, artificial 
miRNAs (amiRNAs), or through topical sncRNA administra
tion (e.g., naked or nanoparticle-borne dsRNA/amiRNA) [14,
18–23]. The main disadvantage of transgenic plant-based 
approaches is that sncRNAs are processed by the plant 
RNAi machinery prior to their delivery. For effective dsRNA 
uptake by insect cells, the optimal size of dsRNA ranges from 
100 to 200 nucleotides; in contrast, after pre-processing by the 
plant’s RNAi machinery, what remains for herbivorous insects 
are Argonaute-coupled single-stranded siRNAs and low levels 
of intact transgenic sncRNA, which jeopardizes efficient gene 
knockdown [24–27]. This problem can be solved by the trans
genic expression of sncRNA in plastids, such as chloroplasts. 
Chloroplasts are present in large numbers in plant cells 

(approximately 100 per leaf cell, depending on plant species) 
and display a compact genome that lacks classical elements of 
the RNAi machinery. Thus, sncRNAs expression in chloro
plasts can provide high levels of intact transgenic sncRNA to 
the target insect population, thereby increasing the silencing 
efficiency [25,26]. On the other hand, the technical complica
tions related to non-transgenic RNAi-based approaches, such 
as the use of sncRNA nanocapsules, can be exemplified by the 
difficulty in choosing the best polymer for nanoparticle pre
paration. Delivery of sncRNA must be efficient while keeping 
the dsRNA molecule intact; in parallel, the production 
method must be low cost and adverse effects, such as high 
toxicity, must not be observed in non-target species.

Since sncRNA are mainly delivered to insects through nutri
ent absorption, the stability of exogenous sncRNAs in the insect 
midgut and haemolymph is another important factor that must 

Figure 1. Overview of miRNA/siRNA gene silencing pathways in D. melanogaster. The sncRNAs can be categorized in three groups, according to their size and the 
processing pathway they participate. The miRNAs (22 nucleotides) and siRNAs (21 nucleotides) follow independently processing pathway for gene silencing by 
translational repression or mRNA degradation. The miRNA biogenesis starts with the transcription of a primary transcript (pri-miRNA) with some structural 
peculiarities (hairpin loop domains, 5ʹ cap and poly-A tail) (step 1). Intragenic regions can generate miRNAs; the loop present on spliceosome is recognized and 
processed by DBR1 (step 2), generating a pre-miRNA. The pri-miRNA loops are recognized by the DROSHA-PASHA complex associated with ARS2, CBC and SMD1, 
essential proteins in complex recruitment and pri-miRNA structural elements recognition (step 3). The pri-miRNA is cleaved by DROSHA (step 4) and the pre-miRNA 
exported to the cytoplasm by RANBP21 (step 5). In cytoplasm, the pre-miRNA is processed by DCR1 (step 6) in association with LOQS-PB and its loop is removed, 
generating a double-strand miRNA which is loaded on AGO1 (step 7), where one strand of miRNA duplex is selected as mature miRNA (step 8) and will constitute 
a mature RISC complex (step 9), which attaches to target mRNA directed by miRNA-mRNA base pairing, culminating in mRNA degradation (step 10) or translational 
repression (step 11). Unlike miRNA pathway, who biogenesis follows an endogenous-starting pathway, the siRNA starts, mainly, from an exogenous dsRNA source 
(as virus or some artificial source) or an endogenous-alternative source of dsRNA incorporated on host cell genome (steps 12, 13 and 14). According to the origin of 
dsRNA, it follows different, but remarkably similar, processing-pathways. The long exogenous dsRNA (exo-siRNA) is recognized by R2D2-DCR2 complex (step 15) and 
endo-siRNA is recognized by a complex of R2D2, DCR2 and LOQS-PD in association (step 16). Both siRNAs are cleaved by DCR2 stimulated by ARS2 and SMD1 (step 
17) and associated with AGO2 (step 18). The selection of the guide-strand of mature siRNA is optimized by the association of AGO2 with the C3PO complex and its 
stabilization is acquired by siRNA methylation by HEN1 (step 19) until the mRNA target attachment. The mature RISC complex formation is dependent of the 
association of many proteins which enhance mRNA recognition and structure-changing, such as RHEL, SMD1, TSN and FMR1 (step 20). Once mRNA is attached to 
the mature RISC complex (step 21), the gene silencing is reached by mRNA degradation (step 22).
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be considered for successful gene knockdown. Several studies 
involving different species and insect orders have shown the 
presence of more than one nuclease isoform capable of degrad
ing exogenous dsRNA (dsRNAses) in both the midgut and 
haemolymph [28–34]. These dsRNAses are highly stable (acting 
on acidic pHs) and do not present sequence specificity. In addi
tion, transcriptional repression of these enzymes shows, in most 
cases, a considerable increase in the RNAi-mediated silencing 
efficiency of target insect populations [28–34]. Recently, a study 
involving lepidopteran species demonstrated the presence of 
a specific dsRNAse, REase, whose activity was associated with 
the low efficacy of RNAi-based gene silencing observed in this 
insect order [35].

A third factor to consider when evaluating gene-silencing 
efficiency in insects is the uptake and transport of sncRNA 
across insect cells, the latter of which is a crucial feature of 
systematic RNAi. In C. elegans, such a process is mediated by 
the proteins SID1 and SID2 (Systemic RNA Interference- 
Deficient 1 and 2), which are transmembrane proteins respon
sible for binding and internalizing long sncRNAs; SID2 mediates 
tissue-specific endocytosis of exogenous sncRNA present in the 
intestine of C. elegans, whereas SID1 mediates vesicle release of 
sncRNAs into the cytoplasm and acts as a transmembrane chan
nel that directly imports sncRNAs from tissues other than the 
intestine [36,37]. Even though the RNAi response as a cellular 
mechanism is highly conserved among eukaryotes, the systemic 
aspect of it is not. This situation can be observed among species 
of different insect orders, insofar as no orthologues of C. elegans 
SID2 protein have been identified and possible orthologues of 
SID1 protein (SID1-like proteins; SIL) are generally associated 
with cholesterol transport rather than with sncRNA uptake 
[38–40]. Consistent with these observations, previous studies 
involving D. melanogaster and Tribolium castaneum have 
shown that exogenous sncRNA uptake in these two insect spe
cies occurs through the clathrin-dependent endocytosis path
way. Exogenous long sncRNAs are recognized by a membrane 
receptor (scavenger receptor) and later internalized into endo
some vesicles, which in turn fuse tardily with lysosomes [24,41]. 
To become available to the RNAi machinery in the cytosol, the 
dsRNA needs to escape from the early-to-late endosomes before 
they fuse with lysosomal compartments [42]. Problems during 
the release of sncRNA into the cytoplasm can lead to their 
accumulation in vesicles, which dramatically reduces the RNAi- 
mediated silencing efficiency, as observed in studies with 
Spodoptera frugiperda Sf9 cells [43].

In light of the factors aforementioned, we hypothesized that the 
variability present within the core proteins of the insect RNAi 
machinery may also influence the success of RNAi-mediated 
gene silencing to control insect pests. Herein, we report 
a thorough in silico analysis of key proteins of the miRNA and 
siRNA pathways identified in genomes and transcriptomes from 
species of five different insect orders (Coleoptera, Diptera, 
Hemiptera, Hymenoptera and Lepidoptera). In particular, we 
focused on dissecting the sequence and structure variability pre
sent at the functional domains which compose the eight core 
proteins of the miRNA and siRNA pathways (AGO1-2, DCR1-2, 
DROSHA, LOQS, PASHA and R2D2). Given that proteins never 
function in isolation, and to put our analyses into context, we 
additionally present a compact and updated overview regarding 

the mechanisms of miRNA and siRNA biogenesis in the Supple 
mentary Materials (Supplementary Text ST1 – The miRNA and 
siRNA pathways in insects: An overview). Our results identified 
several variability hotspots that might be associated to the different 
sensitivities to gene silencing mechanisms exhibited by insects. We 
found that all substantial variability hotspots can be mapped to 
loop regions within the functional domains of the RNAi core 
proteins (while milder variability is present in some of the second
ary structural elements). We discuss the possible implications of 
the different locations and biochemical composition of these 
loops, as well as some of the idiosyncrasies pertaining to specific 
insect orders. Finally, our analysis revealed that some proteins that 
were thought to be lacking specific domains actually harbour 
them; furthermore, these domains appear to retain their canonical 
structures with very few exceptions that amount to loop regions.

2. Methods

2.1. Database construction and phylogenetic analysis

The selection of proteins involved in insect miRNA and siRNA 
machinery was made according to previous studies with the model 
species D. melanogaster. The selection of 149 genomes and 20 
transcriptomes (168 different species) belonging to the 5 insect 
orders analysed in this study (Coleoptera, Diptera, Hemiptera, 
Hymenoptera, and Lepidoptera) was made according to the fol
lowing parameters: (i) agronomic importance, including insect 
pests, as well as virus vectors; (ii) genomes and transcriptomes 
with a completeness value greater or equal than 95% obtained by 
analysis with the BUSCO software (version 3; genome and protein 
modes; insect dataset odb9) [44]; (iii) genomes with high N50 
values. Model species with the most advanced genomes were 
chosen for each insect order and used as reference to search for 
orthologues in insects within the same order. The selected model 
species were: Coleoptera: T. castaneum; Diptera: D. melanogaster; 
Hemiptera: Bemisia tabaci; Hymenoptera: Apis melífera and 
Lepidoptera: Manduca sexta. Ortholog selection of the 8 selected 
proteins (AGO1-2, DCR1-2, DROSHA, LOQS, PASHA and 
R2D2) in genomes was made using the NCBI’s Basic Local 
Alignment Search Tool for proteins (BLASTp; in BLAST package; 
version 2.8) [45] with default parameters and e-value threshold of 
10-5 through the Best Bidirectional Hit (BBH) methodology with 
modifications [46]. Due to the high level of duplication present in 
hexapod genomes [47], we evaluated the best hit in BBH analysis 
in order to prevent the loss of orthologues [48,49]. Regarding the 
transcriptomes, the initial search for orthologues was made with 
tBLASTn from the NCBI BLAST package [50]. Once the possible 
orthologues were selected, the open read frames (ORFs) were 
predicted for each transcript with the ORF finder tool [51] and 
the correct ORF was selected and translated in the correct frame 
with the same tool. Thus, all subsequent phylogenetic and struc
tural analyses were performed with the predicted protein 
sequences from all genomes and transcriptomes. All data concern
ing genomes and transcriptomes, and the ID of all selected 
sequences are summarized in Table S1. The protein sequences 
deduced from transcriptomes assembled in our lab (Anthonomus 
grandis, Diatraea saccharalis, Hypothenemus hampei and Telchin 
licus licus) are available in PDF format (Supplementary data). The 
protein sequences from other Metazoa phyla used for phylogenetic 
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analysis (Fig. 2; Chordata, Cnidaria, Nematoda and 
Platyhelminthes) were selected with the same BBH pipeline used 
for selection of insect sequences (see Table S2). In addition, the 
initially selected orthologues were quality-filtered according to the 
following criteria: (i) all selected protein sequences should start 
with methionine and their corresponding gene must end with 
a stop codon; (ii) the alignment coverage between the model 
species (query) and the target species (subject) should be greater 
or equal than 80%. Subsequently, each selected protein was sub
mitted for annotation of domains, which was performed locally 
using the Hidden Markov Models tool with default parameters 
(HMMER; version 3.2) [52] against the Protein family (Pfam) 
database (version 32.0 with 17,929 domain families), as well as 
the online platform Simple Modular Architecture Research Tool 
(SMART; version 8.0; http://smart.embl-heidelberg.de/) in normal 
mode including the option Outlier homologues and homologues of 
known structure [53]. Posteriorly, the protein domains limits were 
manually curated using multiple sequence alignments and protein 
structures from the Protein Data Bank (PDB; https://www.rcsb. 
org). Prior to phylogenetic analysis both complete proteins and 
their individual domains were aligned separately using the 
MAFFT software (version 7.402, via Conda repository) with – 
auto option, and then manually curated [54]. Regarding protein 
domains, extremely discrepant sequences were removed from later 
analysis since they can represent errors in genome/transcriptome 
assemblies and do not have sufficient quality for this phylogenetic 
analysis. Spurious sequences or poorly aligned regions identified 
from all multiple alignments from complete proteins and domains 
were removed with trimAl software (version 1.2) with – gt value 
equal to 0.5 (columns with gaps in at least 50% of the sequences 
were eliminated) [55]. The curated multiple alignments were sub
mitted for phylogenetic analysis using the Maximum Likelihood 
method The software used for such analyses was Randomized 
Accelerated Maximum Likelihood (RAxML; version 8.2.12) with 
options –# autoMRE (the software decided how many bootstrap 
replicates must be run) and –m PROTGAMMAAUTO (the fittest 
protein substitution model was selected by the software) [56]. The 
obtained phylogenetic trees were analysed, curated and annotated 
using the online tool Interactive Tree Of Life (iTOL; version 4; 
https://itol.embl.de/), where all phylogenetic trees presented in this 
study are deposited [57]. The phylogenetic trees of the complete 
proteins (AGO1-2, DCR1-2, DROSHA, LOQS, PASHA and 
R2D2) are available as Supplementary material in TRE format.

2.2. Relative evolutionary rate inference

Site-wise relative evolutionary rates (K) are essential for com
putational molecular evolution and variability analysis. To 
investigate these evolutionary rates, the curated alignments 
and phylogenetic trees of all complete proteins and individual 
domains were used as input for the program Likelihood 
Estimation of Individual Site Rates (LEISR), which is imple
mented in the software package Hypothesis Testing Using 
Phylogenies (HyPhy; version 2.5.1) and used for calculating 
the evolution rate directly from protein data [58,59]. LEISR 
was run in protein mode with LG as the protein substitution 
model [60] and four-category discrete gamma distribution to 
optimize branch lengths. The raw data were normalized with 
the average of all individual K values obtained for each site 

and box plots of the evolutionary rates were generated to 
assess the data distribution.

2.3. Sequence clusterization

Given that structure is much more conserved than sequence, 
modelling all proteins would implicate in a redundant effort. To 
eliminate the redundancy, proteins were repeatedly clustered 
using identity cut-offs; after every round of clusterization, the 
largest sequence of each cluster was chosen as the representative 
of that cluster. We created a non-redundant dataset of sequences 
for each type of domain (e.g. PAZ/PAZ-like), wherein the domain 
sequences within each dataset could have originated from different 
classes of proteins (e.g., DCR1, DCR2, DROSHA, AGO1 and 
AGO2). Each of these datasets were first clustered using 95% 
identity cut-off to eliminate near redundant domain sequences 
and then using 55% identity as cut-off in the CD-HIT suite web- 
server [61]; 55% identity is considered a safe threshold to guarantee 
structure-function relationship between homologous proteins. 
Clusters containing only one sequence were regarded as outliers. 
If after these two clusterization steps the quantity of non-outlier 
clusters (those with two or more sequences) were bigger than 25 
(square the number of insect orders evaluated), new rounds of 
clusterization were performed using continuously smaller identity 
cut-offs (in 5% steps). Once the number of non-outlier clusters 
reduced to at most 25, clusters were manually verified. The repre
sentative sequence of clusters comprising non-redundant, non- 
outlier domain sequences from each insect order were selected for 
homology modelling and structural assessment.

2.4. Structure-based sequence alignment and homology 
modelling

The structure-based sequence alignment of domains was per
formed in the following way: the representative cluster sequences 
were submitted to the SAS [62], LOMETS [63], FFAS [64], 
GeneSilico [65], MMseq2 [66] and SEEKQUENCER (https:// 
sysimm.org/seekquencer/) servers with the purpose of finding tem
plates for homology modelling. The most recurrent structures 
appearing in the results from these servers were selected as tem
plates. The templates were structurally aligned using the sequence- 
independent mode of the MaxCluster program (http://www.sbg. 
bio.ic.ac.uk/~maxcluster/index.html) and also by means of the 
POSA server [67]. The superimposed structures outputted from 
MaxCluster and POSA were used to generate two refined struc
ture-based MSA by employing the STACATTO program [68]; 
sequence fragments that were not present in the structures were 
removed (e.g., 6BUA had large portions of its sequence unresolved 
in the pdb file). We compared the structure-based sequence align
ments originating from the superposition of both methods and, 
where divergent, manually selected the one that best captured our 
visual inspection of the superposed structures. Thus, at the end of 
this step, we were equipped with a curated structure-based 
sequence alignment of the template structures for each domain. 
The representative sequences of each domain were aligned to the 
curated structure-based MSA via the ‘MAFFT – addfragments’ 
algorithm [69] and an all-vs-all identity matrix was calculated 
using UGENE [70]. The representative sequences were individu
ally modelled using the template structure with which they shared 
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the highest identity and at least 85% coverage (when the latter 
condition was not satisfied, the highest coverage was used regard
less of the identity); to this end, a pairwise target-template align
ment was submitted as input to the SWISSMODEL server [71]. 
The best quality model originating from the representative 
sequences of each domain were chosen for posterior structure 
analyses (e.g., RNA-binding sites).

2.5. Multiple sequence alignments

The alignment of the remaining non-representative sequences 
from each domain (Figures S5-S32) were performed through 
two steps. First, we generated individual protein alignments for 
each group of insect order and domain subunit using a combina
tion of the TCOFFEE and Probcons algorithm in the TCOFFEE 

Figure 2. Phylogenetic analysis of the main RNAi machinery core elements in five different insect orders. (A-D) phylogenetic trees (Maximum Likelihood) showing the 
relationship among complete proteins from the basic core of miRNAs and siRNAs pathways in five insect orders (Coleoptera, Diptera, Hemiptera, Hymenoptera and Lepidoptera, 
represented by coloured triangles – full lines). (A) AGO proteins; (B) RNAse III proteins (DCR1-2 and DROSHA); (C) DCR partners (LOQS and R2D2; dsrm-containing proteins); and (D) 
PASHA. The grey square on each phylogenetic tree represents the selected outgroup: (A) Exiguobacterium sp. ACQ71053.1 (bacteria); (B) Batrachochytrium dendrobatidis 
XP_006676691.1 (fungi); (C) Homo sapiens NP_599150.1 (TARBP2); and (D) Rhodamnia argentea XP_030526936.1 (plant). The cut-off value for bootstrap was 70 (represented by 
dark blue circles). The big blue square (dashed line) on the top represents the evolutionary relationship expected for each Metazoa phylum presented on the analysis. The dashed 
triangles represent the outgroup phyla (purple – Chordata; orange – Cnidaria; green – Nematoda; and red – Platyhelminthes). All phylogenetic tree files (.tre) can be found in 
Supplementary Section, as well as the selected species and the respective protein IDs (see Tables S1 and S2).
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server [72]. For example, an individual alignment can encompass 
the sequences from the second RIIID subunit of DCR1 proteins 
from coleopterans, while another can encompass the first RIIID 
subunit of DCR1 proteins from coleopterans. This step is impor
tant to better align loop regions from each domain. The individual 
alignments were then sequentially merged with the parent align
ment containing the template and representative sequences by 
means of the MAFFT –merge algorithm [69]. Given that the 
sequences have been previously clustered, every group of 
sequences within an individual alignment has at least one repre
sentative sequence in the parent alignment. Since the merge of an 
alignment can influence how the next one will be merged, the 
order in which the alignments were merged corresponded to their 
representative sequence’s identity to the template structure. Thus, 
the alignment bearing sequences from the cluster with the highest 
identity to one of the template structures was added first, and then 
the alignment with highest average identity to the previously 
merged alignment was added next and so forth. This hierarchical 
procedure guarantees a better alignment of loop regions by gra
dually decreasing the identity of groups of sequences. The cano
nical (Q, I, Ia, Ib, Ic, II, III, IV, IVa, V, Va and VI) and non- 
canonical (IVb) conserved-sequence motifs were identified in the 
Helicase domains using the MEME suite [73]; these motifs are 
important for ATP binding and hydrolysis, RNA binding, and for 
the communication between the ATP and RNA binding sites. All 
protein domain alignments are available as Supplementary mate
rial in FASTA format.

2.6. Statistical analysis

Statistical analyses of K values were performed using the 
median test for non-parametric data. To assess the normality 
of the data, a Kolmogorov-Smirnov test was performed before 
[74]. All statistical tests were made by using the software IBM 
SPSS Statistics© version 25 (https://www.dmss.com.br/produ 
tos/statistics/statistics1.html).

3. Results & Discussion

3.1. Phylogenetic overview of whole protein sequences

To identify potential sources of variability in the insect RNAi 
machinery, an in silico screening was performed through phylo
genetic and structural analyses of both the complete proteins and 
their individual protein domains. Thus, a total of 1,211 sequences 
representing the core proteins of the insect siRNA and miRNA 
pathways were selected, namely the proteins AGO1, AGO2, 
DCR1, DCR2, DROSHA, LOQS, PASHA and R2D2. These pro
teins were chosen because they are directly associated with dsRNA 
processing and considerably influence the efficiency of RNAi- 
mediated gene silencing events, particularly those induced by 
environmentally introduced RNAs (environmental RNAi). 
Furthermore, many of the domains present in these proteins 
have at least one representative atomic structure deposited in the 
RCSB Protein Data Bank [75]. This allowed us to produce struc
ture models of homologous sequences and to map any variation 
onto their three-dimensional context within the protein’s struc
ture. We identified representatives of all eight core proteins in 
species of the five insect orders we proposed to study: Coleoptera 

(e.g., beetles), Diptera (e.g., mosquitos and flies), Hemiptera (e.g., 
cicadas and bugs), Hymenoptera (e.g., bees and wasps) and 
Lepidoptera (e.g., butterflies and moths). This verified that both 
pathways are ubiquitous in insects [76]. After the identification of 
orthologues by the BBH approach, the first important observation 
was the presence of putative paralogues of some of the core 
proteins in species of specific insect orders; specifically, we 
observed paralogues for AGO1 (in Hemiptera), AGO2 (in 
Diptera, Hemiptera, and Hymenoptera), LOQS (in Diptera, spe
cifically in the Anopheles and Bactrocera genera) and PASHA (in 
Hemiptera) (Table S1).

Phylogenetic analysis of the eight complete proteins revealed 
topologies consistent with the insect tree-of-life proposed by Misof 
et al. [77] for the five insect orders analysed (Fig. 2A-D). Moreover, 
such an analysis also enabled us to evaluate the phylogenetic 
relationships between proteins that perform similar functions, 
mainly because they share the same functional domains and 
probably the same ancestor. Four distinct maximum likelihood 
phylogenetic trees were produced for this purpose: (i) one includ
ing AGO1 and AGO2 proteins (Fig. 2A); (ii) another comprising 
RNAse or RIIID-bearing endonucleases (DCR1-2 and DROSHA) 
(Fig. 2B); (iii) the third consisting of insect-exclusive LOQS and 
R2D2, which are composed of double-stranded RNA-binding 
motif (dsrm) domains (Fig. 2C); and (iv) the last consisting of 
DROSHA’s partner protein, PASHA (Fig. 2D). Insect AGO1 
proteins formed a monophyletic group (bootstrap value: 100), 
with shorter branches and thus less variability than AGO2 pro
teins. The phylogenetic reconstruction of metazoan AGO proteins 
shown in Fig. 2A corroborates previous phylogenetic studies that 
show two conserved AGO proteins between basal metazoans 
(represented here by cnidarians) and invertebrates (arthropods 
and nematodes), while Chordata phylum maintained only one 
type of AGO, closer to insect AGO1 [78]. Note that the 
Nematocera AGO2 (e.g, species of the Aedes and Anopheles 
genera) clustered in a clade separate from the other dipterans 
(Fig. 2A; bootstrap value: 97). This observation is extremely rele
vant in studies aimed at controlling the population of these viral 
vectors because of the ‘mutualistic’ relationship between mosqui
toes and viruses and the importance that the AGO2 protein has in 
the siRNA-mediated response to viral infection. RIIID endonu
cleases showed a characteristic pattern in which DCR1 and 
DROSHA proteins clustered in the same monophyletic clade, 
which was divided into two subclades, one for each protein class 
(bootstrap value for insect DROSHA clade: 100), whereas insect 
DCR2 proteins formed a separate monophyletic clade (bootstrap 
value: 95). These findings corroborate the hypothesis that 
DROSHA proteins may have evolved from the duplication of 
a common DCR ancestor and later specialized in the miRNA 
pathway [79–81]. Overall, we observed that sequences of AGO1- 
2, DCR1-2 and DROSHA clustered according to their protein 
class; e.g., all AGO1 sequences formed a monophyletic clade rather 
than clustering with AGO2 sequences from the species to which 
they belong. This corroborates a canonical model of evolution in 
which the lineage-specific duplication of these proteins occurred, 
at least, before the speciation of insects [82]. However, robust 
support exists for a model in which the duplication of these 
genes occurred during deep metazoan diversification, concomi
tant with the origin of multicellularity and long before the diversi
fication of the Arthropoda [83,84]. Coupled with these analyses, 

1658 F. B. MONTEIRO ARRAES ET AL.

https://www.dmss.com.br/produtos/statistics/statistics1.html
https://www.dmss.com.br/produtos/statistics/statistics1.html


the distribution of evolutionary rate (K value) for each protein 
family confirmed what was observed in the phylogenetic trees, 
wherein AGO1 orthologues showed the lowest variability among 
the eight core proteins (p = 0.013); in contrast, the AGO2 and 
DCR2 orthologues displayed the highest K values (p = 0.031 and 
0.049, respectively) (Fig. 3).

Among the protein families classified as double-stranded 
RNA-binding proteins (dsRBPs), LOQS and R2D2, which are 
found exclusively in arthropods and considered essential for 
RNAi-mediated gene silencing in insects, appear to have 
evolved distinctly from other metazoan proteins of this class 
[85]. Our phylogenetic analysis (Fig. 2C) showed both LOQS 
and R2D2 in different monophyletic clades (bootstrap value 
for insect R2D2 clade: 98), with R2D2 being more closely 
related to the Staufen proteins (STAU) of the Chordata phy
lum. Initially characterized in D. melanogaster, STAU proteins 
are widely distributed in several phyla in the Metazoa king
dom and can participate in both the transport and silencing of 
mRNAs, as well as in the control of their translation [86,87].

Across most of the domains we analysed, lepidopterans 
presented the highest phylogenetic distance compared to the 
other insect orders, especially in the analyses involving pro
teins of the siRNA machinery (AGO2, DCR2 and R2D2 
proteins; Fig. 2A-C). Specifically, regarding the high variabil
ity, and even absence, of R2D2 in the Lepidoptera (note the 
long branch in Fig. 2C, R2D2 clade), some studies suggest that 
the function of this protein may be carried out by LOQS in 
species of this order [88]. In summary, phylogenetic analyses 
of complete proteins showed highly conserved elements in the 
insect miRNA machinery when compared to the significantly 
more variable siRNA proteins. It is noteworthy that this 
variability is mainly observed across different insect orders 
but is remarkably reduced among species of the same order. 
This observation is important because most of the knowledge 
related to RNAi-mediated gene silencing in insects was initi
ally obtained in studies involving D. melanogaster and later 
transferred to other insect species. Our analyses suggest that 
even though the primary domain functions are conserved 
within the miRNA and siRNA pathways, each insect order, 
or even species, may present idiosyncrasies that influence the 
RNAi-mediated gene silencing efficiency (e.g., virus vectors). 
This premise is an important factor to be considered when 
RNAi is exploited as a biotechnological tool.

Upon observing variability between insect orders in our 
phylogenetic analyses, two questions need to be addressed: (i) 
are there ‘variability hotspots’ within the sequences of each of 
the core RNAi proteins? and (ii) if so, is the hotspot region 
and its respective variability sufficient to cause structural and 
functional differences that could explain the RNAi efficiency/ 
sensitivity in a given insect species? To answer these ques
tions, it is important (and easier) to analyse the individual 
functional domains that make up the eight core proteins. 
Thus, we performed individual analyses of each domain by 
employing optimized structure-based sequence alignments, 
which are arguably more accurate than sequence-based align
ments and also mitigate potential phylogenetic errors that 
may arise when examining the evolutionary history of said 
domains. Furthermore, structure-based sequence alignments 
allow us to use the calculated evolutionary rate of all sites in 

a domain’s sequence to confidently pinpoint variability hot
spots and conserved regions. The evolutionary rate of a given 
site informs us about the significance of the different amino 
acid substitutions at that position and allows direct compar
ison between other sites or regions (since the values are 
normalized). Thus, the detection of variability hotspots and, 
conversely, of slowly evolving sites is important for mapping 
functionally significant regions onto the three-dimensional 
structure of a domain; the structure, on the other hand, allows 
us to associate regions that are otherwise distant from each 
other at the sequence level but in close proximity within the 
three-dimensional and, therefore, functional context.

3.2. Domain architecture of core RNAi proteins

To analyse the intrinsic variability of each protein domain, our first 
step was to identify all known functional domains present in each 
of the eight coreproteins of all 168 insect species. This step was 
initially achieved by annotating domains using HMM profiles 
from the Pfam database and then performing a data survey of 
protein structures deposited in the PDB that are involved in RNA 
interference. Bioinformatics analyses typically rely on the auto
matic annotation of domains using specialized databases, such as 
Pfam, CDD and SMART. While false-positive hits are uncommon 
during these annotations, the same cannot be said about false 
negatives – these may result from indels, domain insertion, gene 
truncations or sequence saturation (excess of mutations) present 
in the query sequence. Notably, the atomic structures of proteins 
involved in miRNA biogenesis indicate the presence of domains 
that are not readily detected by automatic annotation databases, 
such as the Platform-PAZ-Connector domains within DROSHA 
(PDB ID: 5B16) and the Rhed and CTD domains in PASHA (PDB 
ID: 3LE4) [80,89]. Even though structural data for some of these 
domains have been available for a while now, recent papers still fail 
to acknowledge them due to their reliance on automatic domain 
annotation servers [90,91]. By thoroughly analysing these protein 
structures, as well as reviewing their associated papers and com
paring our results with the DASH database [92], we were able to 
not only confidently expand the initial annotation using HMM 
profiles but also to define the precise boundaries of all annotated 
domains within each of our selected sequences. In total, 20 differ
ent domains were identified in the eight core RNAi proteins: 
ArgoL1 (PF08699.8), ArgoL2 (PF16488.3), ArgoMid (PF16487.3), 
ArgoN (PF16486.3), Helicase domain (DEAD/ResIII; PF00270. 
27/PF04851.13, Hel2i, Helicase C; PF00271.29, and Pincer), Dicer 
Dimer (PF03368.12), Double-Stranded RNA-binding Motif (ds 
rm; PF00035.24), Piwi, Argonaute and Zwille (PAZ; PF02170.20, 
and PAZ-Like), P Element Induced Wimpy Testis (Piwi; PF0217 
1.15), Ribonuclease III (RIIID; PF00636.24, and RIIID-like; 
PF14622.4), RNA-binding haem domain (Rhed), C-terminal 
domain (CTD), Platform, Connector and Staufen C-terminal 
domain (hereafter named Staufen C; PF16482.3) (Fig. 4A and 
Figure S1-S4).

The analysis of K values for individual domains showed that 
those involved in the miRNA pathway presented lower K values 
than the ones involved in the siRNA pathway (Fig.s 4B-I). The 
AGO1 protein domains were those with the lowest K values (espe
cially the PAZ domain; p = 0.007), while the domains of the AGO2 
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(e.g., ArgoL2 and PAZ domains; p = 0.038 and p = 0.041, respec
tively) and DCR2 proteins (e.g., Platform-Connector, RIIIDs and 
dsrm domains) exhibited significantly higher values (p ≤ 0.05). 
Considering that the K values are directly proportional to the 
variability levels in our analyses, we can say that the protein 
domains from the siRNA pathway of lepidopteran species are 
the most permissive to mutations (Fig. 5–12; Figures S2-S4).

Next, we further analysed five protein domains whose func
tions are relevant to the biogenesis of sncRNAs and which pre
sented regions with characteristic variability (high or low 
K values). The following domains were selected: (i) dsrm, which 
interacts with dsRNA molecules and is present in DCR1-2, 
DROSHA, LOQS, PASHA and R2D2 proteins [86,93]; (ii) PAZ 
domain, which actively participates in the selection and correct 
orientation of miRNA/siRNA strands in AGO proteins, which is 
also crucial for the discrimination and length fidelity of substrates 
in DCR proteins [94–96]; (iii) Platform domain, which recognizes 
the 5ʹ phosphate moiety of dsRNA substrates and acts as a scaffold 
for the PAZ domain in DCR and DROSHA proteins [80]; (iv) 
RIIID domain, identified in DCR1-2 and DROSHA proteins, 
which displays exquisite cleavage specificity towards A-form 
dsRNA molecules [97–99]; and (v) Helicase domain, present in 
DCR proteins, which interacts with other RNAi-related proteins 
(e.g., LOQS) in order to modulate the specificity of DCR2 for 
dsRNA substrates of the endo– or exo-siRNA pathways 
[100–103].

3.2.1. Variability within dsrm and dsrm-like domains
We identified the canonical dsrm domain in most proteins and 
found it to be present in either one copy (DCR1-2, DROSHA and 
PASHA) or two copies (LOQS and R2D2) (Fig. 4A; Fig. 5). Due to 
its structural similarity (α-β-β-β-α topology), we classified the 
Dicer Dimer and Staufen C domains as dsrm-like domains, 
although previous studies have shown that they can interact with 
ssRNA and other proteins (such as DCR2) [102,104]. The dsrm 

domain yielded, by far, the highest e-values in our HMM-Pfam 
analysis, which demonstrates some sequence variability among the 
orthologues that have been annotated and deposited in public 
databases. This high variability may be the reason why several 
studies have failed to detect the C-terminal dsrm domain present 
in DCR1 proteins, even though it is highly conserved across insects 
(Fig. 4A). Interestingly, the dsrm domains from different proteins 
of the miRNA machinery (DCR1, DROSHA, and PASHA) 
showed a highly conserved primary structure across all of the 
insect orders we analysed, especially when compared to the pro
teins of the siRNA machinery (Fig.s 4D-I; Fig. 5).

In general, despite exhibiting a conserved structure, we 
found that dsrm domains display a remarkable sequence 
variability in the loop between the strands β1 and β2, 
a region that has been shown to directly interact with the 
dsRNA minor groove (Fig.s 6A-B) [105]. We observed several 
amino acid substitutions at this site (Figures S5-S16), as well 
as several insertions of neutral and positively charged amino 
acids, mainly in species of the Anopheles genus and 
Lepidoptera order (Figures S10 and S13, respectively). The 
plasticity we observed for the β1-β2 loop (Fig. 5E) may 
directly influence the interaction of these domains with 
dsRNA and consequently impact the efficiency/sensitivity of 
RNAi-mediated gene silencing.

The dsrm domains exhibit two different functions: they 
bind dsRNA molecules and/or facilitate protein–protein inter
actions, primarily in association with DCR, mammalian PKR 
or through the formation of dimers [106–108]. According to 
our analysis, dsrm domains that bind to dsRNA (e.g., those 
common to LOQS-PB and LOQS-PD) display contrasting 
variability hotspots compared to dsrm-like domains that are 
predicted to bind to proteins (e.g., Dicer Dimer and Staufen 
C). While we found dsRNA-binding dsrms to accumulate 
most of their mutations in the β1 strand and β2-β3 loop 
(and marginally at the end of α2 helix) (Fig.s 6B and S13), 

Figure 3. Evolutionary rate evaluation of the main RNAi machinery core elements in five different insect orders. The graph shows the distribution of the evolutionary 
rate (K value) in each alignment position for all protein classes analysed. Box plot interpretation: The line in the middle of the box represents the median (mid-point of 
the data). Each part of the box divided by the median line represents 25% of the data distribution. In this way, the box represents 50% of the data. The unfiled small 
square inside the boxes represents the average value. The whiskers (upper and lower) represent scores outside of the 50% represented by the box. The region 
delimited by each whisker until the limit of the box represents respectively 25% (lower whisker) and 95% (upper whisker) of the data. The dashes (-) at the ends 
represent the maximum and minimum values. The ‘exes’ (x) represent outliers. The number of asterisks (*) indicates a statistically significant difference according to 
the non-parametric median test among insect orders (* p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001).

1660 F. B. MONTEIRO ARRAES ET AL.



protein-binding dsrm-like domains accumulate most muta
tions in the β1-β2 and β3-α2 loops (and marginally at the 
beginning of α1 helix) (Fig.s 6B and S16). The dsrm fold is 
highly conserved across animals and plants, and our observa
tions corroborate previous studies, which show that dsrm- 
dsRNA interaction occurs primarily through two interfaces: 

(i) a canonical histidine, present on the β1-β2 loop, which 
inserts the dsRNA minor groove; and (ii) a cluster of basic 
residues at the beginning of α2, which stabilize the dsRNA 
backbone at an adjacent major groove [109,110]. Thus, it 
stands to reason that dsRNA-binding dsrms should not accu
mulate mutations in these regions, which would directly affect 

Figure 4. Protein domains from RNAi core proteins. (A) In-scale diagram of protein domains identified in silico in the classes of analysed proteins. (B-I) Distribution of 
the evolutionary rate (K value) of each identified domain for all protein: (B) AGO1; (C) AGO2; (D) R2D2; (E) DCR1; (F) DCR2; (G) DROSHA; (H) LOQS and (I) PASHA. 
Asterisks (*) show statistical analysis of the data distribution of each domain compared to the complete protein (grey boxes). The number of asterisks (*) indicates 
statistically significant difference according to the non-parametric median test among insect orders (* p ≤ 0.05; ** p ≤ 0.01; *** p ≤ 0.001). Box plot interpretation: The 
line in the middle of the box represents the median (mid-point of the data). Each part of the box divided by the median line represents 25% of the data distribution. In 
this way, the box represents 50% of the data. The unfiled small square inside the boxes represents the average value. The whiskers (upper and lower) represents scores 
outside of the 50% represented by the box. The region delimited by each whisker until the limit of the box represents respectively 25% (lower whisker) and 95% 
(upper whisker) of the data. The dashes (-) at the ends represent the maximum and minimum values. The ‘exes’ (x) represent outliers.
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their capability to bind dsRNA molecules (stabilizing selec
tion). In accordance with this reasoning, Dias et al. [111] have 
shown that concerted amino acid substitutions in the dsrm 
β1-β2 loop and α2 region have been responsible for repeated 
gains and losses of dsRNA affinity during the evolution of 
animal and plant double-stranded RNA-binding proteins 
(dsRBPs), and these regions are therefore considered ‘hot
spots’ for ‘tinkering’ with dsrm-dsRNA interactions. 
Furthermore, the authors show that changes in dsrm-RNA 
affinity occurred often and could produce significant shifts in 
Kd through specific structural mechanisms: either by estab
lishing/interfering with the critical histidine-RNA contact or 
by altering dsrm-dsRNA polar contacts within the β1-β2 loop 
and α2 region. Thus, if dsRNA-binding dsrms are to avoid 
these drastic shifts in affinity, as can be concluded from the 
low evolutionary rates we observed in these regions, it is likely 
that the stabilizing selection acting on the β1-β2 loop and α2 
region is maintained through disruptive (purifying) selection. 
Conversely, protein-binding dsrms do not require the main
tenance of dsRNA-binding residues (e.g., histidine) in these 
hotspots and, accordingly, are able to accumulate many of the 
‘tinkering’ mutations reported by Dias et al. [111] without 
apparent fitness cost. It would seem that these amino acid 
substitutions are responsible for the domain’s distinctive loss 
of dsRNA-binding affinity relative to that of canonical dou
ble-stranded RNA-binding domains (dsRBDs). This observa
tion raises the question of whether the same reasoning could 
be applied to putative protein-binding regions of dsrms; i.e., 
will dsRNA-binding dsrms accumulate more mutations in 

protein-binding regions, as opposed to protein-binding 
dsrms are under purifying selection in the same regions? 
Hence, the contrasting pattern of evolutionary rates that we 
observed in the sequences of dsRNA– and protein-binding 
dsrms may provide us with a map for the identification of 
protein-binding interfaces in dsrms. Dias et al. [111] pointed 
out that although dsrms have been shown to directly mediate 
interactions with DCRs in animals and plants [108,112], the 
extent to which dsrm-dsRNA and dsrm-protein binding may 
involve evolutionary trade-offs in specialization is not clear. It 
appears from our results that the ‘trade-offs’ are significant 
despite different regions being involved with each type of 
interaction. The three-dimensional structure of dsrms shows 
that these regions are on opposite sides of the domain’s long 
axis, which led us to propose a model wherein dsrm domains 
display two interaction-prone surfaces: one specialized in 
dsRNA recognition and another capable of binding proteins. 
The putative protein-binding surface (Fig. 6A) is composed by 
the β1 strand, β2-β3 loop (including half of each β-strand) 
and the C-terminus of α2 helix (e.g., DCR2’s Dicer Dimer and 
LOQS’ Staufen C domains; Figures S7 and S16, respectively); 
in some cases, the participation of β1 in protein binding 
appears to be relegated in preference to the α1-β1 loop (e.g., 
DCR1’s Dicer Dimer domain) (Figure S6). Nevertheless, we 
found that the β2-β3 loop contains a conserved (L/M)P(X)2–3 
(S/C) motif in the Dicer Dimer and Staufen C domains of 
DCR1-2 and LOQS-PB, respectively (see alignment positions 
39, 40 and 44 in Fig. 6B). Considering these observations, we 
hypothesized that other dsrm domains might also share 

Figure 5. Structural and phylogenetic analysis of dsrm domains. (A) Maximum likelihood analysis including all domains with similar structure to dsrm present in the 
proteins DCR1, DCR2, DROSHA, LOQS, PASHA and R2D2 from species belonging to the five insect orders (Coleoptera, Diptera, Hemiptera, Hymenoptera and 
Lepidoptera). Dicer Dimer and Staufen C domains were inserted on this analysis due to have high structural similarity with dsrm. Each triangle represents an insect 
order, according to the colour legend presented, and it is proportional to the number of branches present. The outgroup (hidden) used was the dsrm domain from 
human DROSHA (PDB ID: 5B16) and the bootstrap values are represented by dark blue circles (minimum 70). (B) Structural model of dsrm domain from human 
DROSHA (PDB ID: 5B16, B), interacting with RNA molecule, and (C) the same domain from human DROSHA superimposed with a Dicer Dimer from Arabidopsis 
thaliana DCL protein (PDB ID: 2KOU), highlighting the differences and similarities between these two domains. (D and E) Superposition of the models from LOQS 
dsrm-II and DCR2 Dicer Dimer domains, representing dsrm domains that hypothetically can interact preferentially with dsRNAs and proteins, respectively. In (D), the 
species that represented each insect order were: Coleoptera: T. castaneum (TC011666); Diptera: D. melanogaster (FBpp0080075); Hemiptera: B. tabaci (Bta01704); 
Hymenoptera: A. melífera (GB47214); and Lepidoptera: M. sexta (Msex2.00134). In (E), the species that represented each insect order were: Coleoptera: 
T. castaneum (TC001108); Diptera: D. melanogaster (FBpp0086061); Hemiptera: B. tabaci (Bta10685); Hymenoptera: A. melífera (GB48923); and Lepidoptera: 
M. sexta (Msex2.04462). In both (D) and (E) were highlighted the main variability spots.

1662 F. B. MONTEIRO ARRAES ET AL.



a similar pattern of accumulated mutations depending on 
whether they bind protein or dsRNA molecules. 
Accordingly, all other dsrm domains fell under the dsRNA- 
binding pattern, with the exception of the second dsrm sub
unit (dsrm-II) from PASHA. In this case, the prediction was 
slightly ambiguous, as mutations have accumulated in a large 
region that encompasses both the β1 strand and the β1-β2 
loop (Figure S14); however, since most of the insect species 
retain the dsRNA-binding histidine residue in the β1-β2 loop 
and the positively charged residues in the N-terminus of α2 
helix, we believe this dsrm domain may have a higher affinity 
for dsRNA while also interacting with proteins via the β2-β3 
loop and the C-terminus of helix α2. An extensive literature 
review allowed to confirm that our predictions for the Dicer- 
Dimer and Staufen C domains were, in fact, accurate. The 
Staufen C-like domain from human TRBP [a dsRBP that 
partners with human DCR (hsDCR) and is equivalent to 
LOQS-PD in Drosophila; PDB ID: 4WYQ] was shown to 

bind the Helicase Hel2i domain via the β1 strand, β2-β3 
loop and the C-terminus of α2 helix, all regions displaying 
low evolutionary rates and which we predicted to bind pro
teins (Figure S16) [108]. The cryo-EM reconstruction of 
hsDCR (PDB ID: 5ZAK) also enabled us to perform 
a comparative assessment of the Dicer Dimer protein–binding 
interface: it binds the junction between the RIIIDs and the 
Helicase domain mainly by means of its α1-β1 and β2-β3 
loops, confirming our prediction and suggesting it shares at 
functional similarity with its counterpart in Drosophila 
DCR1. However, we found the predicted binding of α2 was 
relegated in preference to the α3 helix (a unique feature of 
Dicer Dimer domains, which have an additional C-terminal 
extension containing two helices) [113]. The Dicer Dimer has 
also been shown to bind single-stranded nucleic acids and to 
promote base-pairing between complementary RNA/DNA 
molecules in vitro [104]. Thus, we also investigated whether 
the α1-β1 and β2-β3 loops from hsDCR could display other 

Figure 6. RNA recognition by dsrm and dsrm-like domains. (A) Canonical dsrm domains bind to one major groove and its two adjacent minor grooves by means of 
the β1-β2 hairpin and the N-terminal regions of helices α1 and α2. (B) The dsrm fold may present high or low affinity for dsRNA, depending on whether the 
conserved histidine and positively charged residues are present in the β1-β2 loop and α2 helix, respectively. Furthermore, protein-binding dsrms and dsRNA-binding 
dsrms display contrasting patterns of sequence conservation (see Figures S8 and S13 for complete alignment). (C) The α1-β1 loop of the Dicer Dimer domain from 
human Dicer (PDB ID: 5ZAK) forms two well-structured grooves which are separated by three proline residues; these proline residues are conserved in insect Dicer 
proteins. (D) Proposed model for the interaction of Dicer Dimer domains and ssRNA molecules. While the function of the two Dicer Dimer grooves are unknown, they 
present a positive electrostatic potential and are distanced such that two adjacent phosphate groups of a ssRNA backbone can be modelled to fit them (RNA 
template was retrieved from PDB ID: 4A36). This model was proposed to account for the Dicer Dimer’s ability to bind single-stranded nucleic acids and promote base- 
pairing between complementary RNA/DNA molecules in vitro [104].
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potential interaction surfaces. Strikingly, we found that the 
α1-β1 loop creates a flat surface on which two well-structured 
grooves are exposed (Fig. 6C). These grooves are maintained 
and separated from each other through three conserved pro
line residues that are aligned in between them (see alignment 
positions 18, 27 and 47 in Figures S6 and S7). Both grooves 
are of sufficient size to accommodate phosphate anions, so we 
experimented modelling a single-stranded RNA (ssRNA) frag
ment onto the Dicer Dimer domain. The distance between the 
centre of both grooves fits the exact distance between two 
adjacent phosphate oxygens of an A-form RNA backbone 
(Fig. 6D). While this finding is very promising, it is still 
unclear whether our model can accurately predict the nature 
of dsrm binding partners (i.e., either protein or nucleic acid) 
or even be extrapolated to dsrm domains outside the miRNA 
and siRNA pathways. Further investigations are needed to 
validate this model and effectively determine the structural 
interface of dsrm-dsrm, dsrm-protein and dsrm-ssRNA 
contacts.

Based on the study of Dias et al. [111], we were also able to 
make predictions about the affinity of dsrm domains partici
pating in the RNAi machinery. If a dsRNA-binding dsrm 
presented both the canonical histidine residue in β1-β2 and 
positively charged residues in α2, we categorized it as ‘high 
affinity’; accordingly, if a dsrm lacked both of these character
istics, we categorized it as ‘low affinity’ (Fig. 6B). We did not 
make assumptions about dsrms lacking just one of the char
acteristics, which boiled down to the two dsrms from R2D2 
(Figures S10 and S15, respectively). Thus, the putative dsrm 
domains that we predicted to bind to dsRNA with high 
affinity were the dsrm II from PASHA (Figure S14) and 
dsrms I and II from LOQS (Figures S8 and S13, respectively), 
while those predicted to bind with low affinity were the dsrm 
I from PASHA (Figure S9) and the C-terminal dsrms from 
DROSHA, DCR1 and DCR2 (Figures S5, S11 and S12, respec
tively). In the case of DROSHA and DCR1, the presence of 
mismatches, small bulges and loops in the pri-miRNA and 
pre-miRNA substrates might explain the lack of high-affinity 
residues in their dsrm domains; more importantly, it has been 
experimentally demonstrated that the C-terminal dsrm 
domain of DROSHA shows low affinity for dsRNA and that 
the insertion of LTLR(T/S)(M/V)(D/E) residues between α1 
and β1 is important for this recognition (Figure S5) [114]. As 
for DCR2 dsrm (Figure S12), the indication that it binds with 
low affinity to dsRNA is somewhat surprising; given its spe
cialized role in antiviral RNAi, we would expect the 
C-terminal dsrm of DCR2 to bind dsRNA with high affinity, 
especially since we could not make affinity predictions on the 
dsrms of its partner protein, R2D2. While it might be the case 
that our prediction is entirely wrong, the lack of alternative 
highly conserved residues (Figure S12) in the three canonical 
RNA-binding regions (N-terminus of α1, β1-β2 loop and 
C-terminus of α2) further supports the low-affinity binding 
of DCR2 dsrm to dsRNA.

3.2.2. Variability within PAZ and PAZ-like domains
The PAZ domains within proteins of the miRNA machinery 
(AGO1 and DCR1) displayed low variability between the 
insect species we analysed (both p values lower than 0.05) 

(Figures 5 and 7; Figures S17-S21); however, we found that 
the PAZ-like domain from DROSHA contains a large inser
tion where the canonical β-hairpin module is predicted to be 
located (alignment positions 46–80; in DCR1-2, the β-hairpin 
is found between β2 and α1, while in AGO1-2 it is found 
between β3 and α3). The β-hairpin region is part of the 3ʹ- 
pocket and interacts directly with the terminal 2-nt 3ʹ- 
overhang via a conserved aromatic residue that establishes 
a π-stacking interaction between DCR proteins and the last 
nitrogenous base [115]; this residue is classically 
a phenylalanine, which shows a preference for binding to 
U or G [116]. We found that phenylalanine can also be 
substituted by a tyrosine or histidine, in the PAZ-like domain 
of DROSHA (alignment position 56 in Figure S21). 
Specifically, the 3ʹ-pocket in DCR1-2 is composed of three 
main regions of the PAZ domain: (i) the loop between β1-β2 
(β2-β3 in AGO1-2), (ii) the β-hairpin region + α1 (α3 in 
AGO1-2), and (iii) the β4 strand (β7 in AGO1-2) (Figures 
S19 and S20) [115]. Remarkably, although we observed these 
regions might display increased evolutionary rates in both 
AGO and DCR proteins, they all retain the canonical residues 
(or similar) responsible for the recognition of the 2-nt 3ʹ- 
overhang (YR-29, FP-53, F60, YY-64, KY-68, and QIL-125; 
see Figure S19, 4NGD sequence). This finding 
corroborates the notion that 3ʹ dsRNA recognition is an 
ancestral characteristic of PAZ domains [84]. The PAZ 
domain may also participate in 5ʹ-phosphate recognition 
together with the Platform domain [115]. However, this char
acteristic is only observed in DCR proteins and is enabled due 
to a DCR-specific insertion between β3 and β4 (equivalent to 
β6 and β7 in the PAZ domain of AGO1-2; Figures S17 and 
S18). This insertion can form a dsRNA-interacting helix that 
is not critical for DCR processing, but has been associated 
with the release and transfer of the cleaved dsRNA molecule 
into AGO proteins (Fig. 8A) [115]. In DCR2, we found that 
the PAZ residues that potentially interact with the 5ʹ- 
phosphate (positions H85, S87, R89, and R96 of 4NGD 
sequence in Figures S19 and S20) display considerable varia
bility when compared to DCR1, as illustrated by their con
trasting evolutionary rates (Figure S20, the region between β3 
and β4). This observation may reflect the fact that siRNA 
biogenesis in insects is mediated by the Helicase domain in 
DCR2, which preferentially recognizes long dsRNAs (≥38 
bps) without the requirement of a specific 5ʹ terminal struc
ture (i.e., it is permissive to blunt or 5ʹ-non- 
monophosphorylated ends); in contrast, miRNA biogenesis 
is mediated by the PAZ domain in DCR1, which evolved to 
specifically recognize the 2 nt 3ʹ-overhang and 5ʹ- 
monophosphorylated ends of short dsRNAs (<38 bps) [117]. 
Thus, while the DCR-specific insertion in the PAZ domain 
may mediate the release/transfer of the product in both DCR1 
and DCR2 [117], the conservation of key residues that we 
observed in DCR1 correlates with its role in the specific 
recognition of 5ʹ-monophosphorylated ends, as exemplified 
by the 5ʹ counting rule’ observed during the pre-miRNA 
cleavage carried out by human and Drosophila DCR1 [118].

Interestingly, in vitro studies have shown that the DCR2 
PAZ domain of Drosophila species has regained the ability to 
specifically recognize the 5ʹ-phosphate [96,119]. We observed 
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that this Drosophila domain bears mutations at sites adjacent 
to those typically participating in the 5ʹ-phosphate recognition 
carried out by the DCR1 PAZ domain. We believe that these 
mutations might explain how 5ʹ-phosphate recognition takes 
place in vitro in Drosophila DCR2. The aforementioned sites 
bearing these mutations can be seen in the sequence alignment 
of the DCR2 PAZ domain at position 84, which is conserved in 
all arthropods and adjacent to H85 of the 4NGD sequence, and 
position 97, which is conserved only in Drosophila and it is 
adjacent to R96 (Figure S20). Mutating both of these residues 
to alanine in DCR2 have been shown to block the in vitro 
cleavage of small dsRNAs (30-bp) bearing a 5ʹ- 
monophophorilated end [117]; in vivo, however, this activity is 
inhibited by R2D2 and by physiological concentrations (25 mM) 
of inorganic phosphate [101]. Nevertheless, DCR2 from 
Drosophila species appear to be an exception rather than a rule 
with regard to 5ʹ-phosphate recognition; first, only drosopholids 
display an arginine at position 97 (Figure S20); second, the 
ability to cleave small pre-miRNAs in vitro necessarily requires 
a phosphate at the 5ʹ end, which differs from the activity of 
Drosophila DCR1 that can cleave both 5ʹ-monophosphate and 
5ʹ-hydroxyl pre-miRNA substrates (containing 2 nt 3ʹ- 
overhangs) [117]. We speculate that the mandatory requirement 
for 5ʹ-monophosphate is likely the result of another Drosophila- 
specific mutation, (E/D)85 (Figure S20), which we argue is 
needed to repel the negatively charged phosphate group and 
redirect it towards the slightly relocated phosphate pocket 
formed by R97 in Drosophila DCR2 (Fig. 8A); in human and 
insect DCR1, the role of redirecting the 5ʹ end towards the 
phosphate pocket is performed by a tryptophan or arginine 
residue present in the DCR-specific insertion within the PAZ 
domain (see position 116 in Figure S19), which stacks with one 
of the terminal nitrogenous bases via their indole or guanidino 
group and causes a bifurcation of the RNA double helix (Fig. 8A) 
[115]. We found that insect DCR2 lacks either of these residues 
(position 117, Figure S20). Furthermore, DCR1 requires 
a flexible (thermodynamically unstable) 5ʹ terminus to efficiently 
bifurcate the dsRNA and recognize its 5ʹ end [115,118]. 
Accordingly, the repulsion of 5ʹ-monophosphate by E or D at 
position 85 could simulate a thermodynamically unstable termi
nus and allow the substrate to be accommodated in the 5ʹ pocket 
(Fig. 8A). Hence, novel structural mechanisms that nevertheless 
resemble the canonical 5ʹ-phosphate-binding pocket of DCR1 
may allow other arthropods to regain the ability of DCR2 to 
recognize 5ʹ-phosphate specifically.

A general trend revealed by our analyses of evolutionary 
rates in PAZ domains is that its N-terminal region is highly 
variable independently of the protein, including DROSHA 
(Figures S17-S21); the N-terminal region ends at the first 
structural element (310-helix) in DCR proteins (equivalent to 
α1 in AGO1-2). Curiously, this region maps to a solvent- 
exposed flat surface composed by two other evolutionary- 
prone sequence segments (Fig. 8B): the region between β2 
and the β-hairpin (β3-β4 loop in AGO1-2) and the loop 
between α1 and β3 (α3-β6 loop in AGO1-2) (Figures S17- 
S21). Therefore, mutations appear to have accumulated within 
the same surface patch, indicating that this might be 
a variability hotspot for positive selection. Moreover, the 
PAZ-like domain from DROSHA harbours almost all of its 

variability in this surface region, although the putative α1-β3 
loop is conserved (thereby creating a central conserved patch 
within the surface; see positions 90–98 in Figure S21). While 
the function of this surface is unclear, we observed it forms 
a distinctive groove at its opposite face, which suggests that 
PAZ-like domain can bind to specific moieties; this groove is 
also adjacent to the 3ʹ-overhang binding site of the PAZ 
domain (Fig. 8B). In accordance with our hypothesis, it has 
been shown that Dicer-like (DCL) proteins from plants har
bour a lineage-specific insertion in the N-terminal region, 
which was responsible for an evolutionary increase in the 
affinity of the PAZ domain for RNA molecules [119]; in 
DCL1, this insertion is longer and contains several positively 
charged residues. Because of these observations, it has been 
proposed that plant DCLs may bind RNA in a different 
orientation than animal DCRs [119]. This hypothesis is cor
roborated by the fact that DCL1 performs both pri-miRNA 
and pre-miRNA processing in plants, functions that are car
ried out separately in animals by DROSHA and DCR1, 
respectively [120]. Curiously, we observed that lepidopteran 
species differ from all other insect orders by displaying 
a positively charged insertion at the N-terminal region of 
their DCR1 PAZ domain, similar to the one found in plants 
(Figure S19). This raises the question of whether lepidopteran 
DCR1 may also bind to dsRNA in a different orientation, 
which might explain the different sensitivities to gene silen
cing mechanisms exhibited by this order of insects [121]. 
Alternatively, we hypothesize that the high evolutionary 
rates at the flat surface opposing the groove might allow the 
continuous selection of new potential species-specific partner 
proteins that reduce the free energy of the microprocessor 
complex (Fig. 8B).

3.2.3. Variability within Platform domain
The Platform domain in insect DCR1 is important for the 
production of 22-nucleotide RNAs from double-stranded 
RNA precursors (miRNAs) by establishing the distance of 
the cleavage site from the 5ʹ end. In hsDCR, the interaction 
with the 5ʹ end of RNA molecules is mediated by a phosphate- 
binding pocket present in the region known as the Platform- 
PAZ-Connector cassette. Mutations in this pocket prevent 
correct miRNA biogenesis [118]. In accordance with our 
previous observation that the PAZ domain from DCR2 does 
not retain the canonical 5ʹ-phosphate-binding residues, we 
also confirmed that the insect DCR2 Platform domain has 
a modified phosphate-binding pocket displaying sequence 
variability (Fig. 7; Figures S22-S24; compare positions R21, 
R23, and R54 from the 5ZAK sequence in Figure S23). This 
further corroborates that the initial recognition of 5ʹ end in 
dsRNA substrates is not performed by the Platform and PAZ 
domains in DCR2. Accordingly, DCR2 initially recognizes the 
dsRNA substrate via its Helicase domain, which threads the 
polynucleotide double-helix until it ‘hits’ the PAZ and 
Platform domains at the opposite extremity of the micropro
cessor, thereby allowing the catalytic RIIIDs to proceed with 
processive cleavages in the transiently stabilized substrate 
[122]. It should be noted that this model also predicts the 
possibility that the RIIID intradimer may cleave the substrate 
before it reaches the PAZ domain (generating fragments <20 
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nt), which has indeed been demonstrated for DCR2 in 
D. melanogaster [103]. As for DROSHA, we found its 5ʹ- 
pocket has been slightly relocated (~ 8.7 Å) in the template 
structure PDB ID: 5B16). While it bears in common with 
DCR1’s phosphate-binding pocket the arginine residue 
between strands β4 and β5 (R62; in Figure S24, 5B16 
sequence), the two arginine residues from loop β1-β2 have 
been relegated in preference of H15 and R26 from the 
DROSHA-specific insertion within the α2-α3 loop of the 
first RIIID subunit (Fig.s 8C and S27) [80]. The latter arginine 
residue is located in the so-called ‘Bump helix’ and is con
served in all insect species investigated, while the histidine has 
been substituted by either an arginine or lysine residue 
(Figure S27). Additionally, a conserved asparagine and 
a phenylalanine are also found in the putative 5ʹ-phosphate 
pocket (Fig. 8C; NF-18 in Figure S27, 5B16 sequence). Until 
now, the recognition of the 5ʹ-phosphate by DCR1 proteins 
has been regarded as a lineage-specific acquisition by metazo
ans (animals), largely due to the belief that DCR from Giardia 
lamblia (which is basal to metazoan DCRs) lacks much of the 
Platform and Connector domains and appears to only bind 
the 3ʹ end of its RNA target [119,123]. Contrary to this 
notion, we found that G. lamblia DCR (glDCR) displays 

most of the structural elements present in animal DCRs. 
Therefore, we hypothesized that the 5ʹ-phosphate pocket had 
not been identified previously because it could also be slightly 
relocated, resembling the one we found in DROSHA proteins. 
To investigate this issue, we have extracted the Platform 
domain from human DROSHA and superposed it onto the 
Platform domain of the full-length glDCR structure (PDB ID: 
2QVW). Strikingly, we found a protuberant cavity in glDCR 
at approximately 7.1 Å from where we found the putative 5ʹ- 
phosphate pocket in DROSHA (and at ~ 15.1 Å from the 
canonical DCR1 pocket; Fig. 8D). Furthermore, we found this 
cavity to be extremely well structured: two glutamate residues 
(E94 and E267 in glDCR) maintain four positively charged 
residues coordinated around a central negatively charged 
nucleus (Fig. 8D; R39, K270, R312 and R318). An additional 
histidine (H92 in glDCR) can potentially participate in the 
pocket insofar as E94 is repelled by an incoming phosphate. 
Interestingly, R39 is located between β4 and β5 strands of the 
Platform domain in glDCR, just like the conserved arginine 
residues within the 5ʹ-phosphate pocket of human and insect 
DCR1 and DROSHA. Thus, our analyses suggest that this 
region’s role in binding phosphate is likely more ancestral 
than previously reported [119]. Noteworthy, we also found 

Figure 7. Structural and phylogenetic analysis of PAZ and Platform domains. (A and B) Maximum likelihood analysis of the PAZ domain presents in the proteins 
AGO1, AGO2, DCR1, DCR2 and DROSHA (PAZ-like) (A) and Platform (B) domain presents in the proteins DCR1, DCR2 and DROSHA, both from species belonging to the 
five insect orders (Coleoptera, Diptera, Hemiptera, Hymenoptera and Lepidoptera). Each triangle represents an insect order, according to the colour legend presented, 
and it is proportional to the number of branches present. The outgroup (hidden) used to the PAZ domain tree was human DCR1 (PDB ID: 4NGD) and the Platform tree 
was human DROSHA (PDB ID: 5B16). The bootstrap values are represented by dark blue circles (minimum 70). (B-F) Superposition of the models from AGO and DCR 
PAZ domains, highlighting the main variability spots. No model was found for modelling the PAZ-like domain from DROSHA proteins. In (B), the species that 
represented each insect order were: Coleoptera: T. castaneum (TC005857); Diptera: D. melanogaster (FBpp0294043); Hemiptera: B. tabaci (Bta01840); Hymenoptera: 
A. melífera (GB48208); and Lepidoptera: M. sexta (Msex2.06997). In (C), the species that represented each insect order were: Coleoptera: T. castaneum (TC011525); 
Diptera: D. melanogaster (FBpp0075312); Hemiptera: B. tabaci (Bta00938); Hymenoptera: A. melífera (GB50955); and Lepidoptera: M. sexta (Msex2.05578). In (D), 
the species that represented each insect order were: Coleoptera: T. castaneum (TC001750); Diptera: D. melanogaster (FBpp0083717); Hemiptera: B. tabaci 
(Bta12886); Hymenoptera: A. melífera (GB44595); and Lepidoptera: M. sexta (Msex2.10734). In (E), the species that represented each insect order were: 
Coleoptera: T. castaneum (TC001108); Diptera: D. melanogaster (FBpp0086061); Hemiptera: B. tabaci (Bta10685); Hymenoptera: A. melífera (GB48923); and 
Lepidoptera: M. sexta (Msex2.04462). (F) Illustrative representation of Platform-PAZ-Connector domains from human DCR 5ZAK PDB model.
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Figure 8. Variabilities within the PAZ and Platform domains. (A) Model for 5ʹ-phosphate recognition in the DCR2 PAZ domain of D. melanogaster. Three residues were 
mutated in the template structure (PDB ID: 4NH6) to simulate the Drosophila PAZ domain’s ability to recognize 5ʹ-phosphate in vitro in DCR2. Drosophila species lack 
W1013 in DCR2; we speculate that substituting H982 for either Asp or Glu will repel the phosphate towards a putative phosphate-binding pocket formed by the 
Arthropod-specific and Drosophila-specific mutations D981R and H994R, respectively. We labelled with asterisk (*) the mutations according to their positions in the 
DCR2 PAZ domain alignment, shown in Figure S20. W1013 was only identified in DCR1 proteins and can be found at position 116 of Figure S19. (B) Our analyses of 
K values revealed that PAZ domains typically accumulate mutations in three segments that form a solvent-exposed flat surface on the three-dimensional structure of 
AGO, DCR and DROSHA proteins. A distinctive groove at the opposite face of this surface was observed, adjacent to the canonical 3ʹ-overhang binding site of PAZ 
domains. Plants and lepidopterans display a distinctive positively-charged insertion in the N-terminal segment, suggesting their PAZ domains may bind RNA in 
a different orientation. (C) Comparison between the canonical phosphate-binding pocket of human DCR (blue ellipsis; PDB ID: 4NH6) and the putative phosphate- 
binding pocket we found in human DROSHA (green ellipsis; PDB ID: 5B16); this feature is also present in insects. Except for H982 (PAZ domain), all residues displayed 
in white colour refer to the Platform domain of human DCR. The insect equivalents to R778, R780 and R811 can be found at positions 21, 23 and 54 in Figure S23, 
while the equivalent to H982 can be found at position 85 in Figure S20. Except for R622 (Platform domain), all residues displayed in green colour refer to the 
DROSHA-specific insertion within the α2-α3 loop of the first Ribonuclease-III (RIIID) subunit of human DROSHA. The insect equivalents to R903, N905, F906 and R914 
can be found at positions 15, 17, 18 and 26 in Figure S27, while the equivalent to R622 can be found at position 62 in Figure S24. The yellow ellipsis depicts the 
estimated location of Giardia lamblia’s putative phosphate-binding pocket. (D) Comparison between the canonical phosphate-binding pocket of human DCR (blue 
ellipsis; PDB ID: 4NH6) and the putative phosphate-binding pocket we found in G. lamblia DCR (glDCR; yellow ellipsis; PDB ID: 2QVW). The cavity forming the putative 
binding pocket is extremely well structured: two glutamate residues (E94 and E267 in glDCR) maintain four positively-charged residues coordinated around a central 
negatively-charged nucleus (R39, K270, R312 and R318). An additional histidine (H92 in glDCR) can potentially participate in the pocket insofar as E94 is repelled by 
an incoming phosphate. Except for R312 and R318 (RIIID-I subunit), all residues displayed in yellow colour refer to the Platform domain of glDCR. The green ellipsis 
depicts the estimated location of human DROSHA’s putative phosphate-binding pocket. Information regarding white-coloured residues is described in C. (E) 
Depiction of important features we identified in DROSHA proteins. The hydrophobic residues that comprise most of the hydrophobic groove are clustered into 
a single segment (residues 645–681), which is also conserved in insect DCR1 and DCR2 proteins (positions 81–112 in Figures S22 and S23); however, lepidopteran 
DCR1 and plant Dicer-like (DCL) proteins differ by displaying distinctive positively-charged residues in this region. Similar to what we observed for the PAZ domain, 
several mutation-prone segments of the Platform domain sequence are common to the DCR1, DCR2 and DROSHA proteins. Furthermore, we observed that these 
common mutation-prone segments cluster on the three-dimensional structure of the Platform domain to form a contiguous surface. The nature of this mutation- 
prone surface is unclear.
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unique similarities between the putative glDCR and metazoan 
DROSHA 5ʹ-phosphate-binding pockets, such as the partici
pation of residues from the α2-α3 loop of the first RIIID 
subunit (R312 and R318); the RIIID loop in glDCR is inter
mediate in length to the DROSHA-specific insertion and the 
short loop found in metazoan RIIIDs. This implies that either 
DROSHA is evolutionarily closer to the ancestral eukaryote 
DCR than both DCR1 and DCR2 or that DROSHA acquired 
this characteristic independently and represents a potential 
case of molecular-evolutionary convergence. It should be 
noted that we also looked for an alternative 5ʹ-phosphate- 
binding pocket in the Platform domain of DCR2 proteins by 
plotting conserved residues onto the structure of 
D. melanogaster DCR2 (PDB ID: 6BUA) and analysing its 
surface. However, we did not find any alternative cluster of 
positively charged residues and our investigation indicates 
that insect DCR2 has a degenerate 5ʹ-phosphate-binding 
pocket arranged in similar position to the one found in 
DCR1 proteins (Figures S22 and S23). In agreement with 
our observation, it has been shown that mutating DCR2 by 
reintroducing residues present in the 5ʹ pocket of DCR1 
Platform domain (e.g., R21, R23, and R54 of 5ZAK sequence; 

Figure S23) can rescue high-affinity binding of DCR2 to 5ʹ- 
phosphate [119].

A general trend we identified in the Platform domains 
from DCR and DROSHA is the presence of four common 
variability hotspots, which form an extensive surface adjacent 
to a pronounced hydrophobic groove (Fig. 8E). Considering 
the structure of DROSHA, the regions that comprise this 
surface are the following: the N-terminal tail (first 12 residues 
of the domain), the β3-β4 loop (equivalent to β2-β3 loop in 
DCR1-2), the N-terminal half of α1 helix, and the loop pre
ceding β6 (loop pre-β6) (Figure S22-S24). The loop pre-β6 is 
very flexible and it is located nearest to the hydrophobic 
groove, which is formed by residues LE-86, S89, F93, W102, 
L104, P117, FHF-121, and L863 (see 5B16 sequence in Figure 
S24; L863 is not depicted in the alignment and it is part of the 
Connector helix in the same PDB 5B16). The nature of this 
hydrophobic groove is unclear, but it is positioned symme
trically opposite to the 5ʹ-phosphate pocket in the long axis of 
the Connector helix, resembling a mirror image (Fig. 8E). All 
of the residues forming the hydrophobic groove, except for 
L863, are concentrated on the segment straddling the 
C-terminal half of α1 to the N-terminal half of β6 (Fig.s 8E 

Figure 9. Structural and phylogenetic analysis of Ribonuclease III domain. (A) Maximum likelihood analysis of the two subunits (I and II) of Ribonuclease III domain 
(RIIID) present in the proteins DCR1, DCR2 and DROSHA from species belonging to the five insect orders (Coleoptera, Diptera, Hemiptera, Hymenoptera and 
Lepidoptera). The first subunit found in the DROSHA protein differs from the others, being then called RIIID-like. Each triangle represents an insect order, according to 
the colour legend presented, and it is proportional to the number of branches present. The outgroup (hidden) used was the RIIID domain from human DCR1 (PDB ID: 
5ZAK) and the bootstrap values are represented by dark blue circles (minimum 70). (B-D) Superposition of the RIIID and RIIID-like domains from DCRs (B and C) and 
DROSHA (D) proteins, highlighting the main variability spots (α5-α6 loop in both RIIID-I and RIIID-II from DCR1-2, and RIIID-II from DROSHA, as well as α2-α3 loop in 
RIIID-like from DROSHA; see also Figures S25-S30). In (B), the species that represented each insect order were: Coleoptera: T. castaneum (TC001750); Diptera: 
D. melanogaster (FBpp0083717); Hemiptera: B. tabaci (Bta12886); Hymenoptera: A. melífera (GB44595); and Lepidoptera: M. sexta (Msex2.10734). In (C), the species 
that represented each insect order were: Coleoptera: T. castaneum (TC001108); Diptera: D. melanogaster (FBpp0086061); Hemiptera: B. tabaci (Bta10685); 
Hymenoptera: A. melífera (GB48923); and Lepidoptera: M. sexta (Msex2.04462). In (D), the species that represented each insect order were: Coleoptera: 
T. castaneum (TC016208); Diptera: D. melanogaster (FBpp0087926); Hemiptera: B. tabaci (Bta10972); Hymenoptera: A. melífera (GB49096); and Lepidoptera: 
M. sexta (Msex2.00504).
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and S24). The hydrophobic residues in this segment are also 
conserved in insect DCR1-2 proteins (positions 81–112 in 
Figures S22 and S23). Intriguingly, this region contains 
a unique insertion in plant DCL proteins and has been speci
fically pinpointed, alongside an insertion in the PAZ domain, 
as primarily responsible for increasing the affinity of the 
Platform domain for RNA molecules in DCLs. In particular, 
the plant-specific insertion in the Platform domain is rich in 
positively charged residues and has been proposed to bind to 
the 5ʹ-phosphate [119]. Thus, the hydrophobic groove that we 
found in animal DROSHA and DCR proteins may turn out to 

be completely remodelled with positive charges in plant DCL 
proteins. Additionally, the remodelled groove is positioned on 
the same face as the plant-specific insertion in the PAZ 
domain, which also forms a distinctive groove. We previously 
mentioned that lepidopteran species also harbour a positively 
charged insertion in the DCR1 PAZ domain, similar to the 
insertion found in plant DCL1. While the same is not true 
regarding the presence of a Platform insertion in the α1-β5 
segment (which forms the hydrophobic groove), we found 
that the DCR1 Platform domain from lepidopteran species 
also displays distinctive positively charged residues in this 

Figure 10. Variabilities within the Ribonuclease-III domain (RIIID). (A) Depiction of all the different features we found in insect RIIIDs; this was achieved by 
superposing the second RIIID subunit (in blue) of human DCR (PDB ID: 5ZAK) onto the first RIIID subunit (in green) of human DROSHA (PDB ID: 5B16). The Platform 
domain of human DROSHA was kept in the image (green transparency) to show how the Connector helix acts as surrogate for helix α1 in the first RIIID subunit of 
DCR and DROSHA proteins. The Bump helix is a unique feature of DROSHA proteins, which display a long insertion in the α2-α3 loop. The Loop helix is typically found 
in the α5-α6 loops of RIIIDs belonging to DCR proteins. The mutation-prone surface was identified in insects and is composed by the C-terminal regions of helices α3, 
α5 and α7. In human DROSHA, this region has been shown to bind the C-terminal tail of PASHA at two different positions, depending on which of the two RIIID 
subunits the binding event occurs. (B) Overview of RIIID features in the context of DCR proteins. The Loop helix from RIIID-II interacts with the Hel1 and Dicer Dimer 
domains. The N-terminal region flanking the Loop helix makes extensive contact with the α2-α3 loop of RIIID-II, while the flanking C-terminal region can potentially 
interact with the Hel2 subdomain when DCR is in the ATP-bound conformation, or with dsRNA being threaded through the Helicase domain. The α1 helix of RIIID-II is 
prone to accumulate mutations and located opposite to the catalytic sites; this region forms a solvent-exposed surface in-between the Hel1 domain and the rest of 
RIIID-II. In RIIID-I, a mutation-prone, solvent-exposed surface is formed by the C-terminal region of α2 and the unresolved region between α5 and the ‘Loop helix’. Just 
for illustrative purposes, a dsRNA molecule was modelled onto the structure of human DCR using the dsRNA from PDB 6BU9 as template.
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region, which largely contrasts with what we observed in 
species from all other insect orders (Figure S22). Altogether, 
it is tempting to speculate that DCR1 from lepidopterans is 
capable of binding RNA substrates in a similar fashion as 
plant DCL1, which may involve recognizing nucleic acids in 
a different orientation than that found in other animal DCR1 
proteins. The implications of this idiosyncrasy, however, are 
unclear, especially since DCR1 from lepidopterans also retains 
the conserved residues that form the canonical 5ʹ-phosphate 
and 3ʹ-overhang pockets in the Platform and PAZ domains, 
respectively. Since plant DCL1 can process both pri-miRNA 
and pre-miRNA substrates [120], it is perhaps the case that 
Lepidoptera DCR1s can also bind to two different substrates. 
This matter requires further investigation.

3.2.4. Variability within RIIID and RIIID-like domains
Two copies of the RIIID domain (RIIID-I and RIIID-II) have been 
identified in DCR1-2 and DROSHA proteins, wherein each one 
acts as a different subunit capable of cleaving one of the dsRNA 
strands (Figs. 4 and 9; Figures S25-S30). Analyses of crystallo
graphic structures have revealed that the canonical topology is 
composed of seven α-helices (Figures S25-S30). In DCR1-2 and 
DROSHA, the second RIIID subunit displays the canonical 7-helix 
structure, while the first subunit lacks the α1 helix, which is instead 
surrogated by the C-terminal end of the Connector helix (Fig. 
10A). Apart from this peculiarity, all other secondary structural 
elements of RIIIDs from DCR1-2 and DROSHA superimpose well 
to each other and maintain a well-defined hydrophobic core 
(RMSD = 0.58 Å; Fig. 10A). Conversely, the loops between helices 
α2-α3 and α5-α6 show remarkable variation in size and sequence 
identity (Figures S25-S30); for example, DROSHA displays 
a distinct RIIID-I subunit (known as the RIIID-like domain), 
which bears a large insertion between the α2 and α3 helices (Fig. 
9D; Figure S27). Both loops are located less than six residues from 
the first catalytic residues of helices α3 (positions E514 and D55 in 
Figure S29) and α6 (positions D156 and E159 in Figure S29). Thus, 
it appears that these regions may play pivotal roles in the catalytic 
mechanism of proteins harbouring RIIID domains. In Homo 
sapiens DCR (hsDCR), the α5-α6 loop from RIIID-I has been 
identified as a minimal binding site for the interaction with 
human AGO proteins, i.e., the polypeptide comprising only 
α5-α6 loop from hsDCR was able to interact with all members of 
human Argonaute proteins [124]. Furthermore, the α5-α6 loop 
sequence was shown to be highly conserved among vertebrate 
DCR proteins but appears to have significantly changed during 
the evolution of their non-vertebrate orthologues [124]. In agree
ment with these findings, we observed that the insect loops are 
shorter than those from vertebrates and display low sequence 
identity between different orders. One explanation for the evolu
tionary divergence of the α5-α6 loop in insects is the existence of 
DCR proteins which interact with different AGO proteins, some
thing that is not observed in vertebrates [125]. It has also been 
suggested that the α5-α6 loop of RIIID-I helps to align or direct the 
dsRNA substrates into the enzyme’s active sites, reason for which 
it was named the ‘Positioning loop’ in Giardia DCR [126]. 
Nonetheless, the function of α5-α6 loop remains to be assessed 
in insects, and further investigation is needed to confirm whether 
it mirrors the roles described for human or Giardia DCRs 
[124,126]. A general trend we observed concerning this loop 

region is that the RIIID-II subunit exhibits shorter loops (45–52 
residues) than the RIIID-I subunit (70–118 residues), which 
accounts for the majority of the second subunit’s reduced length. 
The only exceptions to this are DCR2 from dipterans, 
suborder Brachycera (e.g., Drosophila species), wherein the RIIID- 
II subunits have α5-α6 loops as large as those from RIIID-I (on 
average 80 and 97 residues, respectively), and DCR1 from lepi
dopterans, in which the RIIID-I subunits have α5-α6 loops as small 
as those from RIIID-II (on average 54 and 47 residues, respec
tively). A second general trend we observed is the strictly con
served amino acid composition of α5-α6 loops in RIIID-II from all 
DCR1 proteins, wherein 25–28% of the residues are negatively 
charged (particularly Asp). Interestingly, this conservation occurs 
even in dipterans of suborder Nematocera (e.g., Aedes and 
Anopheles genera) and ticks (Ixodidae family; Arthropoda out
group), in which the α5-α6 loops are larger (61–65 residues) than 
the average length of those observed for RIIID-II subunits (~50 
residues). In human DCR, we found that the α5-α6 Loop helix 
from RIIID-II (position 100–150 in Figures S27 and S28; 5ZAK 
sequence) interacts with the DEAD/ResIII (Hel1) and Dicer 
Dimer domains (Fig. 10B). Furthermore, we identified that the 
N-terminal region flanking the Loop helix makes extensive contact 
with the α2-α3 loop of RIIID-II and that the flanking C-terminal 
region can potentially interact with the Helicase C subdomain 
when DCR is in the ATP-bound conformation, or with dsRNA 
being threaded through the Helicase domain (Fig. 10B). The 
details how these interactions may influence the DCR mechanism 
deserves more attention than we can give here, but it is important 
to point out that regions enriched in negatively charged residues 
play special biological roles: they may regulate gene expression 
[127–129], mimic the phosphate backbone of nucleic acids 
[130,131], and bind metal ions [132] or specific domains [133]. 
While most D/E-rich repeats are predicted to be unstructured, as 
was observed for both α5-α6 loops in the RIIIDs of human DCR 
(PDB ID: 5ZAK), peptides composed solely of either Asp or Glu 
residues have been shown to adopt the structure of a polyproline- 
II helix; this suggests that a local structure can be attributed to 
unfolded or disordered D/E-rich regions. Polyproline-II helices, 
like β strands, exhibit an extended conformation that facilitates 
binding to partner molecules [134]. Although the presence of 
proline residues are not necessary for the formation of polypro
line-II helices, they are the most preferred residues within the 
composition of this secondary structure; in their absence, glycine, 
polar and charged residues are preferred [134–136]. We observed 
that, in addition to displaying larger-than-average D/E-rich loops, 
DCR1 RIIID-II subunits from Nematocera dipterans also present 
the highest Gly content among all α5-α6 loops, further suggesting 
that this region can adopt the structure of a polyproline-II helix.

We investigated the regions displaying higher variability by 
mapping the sequences and evolutionary coefficients of insect 
RIIIDs to their homologous domains within the structure of 
human DCR and DROSHA proteins (PDB IDs: 5ZAK and 
5B16; Figures S25-S30). As in our previous analyses of other 
domains, we found that regions accumulating more mutations 
are generally clustered on the three-dimensional structure and 
form contiguous solvent-exposed surfaces. For example, the 
C-terminal regions of α3, α5 and α7 form a contiguous solvent- 
exposed surface in both RIIID subunits of DCR1 and DCR2 (Fig. 
10A). In DROSHA, this surface has been shown to interact with 
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the C-terminal tail of PASHA (Fig. 10A) [80]. Furthermore, the 
Loop helix and subsequent unresolved region extending towards 
α6 (Figures S25-S30) are also adjacent to this solvent-exposed 
surface (Fig. 10A). In RIIID-I of DCR2, an additional mutation- 
prone, solvent-exposed surface is formed by the C-terminal region 
of α2 and the unresolved region between α5 and the Loop helix 
(Fig.s 10B and S26). Interestingly, the same two regions are also 
prone to mutations in RIIID-II of DCR1and DCR2, but they do 
not form solvent-exposed surfaces; rather, they co-participate in 
intradomain interactions with the Helicase and Dicer Dimer 
domains (Figures S28 and S29). Finally, we found that the α1 
helix of RIIID-II is prone to accumulate mutations; this region 
forms a solvent-exposed surface in-between the RIIID-II and 
DEAD/ResIII (Hel1) domains, located opposite to the catalytic 
cleft (Fig. 10B). While this surface has no known or apparent 
function, the α1 helix appears to be important for maintaining 
the DEAD/ResIII domain in a relatively fixed position relative to 
the catalytic domains (Fig. 10B).

3.2.5. Variability within the Helicase domain
Dicers can be classified as RIG-I-like proteins due to their 
harbouring an RNA Helicase domain at the N-terminus; in 
particular, RIG-I-like proteins differ from other RNA helicases 
because they exhibit a large insertion between the two canonical 
Helicase subdomains, DEAD/ResIII and Helicase C (aka RecA- 
like domains) [137]. According to Sinha and co-workers [103], 
the structure of the Helicase domain from D. melanogaster 
DCR2 (dmDCR2) is composed by four functional subdomains: 

DEAD/ResIII (aka Hel1), Hel2i (the large insertion found in 
RIG-I-like proteins), Helicase C (aka Hel2) and Pincer (Fig. 11; 
Figures S31-S32) [103]. With respect to the cryo-EM structure of 
dmDCR2, the Hel1 and Hel2 domains, along with Pincer, could 
be fitted into the electron density map as a single rigid body. On 
the other hand, the Hel2i domain had to be fitted as a separate 
rigid body. In most RIG-I-like helicases, the functional domains 
perform activities that are intrinsic to ATP-driven translocases 
[137]. Whether translocation on the dsRNA substrate is also 
coupled with unwinding of the helix is still unclear for most 
RIG-I-like proteins. According to Jankowsky & Fairman- 
Williams [137], six conserved-sequence motifs of RIG-I-like 
helicases are important for ATP binding and hydrolysis (Q, I, 
II, III, Va and VI) and five are important for RNA binding (Ia, Ic, 
IV, IVa and V) [137]. Among the conserved-sequence motifs 
that we identified in the DEAD/ResIII subdomain of DCR1, 
those related to RNA binding are degenerate compared to 
those related to ATP binding and hydrolysis. For example, 
motif Ia, which typically harbours conserved residues that estab
lish side-chain contacts with RNA, is almost completely disfig
ured, and motif Ic displays variations in the canonical RNA- 
binding residue that characterizes RIG-I-like helicases (Figures 
S31) [137]. We also noticed that the Lepidoptera order does not 
display the canonical glutamine residue in motif Q (Figures S31); 
as such, the Helicase domain of species within this order is likely 
able to hydrolyse any of the four NTPs (in contrast, glutamine 
introduces specific contacts that select for the adenine base). On 
the other hand, all of the conserved-sequence motifs that we 

Figure 11. Structural and phylogenetic analysis of Helicase domain. (A) Maximum likelihood analysis of the complete Helicase domain present in the proteins DCR1 
and DCR2 from species belonging to the five insect orders (Coleoptera, Diptera, Hemiptera, Hymenoptera and Lepidoptera). Each triangle represents an insect order, 
according to the colour legend presented, and it is proportional to the number of branches present. The outgroup (hidden) used was the Helicase domain from 
human DCR1 (PDB ID: 5ZAK) and the bootstrap values are represented by dark blue circles (minimum 70). (B and C) Superposition of the models from DCR Helicase 
domains, highlighting the main variability spots. Specifically in the DCR1 Helicase models (B), lepidopteran and dipteran-specific loops (β6-α7 and β13-α18 regions, 
respectively), as well as α14–β9 loop (identified in all insect orders) were highlighted (see also Figure S31). In (B), the species that represented each insect order were: 
Coleoptera: T. castaneum (TC001750); Diptera: D. melanogaster (FBpp0083717); Hemiptera: B. tabaci (Bta12886); Hymenoptera: A. melífera (GB44595); and 
Lepidoptera: M. sexta (Msex2.10734). In (C), the species that represented each insect order were: Coleoptera: T. castaneum (TC001108); Diptera: D. melanogaster 
(FBpp0086061); Hemiptera: B. tabaci (Bta10685); Hymenoptera: A. melífera (GB48923); and Lepidoptera: M. sexta (Msex2.04462). (D) Illustrative representation of 
Helicase domain from human RIG-I (PDB ID: 5E3H), where its four functional subdomains were highlighted: olive green – DEAD/ResIII (Hel1); red – Hel2i; dark blue – 
Helicase C (Hel2); and light brown – Pincer. RNA molecule is represented in cyan blue colour. The recognition sites of ATP hydrolysis and binding as well as RNA 
binding are represented by red and yellow circles, respectively.
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found in the DCR2 Helicase domain displayed the canonical 
ATP– and RNA-binding residues (Figure S32). For translocation 
and/or unwinding to occur on the dsRNA substrate, the ATP- 
binding event must communicate with the RNA-binding event 
(and vice-versa). However, the ATP – and RNA-binding sites are 
separated by ~30 Å and it is still unclear how this communica
tion is established between them [138]. Recent evidence has 
identified two positions within motif V that are critical for 
communication between the ATP-binding pocket and the RNA- 
binding cleft in the closely related family of viral DExH helicases 
(aka NS3/NPH-II family) [139]. Interestingly, these positions, 
which predominantly display a threonine and serine (T407 and 
S411) that interact with each other, displayed the highest residue 

variability across motif V of all flavivirus NS3 helicases. Overall, 
Du Pont et al. [139] showed that removing the polar groups with 
H-bonding potential from positions T407 and S411 (see blue 
circles in Figures S31 and S32) increases the helicase turnover 
rate, especially in the latter position, but have opposite effects by 
either improving (T407) or reducing (S411) the affinity for 
dsRNA substrates in the presence of ATP. In particular, we 
found that the presence of non-polar group at position T407 
(such as methyl or thiol) is important for coordination of four 
hydrophobic residues that influence the ATP– and RNA- 
binding residues in NS3 helicases (Fig. 12A). We observed that 
the hydrophobic nature of these residues, as well as the presence 
of a non-polar group at the T407-equivalent position, are also 

Figure 12. Communication hub for the ATP– and RNA-binding site in RIG-I-like helicases. A network of hydrophobic interactions is arranged around two main amino 
acid residues (in black). The first layer of hydrophobic residues to interact with the core residues is composed by four residues (in beige) that span motifs IV, IVa and 
V in insect DCR proteins (see Figures S31 and S32). The second layer is composed by eleven residues (in olive) that span motifs Va and VI, as well as a hitherto 
undescribed region which we designated as motif IVb. Together, these two layers coordinate the positioning of the ATP– and RNA-binding residues (in red and 
yellow, respectively). This coordination is important because for translocation and/or unwinding to occur on the dsRNA substrate, the ATP-binding event must 
communicate with the RNA-binding event (and vice-versa). In insect DCR proteins, the residues participating in this hub are also conserved, which suggests that 
a similar mechanism for the communication between the ATP – and RNA-binding sites may apply to viral and RNAi-related helicases (see blue, black, grey, red and 
yellow circles in Figures S31 and S32).
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conserved in the Helicase domains of insect DCR proteins (see 
black circles in Figures S31 and S32). This suggests that a similar 
mechanism for the communication between the ATP– and 
RNA-binding sites may apply to viral and RNAi-related heli
cases. The four hydrophobic residues coordinated around the 
insect T407 and S411 counterparts, henceforth denominated 
iT407 and iS411 for the sake of simplicity, are distributed across 
motifs IV, IVa and V, but we found they further coordinate 
a second layer of eleven conserved hydrophobic residues in the 
structure of RIG-I-like helicases (PDB ID: 5E3H). These residues 
span motifs Va and VI in insect DCR proteins, as well as a non- 
motif region between motifs IVa and V (Fig. 12A; see grey circles 
in Figures S31 and S32). In RID-I-like helicases, this non-motif 
region is conserved and also harbours important RNA-binding 
residues (PDB IDs: 5E3H and 4A36). Hence, we have designated 
this region as motif IVb. We found that this second layer of 
hydrophobic residues can directly influence the positions of the 
ATP– and RNA-binding residues (red and yellow circles in 
Figures S31 and S32, respectively); thus, the central position 
occupied by iT407 in this network of hydrophobic contacts 
appears to play an important role in regulating the translocation 
and/or unwinding activity of DCR helicases by indirectly coor
dinating residues at both binding sites (Fig. 12A). In particular, 
we found that the ATP-binding residues regulated by iT407 and 
iS411 (motifs Va and VI) are all conserved in DCR1 and DCR2, 
but the RNA-binding residues (motifs IV and IVa) are some
what degenerate in DCR1. Thus, at least where the translocation 
and/or unwinding mechanisms are concerned, DCR2 binds to 
dsRNA in a more conserved manner.

We also noticed that, while present in DCR1, the canonical 
ATP-binding residues of motifs I (Walker A) and II (Walker B) 
display some variability and might render ATP hydrolysis less 
efficient in this protein, especially in lepidopteran species 
(Figures S31). In addition, the Lepidoptera order displays a large 
insertion that extends motif III in the DEAD/ResIII subdomain of 
DCR1 (Fig.s 11 and S31); motif III has been implicated in sensing 
both the ATP-hydrolysis state and nucleic acid-binding event in 
some SF1 and SF2 helicases [140,141]. We also identified 
a dipteran-specific insertion between the Helicase C and Pincer 
subdomains of DCR1 (Fig.s 11 and S31). While the function of this 
insertion is elusive, it is placed in a privileged position to interact 
with or block any dsRNA molecule binding to the DCR1 Helicase 
domain (Fig. 11B). This peculiarity of dipterans indicates that 
D. melanogaster might not be the best model for studying RNAi 
in insects. With regards to with DCR2, all five insect orders studied 
here display a large insertion between helix α14 and strand β9 of 
the DCR1 Helicase C subdomain (Fig.s 11B and S31). Again, the 
function of this insertion remains elusive, but we noticed that it is 
located near the Dicer Dimer domain in the structure of human 
DCR structure and in a privileged position to interact with the 
stem loop of pre-miRNAs in both the open and closed states of this 
enzyme (PDB IDs: 5ZAL, 5ZAM, and 5ZAK) [113]. Furthermore, 
this insertion abuts the ATP-binding site and may interfere with 
the helicase turnover activity (Fig. 11B). Overall, our data indicate 
that the DCR1 Helicase domain of insects is capable of hydrolysing 
ATP efficiently but binds to dsRNA through a less conserved 
mechanism, which may explain the lower affinity of this domain 
for siRNA precursors. The large insertions we observed in the 
DCR1 Helicase domain could have originated by recombination 

of a long DNA fragment into the locus that encodes an ancestral 
DCR1 ortholog, thereby leading this enzyme to specialize in the 
processing of pre-miRNAs molecules [142].

4. Conclusions & final remarks

The in silico integration of the data presented in this study sheds 
light on the variability of domains within the RNAi machinery of 
five insect orders. We confirmed the universality of the RNAi 
mechanism in insects, as orthologues of the eight core proteins 
were identified in species of all five orders. All species are expected 
to have the basic elements of both the miRNA and siRNA machin
ery, but due to the fragmentation and incompleteness of a large 
number of publicly available genomes, as well as limitations in the 
methodologies for detection of divergent orthologues, some ele
ments were not detected in several of the selected species. Thus, it 
is essential that future analyses be performed using curated data
bases harbouring well-assembled genomes/transcriptomes and 
using more than one method for ortholog detection. In this regard, 
we have now established well-defined sequence limits and better 
HMM profiles for annotating functional domains of the RNAi 
machinery in insects, which should greatly facilitate the identifica
tion of homologous proteins in both new and old genomes/tran
scriptomes. The structure-based sequence alignments that were 
generated using our methodology provide better inputs for phy
logenetic inference and structure-function analyses of RNAi- 
related proteins. Unfortunately, the available structural data for 
insect proteins, especially those belonging to the RNAi machinery, 
are mostly limited to model species, such as D. melanogaster. Thus, 
further studies with non-model insect species are needed to allow 
for ample functional analyses of insect proteins. In particular, 
considering the RNAi pathway, it is imperative that more struc
tural models with atomic resolution be solved in order for us to 
answer questions about the intricacies of this mechanism in 
insects. Nonetheless, our results show that considerable variability 
exists in elements of the RNAi machinery, all of which can poten
tially affect the efficiency of gene silencing triggered by exogen
ous RNA.

Regulation mechanisms of the siRNA pathway have coe
volved with viral infections, and among the insect orders 
studied here, lepidopterans have been shown to be the most 
susceptible to viral attacks (approximately 80% of the species), 
followed by the dipterans (9%), coleopterans (5%), hymenop
terans (4%) and hemipterans (1%) [143]. One can argue that 
this observation correlates with the efficiency of a given order 
in controlling viral infections through RNAi-mediated 
mechanisms; if true, lepidopterans would be expected to 
show the lowest efficiency. Intriguingly, our phylogenetic 
analyses have clearly shown that, in practically all domains 
analysed, the Lepidoptera order has the greatest evolutionary 
distance compared to the other orders. This corroborates pre 
vious reports that underscore the different efficiencies dis
played by lepidopteran species during exogenous dsRNA- 
mediated gene knockdown. The variability and phylogenetic 
distance that we observed may be evidence that sufficient idio 
syncrasies exist in the RNAi machinery of Lepidoptera to set 
them apart from other insects. Coleopterans are generally 
susceptible to RNAi and display higher silencing efficiency 
than lepidopterans, which are generally recalcitrant to RNAi. 
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This has led to the recently approved commercialization of 
a new genetically modified crop event (MON87411) wherein 
the heterologous production of Bt toxins was coupled with the 
expression of dsRNA molecules in order to control the wes
tern corn rootworm (Diabrotica virgifera virgifera, LeConte; 
Coleoptera: Chrysomelidae) [144]. Our analyses highlighted 
several variability hotspots within the core elements of the 
RNAi machinery, thereby enabling us to compare the data 
between non-efficient lepidopterans and those coleopteran 
species that exhibit acceptable silencing efficiencies. Four of 
the five domains we analysed displayed differences which 
could explain the contrasting gene silencing efficiency 
between Coleoptera and Lepidoptera species: (i) dsrm; (ii) 
Helicase; (iii) PAZ; and (iv) RIIID. While these differences 
are readily apparent, most of them were found in proteins 
pertaining to the miRNA pathway, which, in theory, should 
not cause major disturbances in RNAi-mediated gene knock
down. Nevertheless, core RNAi enzymes from the miRNA 
and piRNA pathways have also been shown to participate in 
the exogenous RNAi responses of Bombyx mori (Lepidopte 
ra), Leptinotarsa decemlineata (Coleoptera), and D. melano 
gaster (Diptera) [145]. Additionally, the miRNA pathway has 
been shown to play a role in the modulation of gene expres
sion in response to viral infection in mammals [146], as well 
as to produce miRNAs that target specific sites of the viral 
genome [147]. It was even demonstrated that DROSHA, 
which acts upon pri-miRNAs in the nucleus, can be recruited 
to the cytoplasm in response to virus infections, where it has 
been proposed to cleave viral RNA secondary structures or 
host cytoplasmatic RNA hairpins [148]. Therefore, we cannot 
exclude the possibility that differences in proteins of the 
miRNA pathway may somehow influence RNAi-mediated 
gene silencing sensitivity in lepidopterans. With that said, 
most of the variability displayed across insects were present 
in the loop regions of domains. The structure of large flexible 
loops is difficult to resolve; accordingly, most of them are not 
represented in the publicly available structural data, thereby 
limiting the quality of the homology models that can be 
generated. Nevertheless, these regions can significantly influ
ence the activity of the proteins whereupon they are inserted; 
for example, they can modify substrate affinity, block catalytic 
sites, or even interact with other proteins. Hence, both in vitro 
and in silico studies aiming to characterize these regions are 
essential to completely elucidate the mechanism of action of 
the core RNAi proteins we analysed.

A marked difference was found in the dsrm-II domain of 
LOQS-PB, wherein lepidopterans display an insertion, V(N/ 
A)RR, in the β1-β2 loop region (Figure S13). As previously 
mentioned in section 3.2.1, the dsrm β1-β2 loop binds to the 
minor groove of dsRNA and greatly affects the affinity for this 
substrate. In particular, the lepidopteran-specific insertion 
adds positive charges to this loop, which may increase the 
number of contacts made with the phosphate backbone and 
thereby improve the affinity of the DCR1 microprocessor for 
pre-miRNA. Alternatively, the insertion can extend the dis
tance between the guanine-binding histidine in loop β1-β2 
and the sequence-specific binding residue from helix α1, 
which will affect the size of the dsRNA regions that are 
specifically recognized by the dsrm domain [149].

Compared to their coleopteran orthologues, the DCR1 
Helicase domains of lepidopterans display a large insertion 
between β6 (motif III) and α7 in the DEAD/ResIII subdomain 
(Figure S31). Insertions in this region are common in other 
families of SF1 and SF2 helicases and have been implicated in 
the communication between the ATP– and RNA-binding sites 
[140,141]. In addition, we showed that lepidopterans lack the 
canonical Q residue in the eponymous Q motif (Figure S31), 
giving rise to the intriguing possibility that the DCR1 Helicase 
domain of Lepidoptera may hydrolyse NTPs other than ATP. 
In parallel, the insertion between α14 and β9 in the Helicase 
C subdomain of DCR1, which protrudes towards the ATP- 
binding site (Fig. 11B), displays many order-specific sequence 
segments that suggest the existence of a convoluted mechan
ism underlying the DCR1 helicase activity (Figures S31). This 
insertion can be considered the major difference between the 
Helicase domains of DCR1 and DCR2 and likely plays an 
important role in how this domain engages substrates in 
both proteins. While coleopteran species display the shortest 
α14-β9 insertions among all insect DCR1 proteins that we 
evaluated, lepidopterans display the longest; however, the role 
of this region in the processing of pre-miRNAs, or even 
siRNA precursors, remains to be explained.

Lepidopterans display an insertion of 3–5 amino acids in 
the β4-β5 loop (β-hairpin module) of the PAZ domain from 
AGO2 proteins (Figure S18). The β-hairpin module recog
nizes the 3ʹ end of dsRNA molecules that are loaded onto 
AGO proteins. Therefore, this insertion can modify how 
lepidopterans interact with and load dsRNA during formation 
of the RISC complex [150]. With respect to the DCR1 PAZ 
domain, lepidopterans have acquired a positively charged 
insertion at the N-terminal region; intriguingly, this insertion 
is similar to the N-terminal region of plant DCL1 proteins 
(Figure S19). As we have previously mentioned, this insertion 
could lead to lepidopteran DCR1 interacting with dsRNA in 
a different orientation compared to coleopteran DCR1, 
thereby triggering downstream variations in the gene knock
down efficiency. In parallel, the regions interacting with 
dsRNA in the PAZ domain of DCR2 proteins can also be 
considered an important source of variability between coleop
terans and lepidopterans. Unlike AGO PAZ domains, the 
DCR counterpart harbours an insertion between β3-β4 
(β6-β7 in AGO proteins) that is rich in polar and positively 
charged residues (Figure S20). In the X-ray structure of the 
Platform-PAZ cassette of human DCR (PDB ID: 4NGD), this 
insertion is important for stabilizing the DCR-dsRNA com
plex and forms a helical structure (α2 in the PAZ domain of 
DCR1-2; Figures S19 and S20) that is associated with the 
release and transfer of the cleaved dsRNA molecule onto 
AGO proteins [115]. In coleopterans, this insertion is shorter 
and has a more positive residual charge than its lepidopteran 
orthologues, which might result in a stronger interaction of 
this domain with the dsRNA backbone. Consequently, the 
PAZ domain of coleopterans might confer higher thermody
namic stability to the DCR2 microprocessor, allowing higher 
delivery rates of siRNAs to AGO proteins.

The most relevant regions of variability between the endo
nuclease domains of DCR proteins were found in the RIIID-I 
domain, more precisely in the α5-α6 loop (Figures S25 and 
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S26). As mentioned before, this loop is responsible for the 
interaction of human DCR with AGO proteins and may also 
be involved in the catalytic mechanism [124]. DCR1 RIIID-I 
domains from lepidopterans exhibit the most divergent α5-α6 
loops among all species analysed, displaying a large deletion 
after the Loop helix (Figure S25). This deletion may beget 
divergent DCR1-AGO1 interactions in lepidopterans com
pared to insects from other orders. Similarly, the DCR2 
RIIID-I domains of lepidopterans maintain a conserved 
4-residue signature in the α5-α6 loop, ExE(P/K), that differ
entiate them from all other analysed species. The importance 
of this signature in the DCR2 mechanism is unclear, but its 
potential involvement in Lepidoptera RNAi efficiency should 
be investigated nonetheless (Figure S26).

It is also known that viral infections may leave ‘scars’ in the host 
insect genome, the so-called endogenous viral elements (EVEs). 
Accordingly, EVEs related to transposons, baculoviruses and bra
coviruses (viruses of parasitic wasps) can be found integrated in 
lepidopteran genomes [151]. As previously mentioned 
(Supplementary Text ST1), defective viral genomes (DVGs) can 
be retro-transcribed into viral DNA (vDNA) and incorporated 
into the host genome as an EVE; these will then act as an immu
nological memory by providing an additional substrate to help 
boost the RNA interference response through the siRNA pathway, 
potentially promoting viral persistence in insects [152]. Moreover, 
in addition to giving rise to endogenous viral siRNAs (vsiRNAs) 
via DCR2-LOQS-PD processing (Fig. 1; step 16), EVEs also pro
duce viral piRNAs (vpiRNAs) that contribute to the antiviral 
response via the piRNA pathway [153,154]. In this regard, EVEs 
are widespread in arthropod genomes and commonly give rise to 
PIWI-interacting RNAs that can potentially play a role in the 
antiviral response [155]. Interestingly, Cui and Holmes [156] 
have also presented evidence that EVEs with high similarity to 
plant viruses are integrated in the genomes of mosquitoes, fruit 
flies, bees, ants, silkworm, pea aphid, Monarch butterfly and 
wasps. We have found that lepidopterans carry a plant-like, posi
tively charged insertion at the N-terminal region of the DCR1 PAZ 
domain, suggesting that RNA recognition by DCR1 in this order 
may function similarly to that related with plant DCL1 (Figure 
S19). Furthermore, the Platform domain from lepidopterans, like 
those from plants, also display a cluster of positively charged 
residues that are positioned adjacent to the PAZ N-terminal 
insertion. Why does lepidopteran DCR1 harbour similar charac
teristics to those of plant DCL1? These observations are particu
larly interesting given that more than 70% of all agricultural pests 
are insects in the order Lepidoptera [35]. Indeed, much of the 
Lepidoptera diversity can be attributed to the radiation of species 
in association with flowering plants: they represent the single most 
diverse lineage of organisms to have primarily evolved dependent 
upon angiosperm plants, and their numbers exceed those of the 
other major plant-feeding insects, such as those belonging to the 
orders Heteroptera, Homoptera, and Coleoptera (Chrysomeloidea 
and Curculionoidea) [157]. One hypothesis for the similarities 
between plants and Lepidoptera is that lepidopteran DCR1 can 
recognize plant pri– or pre-miRNAs that are ingested during 
feeding and then further process them to regulate the expression 
of their own genes, particularly those associated with countering 
the plant’s defence mechanisms. This may provide a way for the 
insect to fine-tune the expression of certain genes in accordance 

with the plant’s miRNA-mediated response to predation. To test 
this hypothesis, one would need to compare the complementarity 
of the 5ʹ and 3ʹ-UTR regions of plant and lepidopteran mRNAs to 
the sequence of plant miRNAs that are overexpressed during 
insect feeding. This hypothesis also raises the question of whether 
lepidopterans have also evolved to take advantage of plant- 
produced vsiRNAs or vpiRNAs to defend themselves from plant 
viruses that can be ingested. If similar EVEs associated with plant 
viruses are present in the genomes of both plants and lepidopter
ans, then the plant-produced piRNAs or endo-siRNAs related to 
those EVEs, which are potentially being used to modulate a viral 
infection or transposable element, may also be used to trigger 
specific responses in the insect. What is clear is that lepidopterans 
engage different RNAi-related mechanisms in response to viral 
infections, and these mechanisms appear to differ from those 
involved with the responses found in other insects [158]. For 
example, while DCR2 predominantly targets viral dsRNA during 
the infection of B. mori with its eponymous Cytoplasmic 
Polyhedrosis Virus (BmCPV), an unknown RNAse has also been 
linked to the origins of vsiRNA biogenesis and distribution, and an 
additional pathway is triggered in response to viral mRNA derived 
from a specific segment of the viral genome [158]. Irrespective of 
the reason, these similarities between plant DCL1 and Lepidoptera 
DCR1 certainly merit further investigation.

While EVEs can encode functional proteins, for the most 
part, they become inactive over the course of evolution 
[159,160]. Nevertheless, these elements can retain some 
advantageous characteristics, which, among other functions, 
can act to suppress other viral infections (some viruses pro
duce antivirals proteins to overcome competition) Antivirals 
proteins encoded in endogenous vDNA can therefore equip 
the host with tools capable of turning a fatal viral infection 
into a latent infection. Alternatively, endogenous vDNA may 
also encode viral suppressors of RNAi (VSRs), which can 
weaken the host antiviral defence to turn an otherwise acute 
infection (in which the host eliminates the virus) into 
a persistent infection. The main modes of action for viral 
suppressors of RNAi are: (i) binding to the dsRNA substrate, 
which prevents cleavage by DCR2; (ii) binding to siRNA, 
which prevents loading into RISC; (iii) degrading the siRNA 
molecule; and (iv) direct interaction with DCR2 or AGO2, 
which prevents their actions [161]. Thus, both the antivirals 
and VSRs encoded in endogenous vDNA may influence the 
sensitivity of insects to RNAi-mediated gene silencing. In 
D. melanogaster, the expression of two insect VSRs and 
three out of six plant VSRs inhibited siRNA responses asso
ciated with viral RNA and injected dsRNA, suggesting that 
some viral suppressors can negatively impact the RNAi effi
ciency in some systems [162]. Given the large number of 
viruses that infect Lepidoptera species, it is reasonable to 
speculate that EVEs derived from DVGs may generate mole
cules capable of, for example, binding to DCR2 or siRNAs and 
preventing their loading into RISC [145]. In sum, we found 
clear distinctions between domains from coleopterans and 
lepidopterans. While these variations alone cannot irrefutably 
explain the differences that have been observed in RNAi- 
mediated gene silencing efficiency between these orders, 
they underscore specific regions that should be addressed to 
better understand the RNAi mechanism in these insects.
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Our results also highlight an important factor to be considered 
when evaluating the efficiency of RNAi-mediated gene silencing 
in insects: the structural stability of the DROSHA-pri-miRNA, 
DCR1-pre-miRNA and DCR2-dsRNA complexes. It is important 
to note that structural stability (i.e., persistence of interactions, or 
robustness) is fundamentally different from thermodynamic sta
bility (i.e., binding free energy, or ΔGbind). In the case of enzymes, 
such as DCR, structural stability speaks about the need of keeping 
the substrate in place for efficient catalysis, while thermodynamic 
stability refers to the affinity of the enzyme for its substrate. 
Consequently, the higher the structural stability of the aforemen
tioned complexes (i.e., the longer the substrate remains correctly 
positioned in the binding site), the higher the turnover rate of 
miRNA and siRNA produced. In this regard, the presence of 
elements that increase the structural stability of these micropro
cessors complexes is vital for an effective response of the RNAi 
machinery. Studies have shown that he Staufen C protein, unique 
to members of the Coleoptera order, is an important factor in the 
development of insect resistance to RNAi [163]. This protein 
contains multiple domains harbouring the dsRBD fold, some of 
which have been shown to bind to dsRNA. Due to this structural 
characteristic, as well as the involvement of this protein in the 
DCR2-mediated processing of dsRNA into siRNAs, one can 
hypothesize that Staufen C confers structural stability to the 
DCR2 microprocessor in coleopterans. Therefore, it is important 
to identify other dsRNA-binding proteins that may also contri
bute positively to increasing the efficiency of dsRNA processing in 
insects, which should provide a better understanding of the RNAi 
silencing mechanism or even be used as a biotechnological tool.

Another important factor to be considered is how insects 
detect the presence of viruses since viral dsRNA (as well as 
exogenous dsRNAs) can be considered an important pathogen- 
associated molecular pattern (PAMP) [164]. In addition to the 
viral control mediated by RNAi, there are several other signalling 
pathways capable of controlling viral infections, mainly by trigger
ing insect innate immune responses, among which we can high
light: (i) JAK-STAT, which regulates the downstream production 
of effector molecules, such as antimicrobial peptides (AMPs) 
[164,165]; and (ii) IMD and TOLL, which are NF-κB-related 
pathways in which the final transcriptional factors responsible 
for signal transduction are Relish (Rel1 and Rel2) and Dorsal/ 
Dif, respectively [164,166]. Not surprisingly, these three signal 
transduction pathways display crosstalk between each other, 
wherein the signal is transduced by protein kinases and culmi
nates in the regulation of several target genes/proteins. In this 
context, DCR proteins, specifically DCR2, can be considered 
pathogen recognition receptors (PRRs) involved in the detection 
of viral infections in insects [164]. A study involving D. melanoga 
ster infected with Drosophila C Virus (DCV) showed the partici
pation of DCR2 Helicase domain in viral dsRNA recognition, 
which in turn stimulated the expression of antiviral genes through 
the upregulation of a cysteine-rich peptide, Vago, which acts in 
a similar way to mammalian RIG-I-like sensors [142,167]. This 
mechanism involving DCR2 was also characterized in the Culex 
quinquefasciatus mosquito in response to the West Nile Virus 
(WNV), but some differences were observed when compared to 
the response displayed by D. melanogaster [167,168]. The pre
sence of viral dsRNA is detected by the DCR2 Helicase domain, 
and the Rel2 transcription factor of C. quinquefasciatus induces 

the expression of the vago gene via TNF receptor-associated factor 
(TRAF). Thereafter, similar to what occurs in Drosophila, the 
secreted CxVago peptide induces the JAK-STAT-mediated anti
viral response [167,169]. In short, this mosquito’s immune 
response can be considered a crosstalk between the RNAi, JAK- 
STAT and IMD pathways [170]. The central role played by the 
DCR2 Helicase domain in activating molecular signalling during 
antiviral responses, including exogenous dsRNA, highlights the 
importance of identifying variability within this ‘hub’ domain 
(Figure S32). We hypothesize that some of the variabilities we 
identified in DCR2 may produce yet unknown consequences in 
the Vago-mediated activation of the JAK-STAT pathway, or even 
in the biogenesis of DVGs [171]. No studies have yet reported the 
characterization of the JAK-STAT pathway in lepidopterans. It is 
also possible that other uncharacterized pathways may operate 
during the antiviral response of lepidopterans [158].

In parallel, studies have shown that the low efficiency of RNAi- 
mediated gene silencing in some insect species can be directly 
associated with the expression levels of miRNA/siRNA elements, 
which may provide a partial explanation for the differences in 
RNAi efficiency observed in Lepidoptera. For example, it is 
known that the expression levels of the translin gene (a compo
nent of the C3PO complex) are very low in B. mori and M. sexta 
cells, and in addition, some lepidopterans exhibit almost unde
tectable levels of the R2D2 transcript, even during viral infections 
[145]. Studies that overexpressed elements of insect RNAi 
machinery (AGO2 and DCR2) in lepidopteran cells reinforce 
these observations since they considerably increased the RNAi- 
mediated antiviral response [172]. However, why is there such 
variation in the expression of insect RNAi-related genes? How 
does this regulation occur? It is known that in D. melanogaster, the 
transcription factor Forkhead box O (dFOXO) upregulates the 
expression of important genes in the RNAi pathway, such as 
AGO2 and DCR2 [173]. Following on the participation of 
dFOXO in responses related to metabolic changes and its relation
ship with multiple stress responses, a recent study has identified 
the participation of insulin in the antiviral response of insect 
vectors [174]. Insulin-mediated dFOXO repression inhibits the 
RNAi response (by suppressing the transcription of genes encod
ing the AGO2 and DCR2 proteins) and, in parallel, activates the 
JAK-STAT pathway [174]. Could the insulin-mediated response 
be predominant in lepidopterans, thus culminating in the repres
sion of genes related to the RNAi pathway? Considering that the 
signalling pathways mediated by the Vago peptide and insulin are 
distinct, even though both converge to achieve an antiviral 
response mediated by JAK-STAT, and the fact that all these 
findings have also been validated in lepidopterans, we hypothesize 
that mutations in the receptors that sense viral infections and/or 
exogenous dsRNA, such as the Helicase domain, may be related to 
the predominance of an insulin-mediated response in some spe
cies of this insect order. Although speculative at this point, this 
hypothesis, associated with the data presented here, may help 
explain the low efficiency of RNAi-mediated gene silencing in 
Lepidoptera.

Considering the application of RNAi as a biotechnological tool, 
one question lingers: is it possible to universally apply RNAi- 
mediated gene silencing to control insect pest populations? The 
data presented here show that we are likely to fail if we generalize 
the application of RNAi-mediated gene silencing based on the 
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restricted studies of a few model organisms. We have pinpointed 
some intriguing peculiarities within the functional domains of the 
RNAi machinery that must be addressed using a more species- 
specific approach in order to understand the nuances of differ
ences associated with RNAi mechanisms in insects. For example, 
dipterans of suborders Brachycera and Nematocera show mark
edly different characteristics across all of the domains we analysed, 
implying that studies on D. melanogaster may not provide a solid 
framework for understanding RNAi in Aedes aegypti, and vice- 
versa. Besides, small modifications to the experimental design can 
considerably increase the efficiency of exogenous dsRNA- 
mediated gene silencing in specific species. Recent studies have 
shown that for two lepidopteran species (Helicoverpa armigera 
and Ostrinia furnicalis), the presence of GGU nucleotides in 
exogenously administered dsRNA considerably increases siRNA 
production due to cleavage by DCR2, downstream of this motif. 
On the other hand, the same study showed that in T. castaneum, 
a member of the Coleoptera order, dsRNA was cut downstream of 
more diverse sites, such as AAG, GUG, and GUU [175]. In light of 
these reports, it is crucial to decipher how DCR2 recognizes the 
motifs upstream of the cleavage sites, as this would significantly 
improve the design of exogenous dsRNAs and considerably 
increase the efficiency of gene knockdown, especially in lepidop
teran species.

Overall, it can be concluded that studies focusing on the 
genetic and structural variability of the core RNAi proteins 
are crucial to better understand how insects fine tune their 
RNAi-mediated development and antiviral response, which 
will ultimately drive how we design adapted biotechnological 
tools for the control of insect pest populations.
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