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Abstract

Objective: To train a model to predict vasopressor use in ICU patients with sepsis, and optimize 

external performance across hospital systems using domain adaptation, a transfer learning 

approach.

Design: Observational cohort study

Setting: Two academic medical centers from January 2014 to June 2017.

Patients: Data were analyzed from 14,512 patients (9,423 at the development site, 5,089 at the 

validation site) who were admitted to an intensive care unit (ICU) and met Center for Medicare 

and Medicaid Services (CMS) definition of severe sepsis either before or during the ICU stay. 

Patients were excluded if they never developed sepsis, if the ICU length of stay was less than 8 

hours or more than 20 days, or if they developed shock up to the first 4 hours of ICU admission.

Measurements and Main Results: Forty retrospectively collected features from the electronic 

medical records (EMR) of adult ICU patients at the development site (4 hospitals) were used as 

inputs for a neural network Weibull-Cox survival model to derive a prediction tool for future need 

of vasopressors. Domain adaptation updated parameters to optimize model performance in the 
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validation site (2 hospitals), a different healthcare system over 2,000 miles away. The cohorts at 

both sites were randomly split into training and testing sets (80% and 20%, respectively). When 

applied to the test set in the development site, the model predicted vasopressor use 4 to 24 hours 

in advance with an area under the receiver operator characteristic curve [AUCroc], specificity, and 

positive predictive value (PPV) ranging from 0.80-0.81, 56.2-61.8% and 5.6-12.1% respectively. 

Domain adaptation improved performance of the model to predict vasopressor use within 4 hours 

at the validation site (AUCroc 0.81 [CI 0.80-0.81] from 0.77 [CI 0.76-0.77], p<0.01; specificity 

59.7% [CI 58.9-62.5%] from 49.9% [CI 49.5-50.7%], p<0.01; PPV 8.9% [CI 8.5-9.4%] from 7.3 

[7.1-7.4%], p<0.01).

Conclusions: Domain adaptation improved performance of a model predicting sepsis-associated 

vasopressor use during external validation.
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sepsis; septic shock; intensive care units; clinical decision support; artificial intelligence; disease 
progression

INTRODUCTION

Sepsis, life-threatening organ dysfunction caused by a dysregulated host response to 

infection, can lead to poor outcomes, especially among those who experience disease 

progression. Patients with sepsis who develop septic shock have a higher mortality than 

those without progression.[1-4] Patients with hospital-acquired sepsis and those who 

progress to septic shock are among the groups with the highest mortality,[5] providing a 

potential opportunity to improve outcomes through early recognition and management.

While a few data-driven sepsis prediction models have been externally validated,[6, 7] there 

is an expected degradation in model performance when those models are tested on unseen 

data. Some of that diminished performance may be due to different incidences of sepsis or 

sequelae like septic shock; lower incidences of the outcome of interest at validating sites 

may lead to worse model performance.[8] Other factors such as differences in provider 

antibiotic prescribing practices and lactate measurement could also play a role. Newer 

analytics tools could improve generalizability of models that predict sepsis and its sequelae.

Domain adaptation is a machine learning approach that can fine-tune data-driven models 

to improve performance characteristics in a different context.[9, 10] Domain adaptation 

has been adopted by the medical community to repurpose models once used in other 

domains in which training data is scarce. For instance, online photo recognition software has 

been employed as a “base model” to help machine learning algorithms more quickly and 

accurately detect diabetic retinopathy from retinal optic imaging, and improve pneumonia 

detection from chest radiographs in pediatric patients.[9] More recently, domain adaptation 

has been used to test the ability of a model to predict mortality in patients across different 

types of ICUs- medical and surgical.[11] In this context, domain adaptation can adjust the 

weights given to predictor variables of a model that was trained on one dataset (source 

data) to apply to a different dataset (target data). The goal would be to give priority to the 

combinations of model inputs that optimize performance in the target dataset.
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Domain adaptation can potentially improve external validity of models that predict sepsis 

and its progression,[12] but such an approach has not been applied to risk prediction in the 

ICU. The objectives of this study are: (1) to derive a machine learning-based model that 

predicts future vasopressor use among sepsis patients; and (2) to determine the impact of 

domain adaptation on model generalizability.

MATERIALS AND METHODS

Key reporting metrics for prediction models were adapted from the TRIPOD checklist[13] 

and guidelines published by Leisman and colleagues,[14] and are summarized below:

Study Population

Training of the Deep Artificial Intelligence Sepsis Expert (AISE2) algorithm was performed 

on a subset of 52,799 adult ICU patients (aged 18 years or over) from four hospitals within 

the Emory Healthcare system (the development site), and validated on a subset of 19,923 

adult ICU patients from two hospitals within the University of California San Diego (UCSD) 

system (the validation site). Data was extracted from January 2014 to June 2017. This 

investigation was approved by the Institutional Review Boards of both sites (Emory IRB 

#110675; UCSD IRB #191098), with a waiver of informed consent. Data were included if 

patients developed sepsis prior to, or during their ICU stay. The time of sepsis, or t0, was 

the last of all events that define severe sepsis according to the Centers for Medicare and 

Medicaid Services (CMS).[15] (See Appendix A.) Suspicion of infection was defined as the 

administration of antibiotics plus acquisition of body fluid cultures. Patients were excluded 

if they never developed sepsis prior to or during the ICU stay, if their length of ICU stay was 

less than 8 hours or more than 20 days, or if they needed vasopressors prior to and including 

the first four hours of ICU admission.

Sepsis was alternately defined according to the Third International Consensus Definitions 

for Sepsis (Sepsis-3)[16] to identify any changes in the prediction of vasopressor use by 

AISE2.

Predictors (Features), and Data Sources

A total of 40 commonly-available and easily obtained input variables were included from 

electronic medical record (EMR) data for model development, as previously outlined.[17] 

(Supplemental Table 1) Data from the Cerner Powerchart medical record system (Cerner, 

Kansas City, MO) were extracted through a clinical data warehouse (MicroStrategy, Tysons 

Corner, VA). Data from the Epic medical record system (Epic Systems Corporation, Verona, 

Wisconsin) was retrieved by accessing Clarity, Epic’s main data archiving and reporting 

environment.

Outcome

The outcome of interest was the first recorded timestamp of vasopressor use in ICU 

patients with preexisting sepsis, which was used as a surrogate for septic shock. Drugs 

classified as vasopressors include norepinephrine, vasopressin, epinephrine, dopamine, 
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and phenylephrine. The main objective of the algorithm was to predict vasopressor 

administration within a 4-hour prediction window.

Model Development and Domain Adaptation

Data for all 40 variables were placed into hourly bins. Carry-forward or mean imputation 

approaches were used to impute missing values if there was at least one value or no prior 

value during the ICU stay, respectively. (See Appendix A for further details on feature 

pre-processing.) Data were randomly split into training and testing sets (80% and 20%) for 

each hospital system. AISE2, composed of neural network and Weibull-Cox layers, were 

trained and tested at the development site.

The model weights learned at the development site were used as a starting point for model 

retraining and optimization on the training set at a remote validation site in a process called 

domain adaptation. (See Figure 1 and Appendix A.) The newly-tuned model was then tested 

on the validation site’s test set.

Model outputs and explainability

A risk score and relevance scores were reported at every time bin. The risk score is the 

probability that at least one vasopressor would be initiated within the prediction window. 

The explainability of AISE2 was derived from the relevance scores of each variable, which 

represent the amount that the risk score reacted to the new feature values. (See Appendix B 

for further details on AISE2 and its explainability.)

Statistical methods

Model performance was assessed using three metrics- the area under receiver operating 

characteristic curves (AUCroc), specificity, and positive predictive value (PPV)- of AISE2 

classification over 4 hours. Those performance metrics were compared to performance using 

prediction windows of 6, 8, 12, and 24-hours. Sensitivity was set at 85% to optimize 

specificity without creating an unreasonably high threshold for alerts. Main results were 

bootstrapped to report confidence intervals and minimize overfitting. Calibration curves 

assessed the ability of the model to predict sepsis-associated vasopressor use at different 

levels of risk, as determined by AISE2.

Comparisons to AISE2 performance

The ability of AISE2 to predict future vasopressor use, as measured by the AUCroc, was 

compared to that of two other tools: (1) a Weibull-Cox proportional hazards model; and (2) 

serial SOFA assessment. (See Appendix A for further details on model derivation.)

Software

MATLAB v2020a (Natick, MA, USA) was used for all pre-processing and analyses.
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RESULTS

Demographics and characteristics in the cohort defined by CMS severe sepsis definition

After applying all exclusion criteria, 1324 (14.0%) out of 9,423 septic patients were started 

on vasopressors in the ICU in the development site, and 1,046 (20.5%) out of 5,089 septic 

patients needed vasopressors in the validation site. (Supplemental Table 2 & Supplemental 

Figure 1). The vasopressor group in the validation site had slightly lower SOFA scores than 

that of the development site (5.2 vs 5.8), but longer ICU length of stay (228.7 vs 169.2 

hours), longer median times from ICU admission to vasopressors (33 vs 25 hours) and from 

sepsis to vasopressors (36.3 vs 23.2 hours). (Supplemental Table 2) The validation site had 

a slightly higher inpatient mortality in the vasopressor group compared to the development 

site (42.4% vs 38.1%), but more patients in the vasopressor group at the development site 

were sent to hospice (14.4% vs 1.2%).

Feature missingness

Features were missing to varying degrees depending on the baseline frequency of routine 

measurement. (Supplemental Table 1) Laboratory data were missing a higher percentage 

of time compared to vital sign data. Patterns in feature missingness were similar in the 

development and validation cohorts, except there were higher percentages of missing data 

for systolic, diastolic and mean blood pressures in the validation cohort. (See Appendix C 

for further details on missingness and imputation.)

AISE2 ability to predict septic-associated vasopressor use

The AUCroc, specificity and PPV of the AISE2 algorithm to forecast sepsis-associated 

vasopressor use with 85% sensitivity in the test set of the development site within a 

4-hour prediction window were 0.81 [CI 0.81-0.83], 61.8% [CI 60.6-63.2%] and 5.6% [CI 

5.3-6.2%], respectively. (Figure 2) The AUCroc at the development site decreased slightly 

for longer prediction windows up to 24 hours, the lowest value being 0.80 [CI 0.79-0.80] at 

24 hours. (Figure 2) The specificity also decreased slightly from 4 to 24 hours (61.8% [CI 

60.6-63.2%] to 56.2% [CI 55.4-58.2%]), but the PPV doubled from 5.6% [CI 5.3-6.2%] to 

12.1% [CI 11.4-12.6%]. Model performance was similar in the cohort defined by sepsis 3 

criteria. (See Supplemental Figure 2 and Appendix C for details.)

Among the features that contributed most to algorithm performance were vital signs 

(e.g., systolic blood pressure, respiratory rate, and heart rate), laboratory data (e.g., 

white blood cell count, lactate, and glucose), demographic information (e.g., gender), 

and other miscellaneous hospital-specific information (e.g., the patient’s assigned ICU). 

(Supplemental Table 4) Of these, seven of the top ten features were based on vital signs. The 

top three important features at both sites were systolic blood pressure, respiratory rate, and 

heart rate, despite site differences in systolic blood pressure and respiratory rate missingness. 

(Supplemental Table 1)

Impact of domain adaptation

All performance characteristics for the model improved at the validation site with 

domain adaptation, approximating performance in the development site (AUCroc 0.77 [CI 

Holder et al. Page 5

Crit Care Med. Author manuscript; available in PMC 2022 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



0.76-0.78] to 0.81 [CI 0.80-0.81]). (Table 1) To achieve comparable performance, a model 

that was only trained and tested on the validation site (without involvement of a development 

site) would require a much larger proportion of training data than the amount needed 

from a model applying domain adaptation. (Figure 3) The following metrics also improved 

with domain adaptation: specificity (49.9% [CI 49.5-50.7%] to 59.7% [CI 58.9-62.5%]), 

PPV (7.3% [CI 7.1-7.4%] to 8.9 [CI 8.5-9.4%]), and the workup detection index (13.7 

[CI 13.5-14.1] to 11.2 [CI 10.6-11.8]). (Table 1) With domain adaptation, all measured 

performance metrics of AISE2 on the validation cohort were at least comparable to those 

measured in the development cohort. Based on the workup detection indices, domain 

adaptation would generate an average of 2.5 fewer false alerts for every true alert at the 

validation site, compared to the model without retraining.

Through the addition of domain adaptation, the AUCroc of AISE2 was higher than a 

Weibull-Cox model without a neural network component. Without model retraining, the 

AISE2 AUCroc was higher than that of serial SOFA assessment at the validation site (0.73 

vs 0.67, respectively), but not higher than that of a Weibull-Cox-only model (0.73 vs 0.73). 

The AISE2 AUCroc was higher than that of serial SOFA assessment and the Weibull-Cox

only model in the validation site after domain adaptation (AUCroc 0.81 vs 0.67 and 0.76, 

respectively). (Supplemental Figure 3)

Domain adaptation improved model calibration. The AISE2 model was well-calibrated 

across all risk scores in the development cohort, (Figure 4, panel A) but in the absence of 

retraining it underestimated risk for those with very low probability (<10%) of requiring 

vasopressors in the validation cohort. (Figure 4, panel B) Domain adaptation corrected the 

risk prediction in that group, making it more closely approximate the calibration seen in the 

development cohort. (Figure 4, panel C).

DISCUSSION

We demonstrated that an explainable, data-driven algorithm predicted the need for 

vasopressors within four hours among septic patients with an AUCroc of 0.81 [CI 

0.81-0.83], using time-variant EMR data. Most of the top ten important features used to 

create the risk scores were vital signs. The algorithm maintained an AUCroc and specificity 

of at least 0.80 and 55%, respectively, regardless of the prediction window (up to 24 

hours), or the definition of sepsis used for patient inclusion. Performance of the model was 

externally updated and validated at a separate site using domain adaptation.

AISE2 could be clinically useful for a few reasons. First, we only included patients who 

had sepsis (infection with organ dysfunction) to maximize our incidence of vasopressor 

administration and refine our model’s performance. This contrasts with other algorithms that 

predict septic shock.[18-22] Patients with sepsis are at highest risk for disease progression; 

they may require an intensified search for source control, or more aggressive efforts to 

mitigate organ dysfunction. Second, we used the CMS definition of severe sepsis as 

our inclusion criteria since it is the standard upon which sepsis core measure (SEP-1) 

benchmarking is based.[15] The algorithm maintained an AUCroc and specificity of at least 

0.80 and 55%, respectively, regardless of the prediction window (up to 24 hours), or the 
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definition of sepsis used for patient inclusion. The AUCroc and specificity at the 24-hour 

prediction horizon were comparable to similar models.[23]

We employed domain adaptation to improve generalizability of our predictive algorithm. 

Domain adaptation, the process by which learning a new task is improved through 

knowledge transfer from a related task,[24] allowed us to optimize prediction of vasopressor 

use among septic patients at a remote location from the development site. Under normal 

circumstances (without retraining), the model parameters (weights) for the development 

site would be applied to the validation site. Instead, we reserved data from the validation 

site to retrain AISE2, beginning with feature weights it learned from the development 

site. (Figure 1) There was a small expected decrease in all metrics of performance during 

external validation without retraining. By contrast, AUCroc, specificity and PPV based on 

model performance at the validation site after applying domain adaptation were similar to 

performance metrics taken from the development site. (Figure 2 & Table 1)

The context in which domain adaptation was applied made it appropriately suited for the 

task. Sepsis patients are a heterogenous group and are subject to varying inflammatory 

host responses to infection, and varying degrees of organ dysfunction. While the top three 

most important features remained the same in the development and validation sites, there 

were some differences with ranking of other features. White blood cell count was ranked 

higher in the development site than the validation site, suggesting a difference in the 

inflammatory milieu. (Supplemental Table 4) Furthermore, patients who did not require 

vasopressors had a slightly lower SOFA score in the validation site compared with the 

development site. (Supplemental Table 2) Our two cohorts also exhibited some differences 

in missingness patterns. Systolic blood pressure, the most important feature predicting 

vasopressor use at both sites, was missing much more in the validation cohort compared 

to the development cohort (37.5 and 7.5%, respectively), likely due to differences in blood 

pressure documentation protocols. This probably contributed to the degradation in model 

performance at the validation site prior to retraining. In spite of this, domain adaptation 

allowed us to optimize the model’s performance to account for differences in data collection 

at the validation site.

Our use of domain adaptation is a novel application of this machine learning approach, 

especially in the early prediction of critical illness. Others have attempted to improve 

generalizability of predictive algorithms by combining data from the development or source 

site with that of the target site during model retraining.[6, 25] However, this is an impractical 

approach due to patient privacy and data ownership concerns. The domain adaptation of 

AISE2 would tailor its parameters to each new site by adjusting model weights, without 

transfer of data. Shickel and colleagues [26] showed that domain adaptation increased 

performance of a model using EMR data to predict hospital discharge. However, this 

was in the context of a pilot study demonstrating the added benefit of multimodal sensor 

data in outcome prediction compared to EMR data alone. Unlike our domain adaptation 

approach, the goal was not to improve generalizability of the same model at a different 

site, on different patients under different conditions. Our approach is the first to use domain 

adaptation during external validation of a model that predicts evolving critical illness in an 

ICU population.
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Domain adaptation may also have practical implications for the deployment of our 

algorithm, particularly in a community hospital environment with a paucity of training data. 

Though we used 80% of data from the validation site for retraining, the model was able to 

maintain an AUCroc of 0.8 after retraining with as little as 30% of the total validation cohort 

(1500 patients). (Figure 3) A model trained on that number of patients at the validation site 

without prior training at a development site (i.e., “de novo” training) would have had an 

AUCroc of 0.72. Thus, domain adaptation would allow us to quickly deploy this model in 

settings that might not otherwise be able to accommodate due to limited data resources.

Despite its strengths, there were some limitations in this study. Our definition for sepsis used 

blood culture acquisition and antibiotic administration as a proxy for suspicion of infection, 

concurrent with evidence of organ failure. This approach may have included patients who 

did not develop sepsis and may have excluded true sepsis cases, but similar methods have 

been applied to sepsis studies using retrospective databases.[27] The outcome of interest was 

the initiation of vasopressor support, which was used as a surrogate for septic shock. It was 

not possible to predict septic shock as defined by sepsis-3[28] due to inconsistent lactate 

measurement near the time of vasopressor administration, and unreliable assessment of fluid 

administration. Still, the mortality of those who needed vasopressors was at least about 40% 

in the derivation and validation cohorts, and at least three-fold higher than the mortality 

in those who did not require vasopressors (Supplemental Table 2). Death and transfer to 

hospice was a competing risk to vasopressor use, but predicting vasopressor administration 

in these patients would still be relevant. Goals of care might be different if vasopressor 

support is preventable. Our dataset did not include information on the specific cause of 

sepsis. However, we included a mix of medical, surgical, and subspecialty ICUs, which 

should have provided some variation in infectious causes. EMR data may have been biased 

since many features were not missing at random; providers order more tests and check vital 

signs more frequently based on clinical concern. However, the model needed to be trained 

on this kind of “real world” data to be most effective in clinical practice. The reported 

PPVs were fairly low for AISE2, since an alert was only considered a true positive if first 

vasopressor use occurred within the predefined prediction window. The definition of “true” 

alerts could be refined to improve the PPV during real-time implementation, yet still retain 

clinical meaning. (See Appendix D for more details.)

CONCLUSIONS

We have retrospectively validated the use of a model to predict future vasopressor 

use among ICU patients with sepsis using commonly available clinical data from two 

hospital systems with different commercial EMR systems. Model retraining through domain 

adaptation allowed our model to achieve comparable performance between the source 

development site and a remote target validation site, despite differences in data sample 

frequency and potential differences in sepsis case mix. The model preserved its performance 

despite using small amounts of retraining data. This would accommodate model evaluation 

at a range of sites, including remote community hospitals and other health systems with 

limited data.
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Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1: Schematic diagram of domain adaptation*
*-The connections between each node in the AISE2 model are initially assigned random 

“weights” to determine model output. The model was trained on a sample of data from 

the development site (the training set), which updated the model weights (step 1). Before 

the model was applied to a remote external site, domain adaptation was used to refine the 

model weights using a sample of new training data from the remote (validation) site (step 2). 

Therefore, the model was customized for prediction at the validation site.
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Figure 2: Septic-associated vasopressor use prediction in the test set of the development site at 
different prediction windows*
*Confidence intervals for the AUCroc, specificity and PPV of each prediction window were 

calculated using bootstrapped resampling
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Figure 3: Contrasting the effect of training vs retraining (“domain adaptation”) on AISE2 
performance in the validation site*
*-Domain adaptation achieved superior performance using a relatively small training set at 

the target institution. The line with square points represents a model trained from scratch 

(randomly initialized weights) using 750, 1000, …, 4000 patients at the target institution 

(Hospital System B). The line with circular points represents a model fine-tuned on the 

target institution data using 750, 1000, …, 4000 patients used a model trained from a 

separate institution (Hospital System A). (All other hyperparameters were kept constant.) 

The domain adaptation approach achieved similar performance regardless of the size of 

retraining data from the target population
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Figure 4: Calibration plots*
*-Observations were binned into quantiles; each point represented an average of the 

observations in each quantile. Log-log scales were used for better visualization. The left

most plot shows the calibration plot of the model on the testing set of the development site. 

Due to the higher incidence of sepsis-associated vasopressor use at the validation site, the 

original model under-predicted the probability of that outcome at lower ranges of predicted 

risk (center plot). The fine-tuned model using domain adaptation (right-most plot) had better 

discrimination and calibration properties.
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Table 1:

Model performance at the validation site using 4-hour prediction windows, with and without retraining
a

No retraining Domain adaptation
b

AUCroc 0.77 [0.76, 0.78] 0.81 [0.80, 0.81] %

Specificity
c 49.9 [49.5 50.7] % 59.7 [58.9 62.5] %

PPV
c,d 7.3 [7.1, 7.4] % 8.9 [8.5, 9.4] %

Accuracy 51.5 [51.0, 52.2] % 60.8 [60.0, 63.4] %

Workup detection index 13.7 [13.5, 14.1] 11.2 [10.6, 11.8]

AUCroc=Area under the receiver operator curve; PPV=positive predictive value

a-
All performance metrics are reported for a prediction window of four hours. Confidence intervals are also reported, after bootstrapping. False 

negative labels were defined as instances in which patients are assigned a risk score <0.35, but they required vasopressors within 4 hours. False 
positive labels were instances in which patients were assigned a risk score of >0.35, but they did not require vasopressors within 4 hours. The 
p-values were <0.01 for all comparisons between each performance metric associated with retraining and no retraining.

b-
Domain adaptation involved fine-tuning; training started from the model coefficient values derived at the development site, with 20 iterations of 

gradient descent to optimize model performance

c-
Sensitivity was held constant at 85%

d-
A label was deemed a true positive if and only if vasopressor use occurred within 4 hours, regardless of vasopressor use thereafter
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