
DATA RESOURCES

Pneumothoraces, acute rib fractures, and the placement 
of devices such as intercostal chest tubes are often con-

firmed by using a chest radiograph. However, increasing 
demands on imaging departments can result in consider-
able delays in reporting on chest radiographs (1,2), there-
by increasing the risk of patient care being compromised. 
Artificial intelligence (AI) is an emerging technology with 
many potential applications for radiology, such as identi-
fying life-threatening features on chest radiographs (3,4), 
improving reporting quality (5), and triaging concerning 
images for prompt reporting (6,7). A significant bottle-
neck in this field of research is in the development of 
large, well-annotated datasets of images to train and test 
AI algorithms, as this carries a significant time and labor 
cost (8). The current study outlines the process for cura-
tion of the first large pneumothorax segmentation dataset 
in a New Zealand population. This dataset could be used 
by the machine learning community to develop various 
computer vision deep learning models for use on adult 
chest radiographs.

Methods
This project has been approved by the University of Otago 
Human Ethics Committee, which waived individual pa-
tient informed consent because of the low-risk nature of 
the study and the use of anonymized data.

Image Collection and De-Identification
A total of 295 613 chest radiographs from the Dunedin 
Hospital picture archiving and communication system, 
in Digital Imaging and Communications in Medicine 
(DICOM) format, and their radiology reports were ret-
rospectively acquired between January 2010 and April 
2020 and were exported onto dedicated research worksta-
tions. Inclusion in the final dataset required the images to 
be frontal chest radiographs (including bedside images) 
from patients over 16 years of age. Exclusion criteria 
are listed in Figure 1. The image metadata and reports 

were de-identified by using algorithm-based tools (9,10), 
which removed any protected health information to sat-
isfy New Zealand Ministry of Health standards (11). Fur-
ther details of the anonymization process are provided in 
Appendix E1 (supplement).

The images at their original size and their correspond-
ing radiology reports were uploaded by using a command 
line client-library interface onto MD.ai (12), a Health 
Insurance Portability and Accountability Act–compliant, 
commercial, cloud-based image annotation platform.

Annotation team structure.— A team of 35 doctors were 
separated into three tiers to coordinate the varying lev-
els of pneumothorax chest radiograph reading compe-
tencies more efficiently. Tier 1 included junior doctors 
(1–5 years of postgraduate medical experience). Tier 2 
included experienced junior doctors who had annotat-
ed at least 1000 images in the initial 4 weeks and had 
endorsement from a tier 3 member. Tier 3 annotators 
included Royal Australian and New Zealand College of 
Radiologists radiology consultants (tier 3A; A.F., B.W., 
and S.B., all with 15 years of experience, C.S., with 2 
years of experience, and G.P.T., with 1 year of experi-
ence) and a 3rd-year radiology trainee (tier 3B; S.F.) 
after 5000 images had been annotated with consultant 
endorsement. All tier 2 and tier 3 annotators obtained 
a score of 100% on a 73-image practice test set, with 
multiple attempts being allowed prior to participation 
(Table 1). Tier 3A annotators’ consensus opinions were 
used as the correct answers for this set.

Annotation process.— Fourteen labels were created on 
the MD.ai platform to facilitate image categorization and 
annotation; a detailed description of each label is pro-
vided in Table 2, and an example of an annotated image 
is provided in Figure 2. A text analysis–based algorithm 
(13) detected and identified the context for a range of 
synonyms and abbreviations for “pneumothorax” in each 
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annotator were passed on to another tier 3A member. If opin-
ions differed, the image was labeled as “adjudication needed.” 
A thoracic radiologist (B.W., 15 years of consultant radiology 
experience) provided the final opinion, and the image was given 
a “ground truth” label (Fig 3).

Quality Assurance
Following initial annotation, a validation process was under-
taken by a smaller team of six members from each tier. They 
reviewed every image with the “ground truth” label. Any errors 
underwent the same process outlined in the annotation pro-
cess. Attention was paid to any images or reports with the “re-
ports anonymization alert” or “DICOM anonymization alert” 
labels, ensuring the quality of anonymization by removing any 
remaining protected health information.

Data Postprocessing
After validation, all annotations were exported to the dedi-
cated research workstation and filtered to include those with a 
“ground truth” label and to remove those with an “excluded” 
label. These DICOM images, along with their segmented an-
notations, were resized to a pixel dimension of 1024 3 1024.

File names of the images in the dataset containing images’ 
date of acquisition were anonymized consistently and irrevers-
ibly by translating them into future dates, with the temporal re-
lationship between the images being preserved.

Results

Image Annotation
A total of 295 613 images from the Dunedin Hospital picture 
archiving and communication system were uploaded onto the 
MD.ai platform. “Ground truth”  labels were placed on 26 798 
images by six tier 3 members. A total of 7481 images were 
labeled as “excluded,” as per the study exclusion criteria, and a 
further 80 were excluded, as they lacked clear “pneumothorax” 
or “no pneumothorax” labels, which was most likely due to 
human error. After these exclusions, there were 19 237 images 
in the final Chest x-ray Anonymised New Zealand Dataset in 
Dunedin–Pneumothorax (CANDID-PTX) dataset (Fig 1). A 
total of 658 of these were labeled with “reports anonymization 
alert” and had their remaining protected health information 
manually removed from their corresponding reports.

The CANDID-PTX dataset contains 3561 pneumothorax 
segmentation annotations placed on 3196 pneumothorax-pos-
itive images (of which 914 were also labeled “unsure positive”), 
and 16 041 pneumothorax-negative images. A total of 973 acute 
rib fractures were labeled on 335 images with bounding boxes. 
A total of 1589 chest tubes were labeled on 1423 images with 
freeform line markings.

Dataset Characteristics
The 19 237-image CANDID-PTX dataset contains 10 278 im-
ages obtained from male patients and 8929 images obtained 
from female patients. The remaining 30 images had no informa-
tion on sex when extraction from the original DICOM meta-

Abbreviations
AI = artificial intelligence, CANDID-PTX = Chest x-ray Ano-
nymised New Zealand Dataset in Dunedin–Pneumothorax, 
DICOM = Digital Imaging and Communications in Medicine

Summary
This large chest radiograph dataset has segmented annotations for 
pneumothoraces, acute rib fractures, and intercostal chest tubes. The 
dataset, which can be used to train and test machine learning algo-
rithms in the identification of these features on chest radiographs, 
can be found by searching DOI: 10.17608/k6.auckland.14173982.

Key Points
	n The current study outlines the curation of a dataset of 19 237 chest 

radiographs with segmented annotations for pneumothoraces, 
acute rib fractures, and intercostal chest tubes. Ground truth labels 
were assigned for each image after being reviewed by multiple phy-
sicians and/or radiologists.

	n Corresponding anonymized, free-text radiology reports were in-
cluded with the images. The temporal relationship between images 
of the same patient has been preserved.

	n The dataset includes a 1:5 positive-to-negative pneumothorax 
ratio.

Keywords
Conventional Radiography, Thorax, Trauma, Ribs, Catheters, Seg-
mentation, Diagnosis, Classification, Supervised Learning, Machine 
Learning

report to give the corresponding image a preliminary classi-
fication as pneumothorax-positive or pneumothorax-negative. 
All preliminary positive cases were reviewed by team members, 
along with approximately five times the number of preliminary 
negative cases.

Tier 1 and/or tier 2 members performed the first read and ap-
plied the appropriate labels (Table 2) regarding the presence and 
location of pneumothoraces, acute rib fractures, and chest tubes. 
Pneumothorax as diagnosed by using chest radiographs was de-
fined as the presence of a visceral pleural lining visibly separate 
from the chest wall, as per the RadLex® (14) RID5352 defini-
tion. This included cases of tension pneumothorax but did not 
include cases that only demonstrated supine signs of pneumo-
thorax such as the “deep sulcus sign.” Chest tubes were defined 
as any intercostal thoracostomy tube inserted into the pleural 
space to drain air or fluid as per the RadLex (14) RID5573 defi-
nition, and an acute rib fracture was defined as any rib with cor-
tical disruption visible on a chest radiograph without evidence of 
healing such as callus formation.

Additionally, images fitting the exclusion criteria were labeled 
“excluded,” and those with remaining protected health informa-
tion were labeled “reports anonymization alert” or “DICOM 
anonymization alert” for subsequent manual review and de-
identification. Cases with a clear diagnosis of a pneumothorax 
or not were labeled as “pneumothorax” or “no pneumothorax,” 
respectively. These required review by a tier 3B annotator, whose 
opinion and labeling were considered final. Cases in which the 
pneumothorax had been difficult to appreciate were given the la-
bels of “pneumothorax” and “unsure positive” (defined as in Ta-
ble 2). They required review by a tier 3A member, whose opinion 
was considered final. Cases that were still difficult for a tier 3A 
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Figure 1:  Curation process and final characteristics of the Chest x-ray Anonymised New Zealand Dataset in Dunedin–Pneumothorax (CANDID-PTX) dataset. A total 
of 295 613 chest radiographs (CXRs) were imported from the Dunedin Hospital picture archiving and communication system (PACS). A total of 26 798 of these images 
were reviewed by a tier 3 annotator (either a consultant radiologist or registrar) as per the study method; 7481 of these were subsequently excluded as per the exclusion 
criteria listed, and a further 80 were excluded because they lacked the appropriate “pneumothorax” or “no pneumothorax” labels. The remaining 19 237 images comprise 
the final dataset, with the numbers of pneumothorax, acute rib fracture, and chest tube annotations being displayed in the figure. Some images contained multiple regions of 
visible pneumothorax, or multiple fractures or tubes, which were also expressed in the figure.

Table 1: Summary of Annotation Personnel

Tier of Annotator Initials or Group Experience
Images Annotated Included in 
Final Dataset

3A A.F. 15 years as radiology consultant 208
3A B.W. 15 years as radiology consultant 339
3A S.B. 15 years as radiology consultant 396
3A C.S. 2 years as radiology consultant 166
3A G.P.T. 1 year as radiology consultant 284
3B S.F. 3rd-year radiology trainee with 

  consultant-endorsed experience 
  annotating 5000 images

17 844

2 Eight annotators Varied 19 167
1 21 annotators Varied 3694

Note.—This table includes the initials of the tier 3 annotators, their level of experience, and the number of images in the final 
dataset that were annotated by each tier 3 annotator and includes the number of annotators and the number of images anno-
tated by each group for tiers 1 and 2.
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Table 2: Summary Table of Labels Used for Annotation

Label Name
Who Can Place 
Label Description Explanation

No. of Each Label 
in Final Dataset

Precursory 
labels

NLP_PTX Report-based 
  clas-
sification 
algorithm

Global image 
label

A precursory label placed to indicate that the 
report-based classification algorithm has classi-
fied the image as being pneumothorax-positive

3303

NLP_NO_PTX Report-based 
  clas-
sification 
algorithm

Global image 
label

A precursory label placed to indicate that the 
report-based classification algorithm has classi-
fied the image as being pneumothorax-negative

15 908

Annotator-
related 
  labels

Seen by a tier 1 
labeler

Tier 1 annotator Global image 
label

Indicates an image that has been reviewed by a tier 
1 annotator

3694

Seen by a tier 2 
labeler

Tier 2 annotator Global image 
label

Indicates an image that has been reviewed by a tier 
2 annotator

19 167

Adjudication 
needed

Tier 3 annotator Global image 
label

Indicates an image that requires review by an ad-
ditional tier 3 annotator

29

Ground truth Tier 3 annotator Global image 
label

Indicates that an image has been reviewed by a tier 
3 annotator, is considered the ground truth, and 
is ready for inclusion into the final dataset

19 237

Image 
feature 
  labels

Pneumothorax, 
RID5352*

Any annotator Freeform region 
of interest 
  segment with 
unlimited 
  control 
points

Outlines the space between pleural lines indicating 
a region of pneumothorax

3196 (3561 seg-
ment 
  annota-
tions)

No pneumotho-
rax

Any annotator Global image 
label

Indicates an image that does not have a pneumo-
thorax

16 041

Unsure positive 
case

Any annotator Global image 
label

Indicates a pneumothorax-positive image in which 
the pneumothorax fits the following criteria: 
pleural lining not seen in its entirety, significant 
overlapping structures like medical devices, 
overlapping surgical emphysema, hydropneu-
mothorax, and small pneumothorax not easily 
appreciated

914

Chest tube, 
RID5573*

Any annotator Freeform line 
marker with 
  unlimited 
control points

Indicates the location of an intercostal chest tube 1423 (1589 line 
  annota-
tions)

Acute rib frac-
ture

Any annotator Bounding box 
marker

Indicates the location of a single acute rib fracture 335 images (973 
bounding 
  box annota-
tions)

Miscella-
neous

Excluded Any annotator Global image 
label

Image that fits the exclusion criteria 7481 images 
excluded

Reports anony-
mization 
  alert

Any annotator Global examina-
tion label

Radiology report of an image that contains PHI 
not removed by the de-identification tool

658

DICOM anony-
mization 
  alert

Any annotator Global examina-
tion label

Image for which the DICOM metadata contains 
PHI

0

Note.—This table details each annotation that was used, with corresponding information about which annotators are authorized to place 
each label, a description of the nature of each label, an explanation of what each label indicates (including the criteria of an “unsure posi-
tive” case), and the numbers of each label placed that were included in the final dataset. DICOM = Digital Imaging and Communications 
in Medicine, NLP_NO_PTX = natural language processing–determined pneumothorax absence, NLP_PTX = natural language process-
ing–determined pneumothorax presence, PHI = protected health information.
*Refers to the RadLex identifiers for pneumothorax and chest tubes, respectively.
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of appropriate size (15) for use by machine learning algorithms 
featuring pneumothorax segmentation annotations, acute rib 
fracture bounding box annotations, and intercostal chest tube 
line annotations.

This dataset adds to the existing repository (16) on which 
AI algorithms can be trained and evaluated, allowing research-
ers to develop algorithms with better classification and segmen-
tation performance and improving algorithm generalizability 
across datasets. In the future, this may allow AI to play a role in 
clinical practice by aiding in areas of diagnosis, reporting quality 

data was attempted. The mean age of the patients was 60.1 years 
(standard deviation, 20.1 years; range, 16–101 years). A total of 
13 550, 5669, and 15 of the images were acquired on x-ray ma-
chines manufactured by Philips, GE Healthcare, and Kodak, re-
spectively, and three images did not have x-ray machine informa-
tion. Further results are provided in Appendix E1 (supplement).

Discussion
This study outlined the curation of a dataset of 19 237 images. 
It is publicly available, anonymized, adequately prepared, and 

Figure 2:   Annotation platform interface and example annotations. This image shows a chest radiograph that has segmented annotations of a 
right apical pneumothorax, a single acute rib fracture, and one intercostal chest tube. It also features the image’s fully anonymized Digital Imaging 
and Communications in Medicine metadata and radiology report. The “NLP_PTX” label indicates that the report-based classification algorithm gives 
this image a preliminary “pneumothorax-positive” classification. There are also global image-level annotations indicating that this image has been 
reviewed by both a tier 2 annotator and a tier 3 annotator. NLP_PTX = natural language processing–determined pneumothorax presence.

Figure 3:  Workflow diagram of the annotation process for producing the ground truth. For pneumothorax annotations, images were first given a preliminary positive 
or negative classification by an algorithm that employed text analysis of images’ radiology reports. All preliminary positive images and five times this number of preliminary 
negative images randomly selected from each year were then presented to the annotators. These images were first read by tier 1 and/or tier 2 annotators and were 
then passed on to the appropriate tier 3 annotator, depending on whether the image was clearly pneumothorax-positive or pneumothorax-negative (the image was then 
reviewed by a tier 3B annotator [radiology registrar]) or on whether the image fit the criteria of “unsure positive” (the image was then reviewed by a tier 3A annotator [ra-
diology consultant]). Images that met the exclusion criteria were tagged as such. When a tier 3 annotator was not confident, the image was then referred for adjudication 
by a thoracic radiologist (who also served as a tier 3A annotator). Once the appropriate tier 3 annotator had given their ground truth opinion, each image went through a 
quality validation process, whereby it was manually reviewed to ensure the quality of annotation and anonymization. The result of this validation process was considered the 
ground truth as expressed in the final public dataset. Annotators, when reading images at all stages of this process, also marked images as being positive or negative for rib 
fractures and chest tubes, with higher-tier annotators being able to overrule lower-tier annotators when they deemed appropriate.

http://radiology-ai.rsna.org
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assurance, and image triaging (3–7). The inclusion of each im-
age’s anonymized radiology report also allows researchers to per-
form text-based machine learning to correlate findings stated in 
the reports with findings annotated in the images. The inclusion 
of rib fractures and chest tubes allows researchers to perform 
interpretability studies on pneumothorax classification and seg-
mentation with reference to these confounding factors.

This project’s three-tiered annotation team structure with 
subsequent validation required each image to be read by at least 
three members with differing experience levels. This was an ef-
ficient way to annotate a substantial number of images and es-
tablish a reliable ground truth.

One limitation of the CANDID-PTX dataset is that all im-
ages were obtained from a single institution. This reduces the 
heterogeneity of the patient demographics and technical image 
characteristics included in the dataset, which may reduce the 
generalizability of AI algorithms trained and tested on this data-
set alone. Another limitation is the lack of CT confirmation of 
pneumothoraces when determining the ground truth. Adding 
this standard would have severely limited the size of the dataset. 
In addition, a CT examination is not required in routine clinical 
practice, as most pneumothoraces are diagnosed and managed 
according to radiographic findings alone.

Conclusion
The development of robust AI algorithms requires large, ac-
curately annotated datasets. This study outlines the curation 
of a publicly available CANDID-PTX dataset with segmented 
annotations for pneumothoraces, chest tubes, and rib fractures 
that is ready for use by AI algorithms.

To access the dataset, an online ethics course and a data use 
agreement are both required to be completed and emailed to the 
corresponding author before a link to the dataset will be pro-
vided. Detailed instructions on this can be found by searching 
DOI: 10.17608/k6.auckland.14173982 in a digital object iden-
tifier search engine such as https://www.doi.org/.
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