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Increasingly, data scientists are training machine-learning (ML) models for diagnosis, 

treatment selection, and resource allocation. The U.S. Food and Drug Administration has 

given regulatory approval for some models to analyze data from X-ray, CT, MRI, ECG, 

and other sources. Therefore, ethical guidance is urgently needed along with standards and 

regulation, to ensure appropriate use of ML models in healthcare.

We believe that ML models have great potential to improve health outcomes, and technical 

models must be integrated with human judgment and ethical principles to lead to the best 

results. Bioethicists can make important contributions to teams developing and evaluating 

novel medical technologies including ML. However, with a deeper understanding of how 

ML models are created and used in an application, bioethicists can be a more effective voice 

at the table. In our earlier work we described how to integrate health equity considerations 

into the model development and deployment process (Rajkomar et al. 2018). Char et al. 

raise additional ethical considerations including audit-ability, informed consent of study 

participants, and accountability (Char et al. 2020). We briefly review the basics of ML 

and then highlight key opportunities for bioethicists to contribute to the development and 

deployment of ML models in healthcare applications.

A model is a mapping from input features of an example to an output prediction. During 

training the mapping of a model is learned by fitting its parameters so that its predictions are 

close to the correct output labels. We evaluate the model based on how close its predictions 

are to the labels of new examples. Various metrics capturing the performance exist, e.g. 

for binary prediction tasks in which the output takes only two values (true and false) we 

can compute the overall accuracy (the fraction of examples for which the model makes the 

correct prediction) or break it down to sensitivity (for what fraction of true examples the 

model correctly predicts true), and specificity (for what fraction of false examples the model 

correctly predicts false). We deploy the model and obtain predictions for examples for which 

we do not have labels.

For example, in a previous case study, the University of Chicago built a model to predict 

how likely a patient is to be discharged from the hospital within the next few days 
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(Rajkomar et al. 2018). They used historical data of patients with known discharge dates 

to train a model to make this prediction based on patient information from the electronic 

health record including demographic information. The model parameters were fitted so that 

the model’s predictions about how likely a patient is to be discharged soon were close to 1 

for patients who were actually discharged soon (i.e. positive example) and low probability 

for patients with longer stays (i.e. negative example). The data scientists assessed model 

performance using the area-under-the-receiver-operating-curve (au-roc) which measures the 

probability that the model will correctly assign a higher score to a random patient that is 

being discharged soon compared to a random patient whose stay extends (Fawcett 2006). 

They worked to improve this performance metric by carefully choosing and representing the 

input features.

Bioethicists can play an important role helping to steer the course of ML in healthcare. It 

starts with how to use ML in healthcare. To prioritize applications, it would be extremely 

helpful to obtain the ethicist’s perspective on questions such as: Given limited resources, 

what models should we build? Who is going to benefit from the application and how? These 

are important questions for those building models (e.g. academic researchers and industry 

data scientists), making deployment decisions (e.g. hospital systems) or funding research, 

and each of these stakeholders has multiple competing interests. Ethicists can work with 

data scientists who weigh in on the technical feasibility, clinicians who weigh in on the 

medical benefit and risk, and patients who weigh in with their preferences and values. While 

in practice any given stakeholder may consider and balance different factors, bioethicists are 

well-trained to ensure that the concerns of the broader population and society and different 

subgroups such as vulnerable and disempowered patients and communities are appropriately 

considered and addressed.

Next, comes data collection, model training, and evaluation. Bioethicists can assess these 

steps by working backwards from the goal of the application and its intended impact on 

the patients and the healthcare system. Currently, some data scientists focusing on model 

development may not fully understand the meaning of the data and their intended clinical 

impact. Similarly, healthcare providers may have limited technical understanding of the 

model development. Hence a multi-disciplinary effort is needed.

We can consider equal health outcomes as an option for distributive justice (Rajkomar et 

al. 2018). Working backwards from equal health outcomes, we seek to identify performance 

metrics that can help achieve those outcomes. If these performance metrics point to stark 

differences across groups, we may want to revise the model at this early stage to strive 

toward a more equal benefit across groups. In fact, we can use algorithmic fairness tools 

to create models with comparable performance (e.g. sensitivity and/or specificity) across 

groups (Agarwal et al. 2018; Hardt et al. 2016; Platt 1999; Woodworth et al. 2017; Zhang 

et al. 2018). The choice of the metric and the set of groups, however, still require human 

judgment.

While Char et al. posit that an equitable application provides “equivalent levels of accuracy 

… across groups,” they urge us to not limit ethical considerations to algorithmic fairness 

(Char et al. 2020). We agree and in our article we outlined various scenarios in which 
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we may observe unequal outcomes despite achieving equal model performance through 

these tools (Rajkomar et al. 2018). We therefore correct Char et al.’s mischaracterization of 

our article to “pursue an ideal of algorithmic fairness.” Algorithmic fairness tools cannot 

correct many biases including a biased access to an application or the informed mistrust 

of patients from a group that has been historically exploited (e.g. through experimentation 

or sterilization without consent). We firmly believe that identifying and correcting biases 

should be considered to advance distributive justice. Char et al caution that we “risk 

introducing a complex set of unintended biases in attempts to correct the initial bias.” This 

is why we prioritize equal outcomes through clinical trials in which we can also test the 

effectiveness of the algorithmic fairness tools and their impact on outcomes. It is critical to 

monitor outcomes during the deployment of a model. We also believe that human judgment 

is needed to determine which biases, performance metrics, and outcomes are of importance 

for a given application.

For example, the stated goal of the University of Chicago application was to reduce 

unnecessary length-of-stay. The hope was that by using a model to identify patients who 

would be discharged soon, case management resources could be assigned to them to avoid 

unnecessary delays. During a review of the model with collaborators from the University 

of Chicago Medicine’s Diversity and Equity Committee, team members pointed out the 

important different goal of equitable distribution of the case management resources. By 

raising this concern, the team prevented a model deployment which would have diverted 

case management resources away from African Americans with greater medical and social 

needs who had longer stays.

Notably, this example is not about whether the au-roc metric indicated similar performance 

across groups. The more important question was identified by understanding the impact 

of the model’s predictions on patients. The consideration of an equitable distribution of 

resources was not captured in the au-roc metric nor the original priority of reducing length-

of-stays. An additional concern not captured by the original model was patient preferences: 

Do some patients feel rushed out of the hospital too early through the algorithm and 

mobilization of case management services?

Bioethicists can help navigate tradeoffs in the development and deployment of ML 

applications. Should we use algorithmic fairness tools that equalize model performance 

across groups in cases when they reduce the performance for at least one group? Should 

we launch an application when we demonstrate that each group benefits even if overall 

the application widens disparities by benefitting one group more than another? Char et al. 

recommend requiring models to have a transparent “explainable architecture.” But what if 

more complicated “black box” models achieve both higher accuracy overall and a more 

equitable allocation across groups (Kleinberg and Mullainathan 2019)?

We call for bioethicists to collaborate with companies and data scientists to develop models 

and with healthcare systems to deploy and monitor them. It will be important to share 

findings through case studies, reports, and articles. These studies can be the foundation for 

refined practical guidelines and standards paving the way for regulations and legislation to 

make sure that all patients benefit from ML applications in healthcare.
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