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Abstract
Artificial Intelligence chatbots allow interactive dialogue-driven teaching of medical sciences. Open-source tools allow 
educators to adapt existing technology to create intelligent learning systems. We utilised an open-source machine learning 
architecture and fine-tuned it with a customised database to train an AI dialogue system to teach medical students anatomy.
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Report

Medical educators know and love in-depth individual con-
versations with students as a form of learning [1]. From 
the pedagogical standpoint they allow real-time feedback, 
assessment of initial starting point for students, correction 
of errors and identification of misconceptions. The limit-
ing factor of student–teacher conversations is often one of 
numbers—there simply are not enough teachers, particu-
larly in large cohorts such as medical students. Artificial 
intelligence (AI) agents conversing through dialogue sys-
tems offer a way to capture this prized pedagogy and make 
it scalable for each and every student.

Conversational AI technology can seem daunting but 
developments in recent years mean that it may be more 
accessible than some educators might believe. There has 
been a propagation of open-source AI tools which research-
ers can use as a basis for intelligent systems. One such prod-
uct produced by Google’s DeepMind research centre is the 
‘Bidirectional Encoder Representations from Transformers’, 
known affectionately as BERT [2]. It is a machine learning 
architecture usually used for natural language processing—
a field which examines computer-based understanding of 

human language. A model based on BERT or its variants 
and trained on millions of books and articles can be used 
in summarisation, question and answering and other tasks 
that require contextual representation and understanding of 
language.

BERT may be capable of general language tasks but 
medical subjects such as human anatomy are a language 
unto themselves. Not only does the discipline use its own 
archaic Latin and Greek-derived nomenclature but also it 
has a complex manner of describing the three-dimensional 
relationships between structures, as well as myriad clini-
cal implications. In its original form BERT certainly cannot 
teach human anatomy; it does not know enough about it, or 
indeed how to talk about it.

Therefore, we used this open-source architecture as a 
base and fine-tuned it with a customised database to bet-
ter understand both the language and the context of human 
anatomy. This has allowed us to build a system which can 
have meaningful educational conversations with students 
and assist their learning of anatomy both in and out of the 
dissection laboratory.

To develop our system, entitled the Artificial Intelli-
gence Support System (AISS) chatbot, we used BERT with 
a question-answering head pre-trained with Stanford Ques-
tion Answering Dataset (SQuAD 2.0) [3]. We developed our 
training database centred on two primary sources: the UK 
Anatomical Society Anatomy Syllabus for Medical Gradu-
ates [4], which is a detailed consensus syllabus constructed 
by 39 anatomy teachers. This was cross-referenced with 
our institution’s own anatomy syllabus from the Chinese 
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University of Hong Kong (CUHK). We conducted the 
fine-tuning process in a machine-learning platform (Ten-
sorFlow, Google) to improve anatomy-orientated language 
tasks. Finally, we added a neural network module (RNN.
CNN Seq2seq) [5], which was a model trained specifically 
to generate complete sentences given the main context and 
sentiment, to facilitate more human-like output. These mul-
tiple different modules working together comprise one single 
AI system, resulting in the AISS chatbot.

The AISS chatbot allows a two-way conversation with stu-
dents, both answering their questions on the subject of anatomy 
and asking questions of them whilst providing instant feedback. 
Students have access to the algorithm through a web portal and 
converse with the chatbot in a manner similar to social media 
or messaging platforms with which they are familiar. Students 
are freely able to ask questions ranging from simple factual 
statements (what is the blood supply of…?) to clinical signifi-
cance and spacial relationships of structures. Our initial find-
ings are from a pilot study of 23 second-year medical students 
who engaged in a 1-hour session of educational conversation 
with our AI about upper limb anatomy. Participants responding 
to a pre-post survey noted increased self-reported confidence 
in anatomy knowledge from 2.10 to 3.84 on a Likert scale of 
5 following this session. In their qualitative feedback, students 
reported that they were more comfortable making mistakes con-
versing with the AI compared to conversations with human 
teachers. We also noted a high level of student engagement 
with the chatbot. These findings will be investigated further via 
a quantitative trial of learning impact and a qualitative study 
examining the learning processes of AI-human dialogue in 
anatomy education from the student perspective.

We believe that our system is a significant innovation in 
the field of autonomous AI agents for medical education. 
It is a system which can generate intelligent, educational 
conversations and has a vast range of responses to students 
engaging it with their own natural language. We hope that  

this innovation report encourages educators to consider build-
ing intelligent AI systems based on open-source resources for 
medical education.
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