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Abstract

In image classification applications, the most important thing is to obtain use-

ful features. Convolutional neural networks automatically learn the extracted

features during training. The classification process is carried out with the

obtained features. Therefore, obtaining successful features is critical to achiev-

ing high classification success. This article focuses on providing effective fea-

tures to enhance classification performance. For this purpose, the success of

the process of concatenating features in classification is taken as basis. At first,

the features acquired by feature transfer method are extracted from AlexNet,

Xception, NASNETLarge, and EfficientNet-B0 architectures, which are known

to be successful in classification problems. Concatenating the features results

in the creation of a new feature set. The method is completed by subjecting the

features to various classification algorithms. The proposed pipeline is applied

to the three datasets: “COVID-19 Image Dataset,” “COVID-19 Pneumonia Nor-

mal Chest X-ray (PA) Dataset,” and “COVID-19 Radiography Database” for

COVID-19 disease detection. The whole datasets contain three classes (normal,

COVID, and pneumonia). The best classification accuracies for the three

datasets are 98.8%, 95.9%, and 99.6%, respectively. Performance metrics are

given such as: sensitivity, precision, specificity, and F1-score values, as well.

Contribution of paper is as follows: COVID-19 disease is similar to other lung

infections. This situation makes diagnosis difficult. Furthermore, the virus's

rapid spread necessitates the need to detect cases as soon as possible. There

has been an increased curiosity in computer-aided deep learning models to

provide the requirements. The use of the proposed method will be beneficial

as it provides high accuracy.
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1 | INTRODUCTION

1.1 | Motivation

At the end of 2019, a new virus called SARS-CoV-2
(COVID-19) emerged.1 In the last decade, new Corona
viruses have posed a serious threat to human health. The
viruses named as (SARS)-CoV and (MERS)-CoV, which
were previously encountered as public health threats all
over the world, are also known as the previous outbreaks
of the corona virus.2 It has influenced the world. It was
declared as an urgent public health problem of interna-
tional concern by the World Health Organization on
January 30, 2020.3 In August and September 2020, it was
reported that the virus had mutated. Viruses can mutate
all the time. These may have little or no effect. But there
is a possibility that mutations will cause the virus to
spread faster. In the region where the new species was
found in the United Kingdom, it was observed that the
virus spread more rapidly than before. Subsequently,
the mutated virus was found in various countries of the
world.4

Different symptoms are seen in patients infected
with the virus. The most prevalent symptoms are dry
cough, high fever, and chills. Less prevalent symptoms
are headache, loss of smell, skin rash, and sore throat.5

For individuals with weak immunity and chronic ill-
ness, the virus is deadly. Considering the spread rate
and serious effects of the virus, it is vital that individ-
uals infected with the virus are detected early. The
most efficient method to control COVID-19, which is
transmitted by contact and droplets, is to ensure the
isolation and treatment of infected patients by early
detection.5

Diagnosis for patients suspected of infection can be
confirmed by many laboratory tests. Full genome sequenc-
ing and phylogenetic analysis on bronchoalveolar lavage
fluid can verify COVID-2019 infection. Some samples
(nasal secretions, blood, sputum, and bronchoalveolar
lavage) are taken from suspected patients and subjected to
COVID-19-specific serological and molecular tests. In
serological tests, enzyme-linked immunosorbent assay
(ELISA) or Western blot tests that identify particular
COVID-19 proteins are used. In molecular diagnosis, real
time transcriptase polymerase chain reaction (RT-PCR) or
Northern blot hybridization is used. Furthermore, viral
antigens found in clinical samples are detected using the
direct immunofluorescence assay (IFA). The gold standard
used for diagnosis is the PCR test. It is suggested that
nucleic acid tests reach an accuracy of only 30%–50%.6

The limitations and quality of laboratory tests in the
infected area require alternative diagnostic methods.

Recent research has shown that tools such as com-
puted tomography (CT) and X-ray contain important
information about the COVID-19 virus and can be uti-
lized as an other diagnostic method.7 Chest X-ray stands
out because of its faster imaging time, low cost, and por-
tability. One of the most common and effective methods
used by researchers for the diagnosis of the disease is
chest X-ray images.8,9 However, radiology specialist and
time are required to examine the images. This situation is
challenging in pandemic conditions. Therefore, as an
alternative, automatic, speed screening methods based on
artificial intelligence are useful for early diagnosis and to
alleviate the workload of medical staff in the field.

1.2 | Literature review

Deep learning is commonly utilized in the medical field.
It has been applied in a number of fields, including
Breast cancer classification,10,11 skin cancer
classification,12 anomaly detection,13 brain tumor
detection,14,15 and lung cancer detection.16,17 Deep learn-
ing is also being used in COVID-19 identification
research.18–20 Various methodologies are suggested,
including classification, segmentation, and detection
methods.

Verma et al.21 performed predictive analysis to verify
the COVID-19 positive case using the long short-term
memory (LSTM). In Ref. [22] a deep learning assisted
automated technique utilizing X-ray images for early
detection of COVID-19 is proposed. Eight pre-trained con-
volutional neural network (CNN) architectures were eval-
uated. The best performance was achieved with ResNet-
34 with an accuracy of 98.33%. Xu et al.23 aimed to differ-
entiate COVID-19, IAVP, and healthy individuals through
pulmonary CT images utilizing deep learning methods.
The study provided an accuracy of 86.7%. Hemdan et al.24

used images of 25 positive cases to distinguish COVID-19
from X-ray images. It includes seven different training
frameworks such as Covidxnet, ResNet, and GoogleNet.
The highest accuracy was achieved with vgg19 as 90%. In
Ref. [25], 217 images were used for training and inception
migration–learning model was used to create the algo-
rithm. The method obtained an accuracy of 82.9%.

In Song et al.26 chest CT scans were collected from
hospitals of two provinces in China, diagnosed with
COVID-19, infected with bacterial pneumonia and
healthy persons. Based on the dataset collected, a deep
learning-based diagnostic system was implemented to
identify COVID-19 patients. The model was able to dis-
tinguish patients infected with COVID-19 with an AUC
value of 0.95. In the study, ground glass image
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localization in the lung was also made. A weakly super-
vised deep learning technique for detecting and classify-
ing COVID-19 disease from CT images was suggested in
Ref. [27]. He et al.28 created a public dataset containing
the CT scan positive for COVID-19. To reduce the risk of
over-compliance, a Self-Trans approach that integrates
contrast-enhanced self-trans learning with transfer learn-
ing has been proposed. The proposed Self-Trans approach
reached an F1-score of 0.85 and an AUC of 0.94 in the
diagnosis of COVID-19. A fully automated deep learning
method for COVID-19 diagnosis and prognostic analysis
by CT was proposed by Wang et al.29 In four external val-
idation sets, the deep learning system performed well in
classifying COVID-19 from other pneumonia and viral
pneumonia.

In Ref. [30], convolutional CapsNet has been
suggested for the classification of COVID-19 infection uti-
lizing capsule networks and chest X-ray images. The pro-
posed strategy is intended to provide diagnosis for binary
and multiclass COVID-19 diseases. The recommended
method's accuracy for binary and multiclass classifica-
tions was 97.24% and 84.22%, respectively. Ozturk et al.31

made COVID classification from X-ray images using the
modified darknet architecture. Authors obtained an accu-
racy of 87.02%. The Fourier–Bessel series expansion-
based dyadic decomposition (FBD) approach for image
decomposition was introduced by the authors in Ref.
[32]. In the method, the subband images obtained with
FBD are given to the pre-trained resnet50 network. Using
procedures, deep features from each CNN are combined.
The softmax classifier is then fed the community CNN
features. The overall accuracy of the model is 98.6%.

Hussain et al.33 suggested a 22 layer CNN structure,
which has been used for 2, 3, and 4 class classification
using X-ray images. They obtained an accuracy of 99.1%,
94.2%, and 91.2%, respectively. In Ref. [34], different
learning rates have been tried to eliminate the overfitting
problem. In addition, it has been proposed to use the
transfer learning method and the two-layer CNN com-
munity to identify COVID-19 images. They provided an
accuracy of 90.45%. Yıldırım et al.35 made a COVID-19
classification from X-ray images with the method they
created by increasing the number of layers of the
ResNet50 structure. The technique illustrated an accu-
racy of 96.30%.

Most of the studies reported in the literature have
achieved high accuracy in binary classification for diag-
nosing COVID-19. However, the success rate in multiple
classification could not reach a high accuracy value in the
relevant datasets. It is important to make more accurate
multiple classifications in order to differentiate COVID-
19 disease from other lung diseases. The study focuses on
this subject and works with three-class datasets. The

proposed method achieved high accuracy rates for three-
class classification. In addition, the proposed method is
also efficient in terms of computation time.

1.3 | Contributions of the paper

The aim of this study is to design and evaluate a concate-
nate based method for automated detection of COVID-19
disease using chest X-ray images. In our study, three
COVID-19 X-ray image datasets are examined. In the study,
multiclass (COVID, normal, and pneumonia) classification
is carried out with proposed method. Simple block diagram
of the proposed pipeline is represented in Figure 1.

In the proposed method, firstly, the feature transfer
method is concatenated with features from Alexnet,36

Xception,37 NASNetLarge,38 and EfficientNet-B039 archi-
tectures. The feature sets obtained are given to SVM,
LDA, KNN, NB, and DT algorithms. Considering the
experimental results, it is seen that the method will be
useful in detecting COVID-19. The article's contributions
can be listed as follows:

• We recommend feature concatenation for detection of
COVID-19 based on the feature transfer method.

• We select the most appropriate classifier by performing
the classification step with traditional machine learn-
ing algorithms.

• We obtain high classification accuracies on three dif-
ferent datasets containing X-ray images.

• Experiments with datasets consisting of three classes
demonstrate that the proposed method is useful in the
detection of COVID-19 disease.

• The proposed method contributes to the literature by
delivering high accuracy and efficiency for multiclass
classification.

1.4 | Organization of paper

The study is organized as follows: Section 2 gives the
technical background, which consist of the datasets,
CNN architectures, and classification methods. The

FIGURE 1 Simple block diagram of the proposed pipeline
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proposed approach is detailed in Section 3. The experi-
mental results are presented in Section 4. Section 5 gives
a discussion and conclusion of the article.

2 | TECHNICAL BACKGROUND

This section explains the dataset used in training and val-
idation processes, CNN utilized for feature extraction,
and traditional machine learning methods used in the
classification step. Technical background knowledge is
required to understand and apply the proposed method.

2.1 | Datasets

The aim of the study is to contribute to the improvement
of COVID-19 diagnosis by using datasets containing X-
ray images. It has been studied with three different
datasets. The first of these is the COVID-19 Image
Dataset published by the University of Montreal.40 The
second is the COVID-19 Radiography Database, created
in collaboration with a research team from the University
of Qatar, Doha, Qatar and the University of Dhaka,
Bangladesh, with collaborators in Pakistan and
Malaysia.41,42 Another is COVID-19 Pneumonia Normal
Chest X-ray (PA) Dataset.43 The datasets we use consist
of three classes. The number of images they contain is
different from each other. The classes and the number of
images included in the datasets used in training and vali-
dation processes are given in Table 1.

Figure 2 demonstrates some sample images in the
datasets. The COVID-19 image dataset utilized in the
study contains the least number of images. COVID-19
Pneumonia Normal Chest X-ray (PA) Dataset is balanced
in that it contains an equal number of images for each
class. The other dataset we prefer is a large dataset and
consists of 15 153 images.

2.2 | CNN architectures and feature
transfer method

Transfer learning, the process of retraining a particular
model for a specific task, pre-trained in some datasets,
can be done in two ways. It is known as fine-tuning and
feature transfer. Feature transfer is the extraction of fea-
tures from any layer of the pretrained model.44 In the
study, extraction of features from AlexNet, Xception,
NasNet, and Efficient-b0 architectures was performed
using the feature transfer method. Each of these architec-
tures has achieved excellent results in the medical
field.45–49 In addition, other CNN models show successful
results in the medical field.8,18 Our aim is to achieve clas-
sification with high accuracy by combining features. For
this purpose, well-known pre-trained models were pre-
ferred, taking into account memory, time, and speed
factors.

Alexnet36 was proposed in the ImageNet Large Scale
Visual Recognition Challenge (ILSVRC) competition
organized in 2012 by Krizhevsky et al. AlexNet has dem-
onstrated superior success in the dataset to which it was
applied compared with other machine learning and com-
puter vision approaches that participated in the competi-
tion. Alexnet is made up of eight layers, with the first five
being convolutional and the last three being fully con-
nected layers. There are also “pooling” and “activation”
layers among these layers. The AlexNet architecture can
identify 1000 objects, and the object recognition error rate
has been reduced from 26.2% to 15.3%. With this situa-
tion, convolutional neural networks (CNN) have gotten a
lot of popularity. In the following years, many new archi-
tectures were proposed by improving the network struc-
ture. One of them, the Xception model,37 was proposed
by Chollet in 2017. The Xception model is based on
deeply separable layers of convolution. This model is a
modified extension of depthwise separable convolutions
with inception modules in the inception50 architecture. It
is a fully CNN architecture. A completely separable
hypothesis is the mapping of interchannel and spatial
correlations on the property maps of CNN. The architec-
ture that stands for “Extreme Inception” is called
Xception since this theory is a stronger version of the
Inception architecture's underlying hypothesis.

TABLE 1 Class names and number of images included in

datasets used in training and validation processes

Dataset name Class name
Number of
image

COVID-19 Image Dataset COVID 111

Normal 70

Viral
pneumonia

70

COVID-19 Pneumonia
Normal Chest X-ray (PA)
Dataset

COVID 1525

Normal 1525

Pneumonia 1525

COVID-19 Radiography
Database

COVID 3616

Normal 10 192

Viral
pneumonia

1345
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Neural Search Architecture Network (NASNET)38 was
proposed by Google Brain. NASNET's basic principles are
different from standard architectures such as AlexNet. The
general setup of NAS includes search space, search strat-
egy, and performance estimation components. The authors
recommend identifying a structural building block in a
small dataset and then converting it to a larger dataset.
They specifically search for the best convolutional layer or
cell in CIFAR-10, and then add that cell to ImageNet by
assembling more copies of it. With a smaller model size
and lower complexity, the NASNET model produces
cutting-edge performance. EfficientNet, another architec-
ture we use as backbone, was proposed by Tan and
Le. Unified scaling method was adopted to achieve better
performance. Before EfficientNet is proposed, researchers
are trying to scale the width, depth, and resolution of the
image to improve network performance. But how to bal-
ance all these dimensions is not defined. Based on this
observation, a new scaling method has been proposed that
equally scales all depth/width/resolution dimensions using
a composite coefficient. All EfficientNet models are scaled

from the basic EfficientNet-B0 using different composite
coefficients φ.39

2.3 | Classification methods

Hybrid architectures created by using traditional
machine learning techniques in the classification layer of
CNN architectures show high performance in classifica-
tion tasks.51,52 Therefore, in our method, classification
was carried out with traditional machine learning
methods. The methods of supervised machine learning
that we employ.

2.3.1 | Support vector machine

In machine learning, the support vector machine (SVM)
is a strong classifier. Each data item is plotted as a point
in m-dimensional space, where m is the number of attri-
butes that define the value of a given coordinate. Then

FIGURE 2 Sample images from used datasets
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the classification is made by finding the hyperplane used
to separate the classes.53 Multiple classification with SVM
is given in Figure 4. Here, each class pair is trained to
separate instances from one class in the other class. Blue,
orange, and green points, respectively, reflect the three
groups in Figure 3. The hyperplanes and their related
support vectors formed between the blue and orange clas-
ses, the orange and green classes, and the blue and green
classes, respectively, are used to create three binary clas-
sifiers to classify them. The test data sample is catego-
rized into the class that earned the most votes after being
classified by all three binary classifiers.54

2.3.2 | Linear discriminant analysis

Linear discriminant analysis (LDA) is a basic data analysis
method suggested by R. Fisher. The method's premise is to
define a lower dimensional subspace in comparison with
the original data sample size, where the original problem's
data points are “separable,” as seen in Figure 3B. The line
should be selected in such a way that the predicted sam-
ples are as separable as possible. One of the benefits of
LDA is that it can solve a generalized eigenvalue system to
find the solution. The original algorithm was optimized
for binary class problems, but there have been multiclass
generalizations suggested as well.55,56

2.3.3 | K nearest neighbor

K nearest neighbor (KNN) classifies unlabeled objects by
placing them to the class of the most similarly labeled

instances. The characteristics of the observations are col-
lected for both the training and the test dataset. The
KNN, which was proposed in 1970, has been used in
many applications since then. In the KNN algorithm, the
distance between the training and sample points is calcu-
lated, and the point with the shortest distance is referred
to as the nearest neighbor. It occurs in two stages in total.
In the first step, find the k training instances that are
nearest to the unknown instance. The next step is to
select the most common class for these k instances. KNN
algorithm is mainly utilized when all features are contin-
uous.57

2.3.4 | Decision tree

Decision tree (DT) is a type of inductive learning. The
aim is to create a model for the process that produces the
data for a given dataset. Training is controlled by a

FIGURE 4 A view of a decision tree diagram58

FIGURE 3 (A) SVM for three class classification, (B) The LDA's guiding principle. Two-dimensional data samples are projected into a

lower-dimensional space (line)
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consequence factor known as a target. Iterative binary
partitioning is a tool for increasing DTs. A node is a loca-
tion in a tree where an attribute is checked. The out-
comes of a test that leads to another node are called
branches. The root node, internal node, and leaf node are
the three types of nodes in the tree. The root node is at
the top of the tree, and the inner nodes are in between
leaf and end nodes. The purity of each node determines
whether the test is completed. A node is terminated when
it exceeds a predetermined degree of class purity. To clas-
sify a new case, a feature values are compared with the
decision tree. A path is taken from the root node to the
leaf node that contains the class prediction for that case.
Figure 4 portrays a schematic view of DT. The main task
of creating a DT is to locate a feature to be evaluated on
one node repeatedly and then branch to the other node.58

2.3.5 | Naïve Bayes

Naïve Bayes (NB) is an algorithm that uses Bayes' rule
and an assumption that attributes are conditionally inde-
pendent by class. Bayes' theorem connects the condi-
tional and marginal probabilities of two random events
in probability theory, and it is often used to measure pos-
terior probabilities provided observations. NB often pro-
vide competitive classification accuracy. It is often
preferred in applications due to its calculation efficiency
and many other desired properties.59 Bayes rule is given
in Equation (1).

P b aj Þ ¼ P bð ÞP a bj Þ=P að Þðð ð1Þ

NB is a form of Bayes Network Classifier based on the
Bayes rule with the assumption that the attributes are
conditionally independent with respect to the class. In
the equations below, ai is the ith attribute in a. Also, m is

the number of features, n is the number of classes, and ci
is the ith class.

P ajbð Þ¼
Ym

i¼1

P aijbð Þ ð2Þ

P að Þ¼
Yn

i¼1

P cið ÞP ajcið Þ: ð3Þ

3 | PROPOSED METHOD

Transfer learning approach is often used to adapt pre-
trained deep architectures to a new task. The transfer
learning method is applied in two ways. The first is the
fine-tuning method and the other is the feature transfer
method. The feature transfer approach was used in this
study. In the proposed method, the CNN architectures
Alexnet, Xception, NASNETLarge, and Efficientnet-B0
are used as backbones to classify COVID-19 images. In
the study, 1000 features are extracted from the last fully
connected layers of the models using the feature transfer
method. Then, the extracted features are combined to
create a new feature set (4000). In the last step of the pro-
posed method, feature sets are classified using traditional
machine learning algorithms. The classifier that achieves
the highest classification accuracy is selected. Figure 5
denotes a graphical abstract of the proposed method.

4 | EXPERIMENTAL RESULTS

To assess classification performance, a variety of metrics
are employed. The accuracy (ACC), sensitivity (SN), spec-
ificity (SP), precision (PREC), and F1-score parameters

FIGURE 5 Graphical abstract of proposed method
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were used to assess the models' efficiency. Formulas for
the calculation of success measurements are shown in
Table 2. The terms used here are True Positive (TP), True
Negative (TN), False Negative (FN), and False Positive
(FP). The value of 1 was chosen for the F1-score.60

TABLE 2 Formulas for calculating performance measures

ACC SN SP PREC F1-score

TPþTN
TPþTNþFPþFN

TP
TPþFN

TN
TNþFP

TP
TPþFP

1þβ2ð Þ PREC�SNð Þ
β2�PRECþSNð Þ

TABLE 3 Classification accuracy (%) of models according to the datasets to which they are applied

Dataset Features LDA SVM KNN DT NB

COVID-19 image Dataset AlexNet 90.8 89.6 86.1 80.9 89.2

EfficientNet-b0 94.4 94.4 92 80.9 89.2

NASNetLarge 89.2 93.2 87.3 78.9 83.7

Xception 80.5 89.2 87.6 80.5 85.3

COVID-19 Pneumonia Normal Chest X-ray (PA)
Dataset

AlexNet 93.4 93.2 89.8 84.2 84.9

EfficientNet-b0 94.7 93.9 91.8 84.1 87.1

NASNetLarge 93.0 92.3 87.3 82.8 77.9

Xception 93.4 93.2 89.8 83.0 85.9

COVID-19 Radiography Database AlexNet 95.4 92.7 90.5 83.5 71.2

EfficientNet-b0 96.7 95.7 94.5 85.6 77.9

NASNetLarge 93.2 92.5 86.8 82.0 72.1

Xception 93.9 92.6 88.8 81.7 70.3

FIGURE 6 Confusion

matrix and performance metric

values for COVID-19 image

Dataset with EfficientNet-

B0 + LDA

FIGURE 7 Confusion

matrix and performance metric

values for COVID-19

Pneumonia Normal Chest X-ray

(PA) Dataset with EfficientNet-

B0 + LDA
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FIGURE 8 Confusion

matrix and performance metric

values for COVID-19

radiography database with

EfficientNet-B0 + LDA

TABLE 4 Experimental results of the feature set created by concatenating features from two architectures (COVID-19 image Dataset)

Feature extractor Classifier Acc. (%) SN (%) SP (%) PREC (%) Time(s) (%)

AlexNet + EfficientNet-b0 LDA 98.0 99.0 100 100 4.651

SVM 97.2 98.0 99.2 99.0 4.589

KNN 94.0 91.8 100 100 3.864

DT 81.3 88.2 90.0 87.5 4.958

NB 94.0 98.1 97.1 96.4 10.757

AlexNet + NASNetLarge LDA 94.0 94.5 98.5 98.1 4.003

SVM 96.0 98.1 98.5 98.1 3.791

KNN 90.4 94.5 97.1 96.3 3.542

DT 80.5 90.0 90.7 88.4 3.661

NB 93.2 96.3 96.4 95.5 10.538

AlexNet + Xception LDA 92.8 94.5 100 100 4.053

SVM 96.8 98.1 100 100 3.997

KNN 92.0 92.7 100 100 3.883

DT 83.9 90.9 95.7 94.3 3.854

NB 95.6 97.2 100 100 11.171

EfficientNet-b0 + NASNetLarge LDA 97.2 98.1 99.2 99.0 4.052

SVM 97.2 97.2 99.2 99.0 4.321

KNN 91.6 92.7 98.5 98.0 4.038

DT 76.5 84.6 87.8 84.6 3.956

NB 93.6 97.2 97.8 97.2 11.139

EfficientNet-b0 + Xception LDA 96.0 97.2 100 100 4.217

SVM 97.2 97.2 100 100 4.153

KNN 96.4 95.4 100 100 4.019

DT 80.1 87.3 93.3 90.6 4.010

NB 93.6 95.4 100 100 11.475

NASNetLarge + Xception LDA 94.8 95.4 97.8 97.2 4.760

SVM 97.6 99.0 99.2 99.0 4.485

KNN 90.8 91.8 97.1 96.2 3.862

DT 80.1 90.9 90.0 87.8 3.942

NB 94.8 97.2 98.5 97.2 12.314
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GPU support is provided while compiling models.
Before being utilized as input for CNNs, images are
resized to suit the input size of the networks. The system
environment is 64-bit Windows 10, NVIDIA GeForce
950M graphics, Intel © i7-7500U @ 2.7 GHz processor,
16 GB RAM. Experiments using three datasets containing
X-ray images were carried out in Matlab (2020a) environ-
ment. Data consisting of three classes are tested with
5-cross fold.

The datasets are implemented in the first step of
the experiments by feeding features from pre-trained
CNN architectures to machine learning algorithms.
The models' performance results are presented in
Table 3. In all three datasets, the model using the
LDA classifier with the highest performance
EfficientNet-B0 features is shown. The method pro-
vides accuracy for COVID-19 image Dataset, COVID-
19 Pneumonia Normal Chest Xray PA Dataset, and
COVID-19 Radiography Database, as 94.4%, 94.7%,
and 96.7%, respectively.

Figure 6 gives the confusion matrix and performance
measurement values of the model in which the COVID-
19 image dataset is used in training and validation. The
proposed model only rendered 14 misclassifications in
the dataset, as seen in the Figure 6. In addition, SN, SP,
PREC, and F1 score values of the classes show that the
classification is highly accurate. Likewise, the results
obtained according to the other two datasets are as in
Figures 7 and 8, respectively.

In the second step of the study, new feature sets were
obtained by concatenating the models in pairs and

triples. Then these feature sets are given to the classifica-
tion algorithms. Table 4 portrays the results obtained by
combining the features from only two of the four models
used. Models have been applied to the COVID-19 image
dataset. The model in which the feature set obtained by
concatenating the features extracted from AlexNet and
EfficientNet networks is given to the LDA classifier
achieved the highest accuracy of 98.0%.

Table 5 reveals the results obtained by combining the
features from only three of the four models. In accor-
dance with the results, the highest accuracy is obtained
with the features provided by AlexNet, EfficientNet-b0,
and Xception architectures. LDA and SVM both reached
the same accuracy (98.4%) for the respective feature set
as classifiers. Tables 4 and 5 also demonstrate the
obtained SN, SP, PREC (for COVID class), and
training time.

In the third step of the study, features from the four
architectures were concatenated. Then, the obtained fea-
ture sets were given to various traditional machine learn-
ing classifiers as in the first experiments. The results
gathered were given in Table 6. According to the table,
the classification is achieved with 98.8% accuracy by
using the LDA classifier in the experiment performed
with COVID-19 Image Dataset. In the experiment using
the features extracted with COVID-19 Pneumonia Nor-
mal Chest X-ray (PA) Dataset, SVM classification
achieved an accuracy of 95.9%. Finally, among the algo-
rithms applied to the deep feature set created with the
COVID-19 Radiography Database, the highest perfor-
mance was achieved with 99.6% accuracy with LDA.

TABLE 5 Experimental results of the feature set created by concatenating features from three architectures (COVID-19 image Dataset)

Feature extractor Classifier Acc. (%) SN (%) SP (%) PREC (%) Time(s)

AlexNet + EfficientNet-b0 + NASNetLarge LDA 98.0 99.0 100 100 8.044

SVM 98.0 99.0 99.2 99.0 7.576

KNN 94.4 95.4 100 100 7.180

DT 84.1 91.8 90.0 87.9 7.027

NB 95.2 97.2 97.1 96.4 20.428

AlexNet + EfficientNet-b0 + Xception LDA 98.4 99.0 100 100 8.673

SVM 98.4 99.0 100 100 7.886

KNN 96.4 97.2 100 100 7.301

DT 83.7 86.4 95.7 94.1 7.719

NB 97.2 97.2 100 100 20.97

EfficientNet-b0 + NASNetLarge + Xception LDA 97.6 99.0 100 100 8.830

SVM 98.0 99.0 99.2 99.0 8.057

KNN 94.8 95.4 100 100 8.360

DT 80.5 86.4 92.8 90.5 7.560

NB 96.0 98.1 98.5 98.1 22.17
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Confusion matrixes of the models that reach the highest
accuracy are given in Figure 9. In Figure 9A), while 14 mis-
classifications were made in the model that provided the
highest performance in the first experiments for COVID
image dataset, the number of misclassified images was
reduced to three with the improved method. Figure 9B shows
COVID-19 Pneumonia Normal Chest X-ray (PA) Dataset
with 1325 images in each class was improved to 95.7%.
Finally, as shown in Figure 9C, the number of misclassified
images decreased and the accuracy rate improved from 96.7%
to 99.6% for the COVID-19 Radiography Database, which
contains 15 153 images and is the largest dataset we used.
When compared with the results obtained with the models

we applied without concatenating the features, it is seen that
the accuracy values increased in all three datasets.

5 | DISCUSSION AND
CONCLUSION

COVID-19 has a worldwide impact in a short time. Its
transmission by touch and droplets makes it difficult to
control the virus. The way to control the virus is through
the speed detection of infected people. In this way, people
can be isolated and treated. The RT-PCR test, which is
the gold standard for the identification of cases, is not

TABLE 6 Experimental results of the feature set created by concatenating features from four architectures

Dataset Feature extractor Classifier
Acc.
(%)

SN
(%)

SP
(%)

PREC
(%)

Time
(s)

COVID-19 image Dataset AlexNet + EfficientNet-b0 +

NASNetLarge + Xception
LDA 98.8 99.0 99.2 99.0 10.827

SVM 98.8 98.1 100 100 11.1

KNN 97.2 97.2 99.2 99.0 9.8717

DT 84.5 93.6 92.8 91.2 10.779

NB 98.0 97.2 100 100 28.869

COVID-19 Pneumonia Normal
Chest X-ray (PA) Dataset

AlexNet + EfficientNet-b0 +

NASNetLarge + Xception
LDA 72.6 83.5 90.5 81.5 192.42

SVM 95.9 98.6 99.9 99.8 55.071

KNN 92.0 91.4 99.9 99.7 223.39

DT 84.8 86.5 93.9 87.6 82.697

NB 93.2 93.2 99.0 93.2 43.496

COVID-19 Radiography Database AlexNet + EfficientNet-b0 +

NASNetLarge + Xception
LDA 99.6 98.7 99.9 99.8 418.93

SVM 99.3 97.8 99.8 99.5 227.02

KNN 93.2 76.3 99.1 96.5 2195.9

DT 88.4 74.3 95.5 84.0 201.49

NB 91.1 92.5 94.8 84.9 102.12

FIGURE 9 Confusion matrices of models that achieve the best results in (A) COVID-19 image Dataset, (B) COVID-19 Pneumonia

Normal Chest X-ray (PA) Dataset, and (C) COVID-19 Radiography Database
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sufficient by itself. In addition, the test is difficult to
obtain, especially when cases are on the rise. There are
other tests and methods for detecting cases. However, in
pandemic conditions, sufficient health personnel and
devices may not be possible. For such reasons, a need has
arisen for computer aided systems that can produce fast
and accurate results. Especially deep learning-based
methods have been developed. Some of these methods
are as in Table 7.

According to Table 7, the suggested method gains a
more accuracy rate than other methods. Using Capsnet
to detect COVID-19 using Chest X-ray images,30 achieved
97.24% accuracy for binary classification. However, this
rate was reported as 84.2% for three class classification.
Poonam et al.34 made a COVID, non-COVID classifica-
tion with the method they applied using the transfer
learning approach. The classification accuracy achieved
was 90.45% in the respective dataset. Wang et all.62 In
their triple classification study, they suggested a CNN-
based model called COVID-Net. Authors using COVIDx
Dataset with this model achieved 93.3% classification
accuracy.

In Ref. [63] the authors have retrained the pre-trained
CNN architectures VGG19, MobileNetV2, Inception,
Xception, and Inception ResNet V2, using the transfer
learning method. The best result of these architectures
has been achieved with VGG19. Classification accuracy
provided as 98.75% for two classes could reach 93.48% for
three classes. In another study, Ref. [61], it was studied
with a limited number of data. There are 270 images in
each class for training. In the relevant dataset, an accu-
racy of 99.08% is reported for three classes.

When the studies are examined, methods should be
developed for fast and accurate detection of cases. For
this aim, three different datasets containing X-ray images
from normal, COVID, and pneumonia classes were used
as inputs in our study. In the first stage of the suggested
method, the feature set is created by concatenating the
features taken from the last layers of AlexNet,
EfficientNet-B0, NASNETLarge, and Xception architec-
tures. In CNNs, the first layers give general information
that does not contribute much to the classification. The
last layers contribute to the classification by giving more
specific information. Therefore, the last layer is preferred
while taking the features. In the second step of the
method, the classification process was carried out using
traditional machine learning algorithms. Among these
algorithms, LDA provided the highest performance for
COVID-19 Image Dataset and COVID-19 Radiography
Database. The highest performance for COVID-19 Pneu-
monia Normal Chest X-ray (PA) Dataset was achieved
with the SVM classifier. According to the results, it has
been observed that extracting and concatenated featuresT
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from CNN architectures with the feature transfer method
is effective for COVID-19 classification. The key novelty
of the study is the contribution made to the literature in
terms of providing high accuracy and efficiency with the
proposed pipeline.
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