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Background: Accurate segmentation of pulmonary nodules is important for image-driven nodule 
analysis and nodule malignancy risk prediction. However, due to interobserver variability caused by 
manual segmentation, an accurate and robust automatic segmentation method has become an essential 
task. Therefore, the aim of the present study was to construct an accurate segmentation and malignant risk 
prediction algorithm for pulmonary nodules.
Methods: In the present study, we proposed a coarse-to-fine 2-stage framework consisting of the following 
2 convolutional neural networks: a 3D multiscale U-Net used for localization and a 2.5D multiscale separable 
U-Net (MSU-Net) used for segmentation refinement. A multitask framework was proposed for nodules’ 
malignancy risk prediction. Features from encoding and decoding paths of MSU-Net were integrated for 
pathology or morphology characteristic classification.
Results: Experimental results showed that our method achieved state-of-art results on the Lung Image 
Database Consortium and Image Database Resource Initiative dataset. The proposed method achieved 
a Dice similarity coefficient (DSC) of 83.04% and an overlapping error of 27.47% on the dataset. Our 
method achieved accuracy of 77.8% and area under the receiver-operating characteristic curve of 84.3% for 
malignancy risk prediction. Moreover, we compared our method with the inter-radiologist agreement, and 
the average DSC difference was only 0.39%.
Conclusions: The results showed the effectiveness of the multitask end-to-end framework. The coarse-to-
fine 2.5D strategy increased the accuracy and efficiency of pulmonary nodule segmentation and malignancy 
risk prediction of the computer-aided diagnosis system. In clinical practice, doctors can obtain accurate 
morphological characteristics and quantitative information of nodules by using the proposed method, so as 
to make future treatment plan.
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Introduction

Lung cancer is one of the most aggressive cancers, with 
a 5-year survival of only 19% (1). Lung cancer is also 
the leading cause of disability-adjusted life years for men 
in developed and developing countries (2). Due to air 
pollution and a high cigarette smoking rate, lung cancer 
incidence and mortality are rising in emerging countries, 
such as Brazil, Russia, India, China, and South Africa (3). 
However, early detection and diagnosis can greatly reduce 
the mortality rate of lung cancer. Although the survival rate 
of lung cancer is low for advanced lung cancer patients, 
the estimated 10-year survival of stage I lung cancer is up 
to 75%. Therefore, detecting and diagnosing lung cancer 
in the early stage is important for patients’ survival. The 
helical thoracic computed tomography (CT) screen as a 
non-invasive method is an effective means for lung cancer 
detection (4). The nodule’s CT image characteristics can 
help radiologists assess the risk of malignant nodules. As 
quantitative measurements of morphological, texture, 
or gray-level characteristics are easily interfered by 
surroundings, it is necessary to perform accurate nodule 
edge segmentation.

A robust and accurate automatic pulmonary nodule 
segmentation method has clinical significance in avoiding 
tedious manual processing and reduces interobserver 
variability (5). However, automatic pulmonary segmentation 
is challenging for several reasons. First, some ground-
glass opacities (GGOs) often have low contrast to the 
surrounding background. The obscure boundaries of 
GGOs make them hard to detect and segment. Second, the 
adhesive lesions’ edges (juxta-pleural and juxta-vascular) 
attached to pleural surfaces or vascular structures cannot be 
segmented easily using the traditional morphology-based 
method. Finally, it is hard to distinguish small nodules 
with a diameter less than 5 mm from the nodule-like lung 
structures in the noisy CT image. 

Many computer-aided diagnosis (CADx) systems have 
been proposed to segment pulmonary nodules and perform 
benign and malignancy classifications. CADx systems can 
be divided into the following 2 categories: radiomics-based 
methods and deep learning methods (6). The radiomics 
workflow often involves imaging examination, nodule 
segmentation, quantitative imaging feature extraction, and 
analysis. Nodule segmentation methods, such as region 
growing (7,8), level set (9), or graph cut (10), often fail to 
segment juxta-pleural nodules and small nodules. These 
methods are sensitive to the size and morphological 

characteristics of the nodules. For quantitative imaging 
feature extraction, radiomics studies extract numerous hand-
crafted features from segmented CT images. These features 
involve the nodule’s intensity distribution descriptors, 
spatial relationships to other structures, texture patterns, 
and morphological characteristics. However, an end-to-
end scheme for the segmentation and classification cannot 
be constructed using the radiomics strategy. Although the 
nodule’s hierarchy and internal features can be learned 
automatically, more robust feature representation methods 
need to be constructed manually.

To overcome these issues, data-driven learning methods 
were implemented into medical segmentation and 
classification tasks. Recently, CADx systems have been 
developed based on convolutional neural networks (CNNs). 
Due to efficient and automatic feature extraction, CNN-
based CADx systems have better performance and stronger 
flexibility than traditional CADx systems (11). In addition, 
state-of-art CNN structures, such as the feature pyramid 
network, region proposal network, and dual-path network, 
extract in-depth features that boost segmentation, detection, 
and classification performance in the pulmonary nodule 
CADx (12). 

In terms of the medical segmentation area, the U-shape 
network U-Net has been widely applied as a backbone (13). 
This network has a more efficient structure compared with 
that of the fully connected network (FCN) (14). The U-Net 
structure has been modified with additional mechanisms 
since it was proposed. The attention mechanism was 
introduced for the construction of the attention U-Net (15), 
the recurrent structure was applied for the construction 
of the R2U-Net (16), and the squeeze-and-excitation 
blocks were used to construct the USE-Net (17). These 
mechanisms further improved efficiency and performance 
in the modified U-Net structures compared with the 
original U-Net structure (18). For malignant risk prediction 
of pulmonary nodules, deep learning methods can also 
achieve better performance. Due to the shortcut connection 
in the residual block, the ResNet can solve the problem 
of vanishing/exploding gradients in a deep CNN (19). To 
develop an end-to-end framework that can simultaneously 
complete segmentation and malignancy classification, we 
combined the residual block and U-Net structure to build a 
multitask learning network.

Because CT images contain 3D information, the 
model should possess a 3D, rather than 2D, structure. 
However, 3D-structured networks require relatively 
larger computational capacity and have lower accuracy 
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in slice-level segmentation compared with those of 2D 
networks. Therefore, in the present study, we proposed a 
2.5D structured network known as a multiscale separable 
U-Net (MSU-Net). A 2.5D image has 1 more slice axis 
compared with that of a 2D image. This strategy harnesses 
the advantage of 2D and 3D networks to increase feature 
extraction efficiency of the U-Net architecture. The 
features from the encoding and decoding paths of MSU-
Net have been used for classification feature learning. 
Residual blocks can efficiently extract the nodule features 
and predict their probability for malignancy or other 
morphological characteristics.

Due to significant variability in the size of nodules, 
a single segmentation model often fails to achieve good 
results. Therefore, researchers use cascaded or parallel 
models to segment medical images from multiple 
perspectives or scales (20-23). With a similar aim, we 
designed a coarse-to-fine structure for pulmonary nodule 
segmentation and classification. A 3D multiscale U-Net 
(MU-Net) is used to quickly locate the nodule position in 
a 3D CT image. For the refinement stage, multitask 2.5D 
MSU-Net was proposed to refine the 3D network’s output 
and obtain the classification output.

We introduced a coarse-to-fine strategy for pulmonary 
nodule segmentation and classification. The algorithm 
applied the following 2-stage prediction: a 3D MU-Net for 
nodule localization and a 2.5D MSU-Net for refinement.

We proposed a multitask network. A 2.5D MSU-
Net was introduced to perform the segmentation and 
classification task. The 2.5D input structure, multiscale, and 
separable convolution strategies increased the accuracy of 
segmentation and classification.

We integrated traditional hand-crafted features, such as 
texture, calcification, and margin characteristics, into the 
framework. These characteristics play important roles in 
the radiological diagnosis of benign and malignant nodules.

A  ser ie s  o f  2D,  2 .5D,  and  3D networks  were 
implemented to demonstrate the 2.5D MSU-Net’s 
performance. The MSU-Net’s encoding/decoding single-
branch classification networks and machine learning 
methods were also implemented to compare the dual branch 
(encoding and decoding paths) of the MSU-Net network’s 
performance.

Methods

The proposed coarse-to-fine pipeline of pulmonary nodule 
segmentation and classification contains the following 

2 networks: 3D MU-Net and 2.5D MSU-Net. These 
are both based on the U-Net structure. The proposed 
framework is shown in Figure 1.

For training, the 3D and 2.5D training samples were 
simultaneously applied to train the 3D MU-Net and 
2.5D MSU-Net to obtain the coarse and refinement stage 
model. First, for inference, the 3D MU-Net located the 
rough region of interest (ROI) of the 3D input. Then, 
based on the 3D segmentation result, the ROI slices were 
extracted automatically and fed into the trained 2.5D 
MSU-Net. Finally, we obtained the segmentation results 
and classification output from the trained multitask 2.5D 
MSU-Net.

Data preprocessing

Data preprocessing was aimed to reduce input redundancy 
and unify the spatial resolution of 3D CT. To reduce 
memory usage, the original 16-bit medical data were 
converted into a 10-bit unsigned integer. The pixel value of 
each data sample was bounded from –1,000 to 500 HU and 
quantized into an integer ranging from 0 to 1,023.

3D bilinear interpolation was used to unify the spatial 
resolution of 3D CTs. After reconstruction, the spatial 
resolution was unified to 1 mm × 1 mm × 1 mm. We 
extracted 64×64×64 3D cubes as input data of the 3D MU-
Net and 64×64×4 2.5D slices as the input data for 2.5D 
MSU-Net.

Multitask 2.5D MSU-Net

The proposed 2.5D MSU-Net is a deep end-to-end 
network consisting of the following main parts: an encoder 
and decoder. We used the following 3 strategies for 
constructing the network: separable convolution in the 
encoder to avoid the structural damage caused by the 2D 
convolution kernel, a gate unit for attention information 
extraction, and multiscale input for constructing the 
pyramid input (24).

Because the CT is a spatially continuous 3D image, the 
3D network structure can fully utilize the information from 
the spatial 3D context (25). Moreover, the inference process 
of 3D networks is much faster than that of 2D networks (26); 
however, the 3D network’s training and deployment require 
a large computation capacity, especially in the semantic 
segmentation aspect. Due to its large input and relatively 
shallow network depth, the 3D network cannot rival the 
performance of the 2D network in the fine segmentation 
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stage. To achieve the network learn context information 
of 3D CT but minimize the network’s computational 
requirements, we proposed a 2.5D network. This strategy 
combines the advantages of 2D and 3D networks. Different 
from the 2D network, the 2.5D network uses a series of 
ROI slices with a 4-slice image structure as the input. 
Interpolation is applied to nodules with less than 4 ROI 
slices. For nodules with more than 4 ROI slices, every 
4 slices of the nodule serve as the input. The network 
structure is shown in Figure 2.

The proposed network has the following 2 outputs: 
segmentation and classification. These 2 outputs share 
the network’s hidden layers and reserve 1 fully connected 
layer for implementation. This pattern of parameter 
sharing results in a low probability of overfitting. Due to 
semantic segmentation, results have a strong correlation 
with classification characteristics, shared encoding, and the 
decoding feature that widens the feature space and increases 
classification performance.

Given the k tasks, the model consists of a shared-

bottom network. Two branches from the encoding feature 
and decoding feature were concatenated after passing the 
residual blocks. For classification tasks, the shared-bottom 
network fshare is:

 ( ) ( ), =  
α β

share enc decf res f res f  [1] 

where fenc represents the encoding branch model, fdec 

denotes the decoding branch model, and res represents the 
residual blocks. In this task, we used 2 residual blocks in 
the encoding branch and 4 residual blocks in the decoding 
branch.

For task k, the classification model yk can be formulated 
as:

 ( ) = k
k sharey L f  [2]

where Lk represents the full connection layer after the 
shared-bottom network. For the classification task, 
prediction output is:

 ( )( )( )softmax=k k
c sharey L f x  [3]

Figure 1 Proposed pipeline of pulmonary nodule segmentation and classification. MU-Net, multiscale U-Net; MSU-Net, multiscale 
separable U-Net; ROI, region of interest.
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For segmentation, ys output is:

 ( )( )softmax=s s decy W * f x  [4]

where Ws is the final convolution operator before output. 
The output of the multitask network is:

 1 2, , , , = … 
k

s c c cy y y y y  [5]

Output y consists of two parts, which are segmentation 
output ys and classification output  1 2, , ,… k

c c cy y y .

Separable convolution

Previous 2.5D networks stack 2D convolutions as a basic 
network structure. This strategy causes the 2.5D structure 
to degrade into a 2D structure. To preserve the hierarchical 
features of the 2.5D structure and avoid the destruction 
of 2.5D information by the 2D convolution kernel, we 
applied separable convolution. Different from the normal 
convolution operation, separable convolution conducts a 
convolution operation for each slice-group feature map, 

as shown in Figure 3. In the encoding path of MSU-
Net, separable convolution ensures that the network fully 
extracts the features in each slice. In the decoding path, the 
slice-separated features merge for semantic segmentation. 
This structure can reduce the network’s complexity. 

Multiscale input layer

A multiscale input layer was applied to merge small-scale 
to large-scale features. The pyramid pooling structure was 
the key to forming a 2.5D network. Discrete pixels from 
the image had different aggregation modes in different 
imaging scales. The max pool operation reduced the 
original image to a scale of 2. In the CNN structure, the 
receptive field was presented as the feature scale that we 
extracted. Figure 3 shows the structure of a multibranch 
separable convolution input layer. This operation obtains 
different feature scales from any input image scale. The 
convolution outputs of each slice were concatenated for the 
next operation. 

Figure 2 Multitask 2.5D MSU-Net structure. Blue dotted boxes at top and bottom represent structures of the separable convolution and 
gate unit, respectively. MSU-Net, multiscale separable U-Net; Concat, concatenation operation; Conv, convolution layer.
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Gate unit

Gate unit operation integrates the multiscale feature 
and encoding-decoding feature. Due to the convolution 
operation and non-linearities, detailed spatial information 
becomes lost in the top-down structure of the encoder, and 
it is difficult to reduce false-positive predictions for small 
objects that show large shape variability (15). To prevent 
missing pixel-level information, we conducted a spatial 
attention mechanism to improve the accuracy of feature 
extraction. 

Different from the squeeze-and-excitation block 
extraction of channel attention coefficients (17,27), the 
gate unit exploits the spatial attention of feature maps. The 
gate unit fuses the top-down/bottom-up feature with the 
multiscale-input/encoding feature. The gate unit produces 
the attention parameter Fatt. The concrete formula for 
calculating Fatt is:

 ( )( )( )( )2 2 1 1= ⊗ ⊗ +att iF σ W σ W f X  [6]

For the encoder, f denotes the multiscale feature 
extracted by separable convolution, Xi represents top-down 
branch feature maps, σ2 denotes the sigmoid activation 
function, and σ1 denotes the rectified linear unit (ReLU) 

function. The multiscale feature f and top-down branch 
feature Xi are summed up, and then pass through 2 
convolution layers. The sigmoid activation function was 
applied to normalize the attention coefficients Fatt between 
0 and 1.

The output Xo of the gate unit is:

   = o i attX X F  [7]

The top-down (bottom-up) feature Xi maps are 
multiplied with attention coefficients Fatt. The attention 
coefficients can progressively suppress irrelevant background 
information with different feature scales and can focus on 
the foreground ROI.

3D network for localization

As the segmentation algorithm is executed, the 3D network 
plays a vital role throughout the whole process. The 
network provides 2.5D MSU-Net with ROI slices in the 
test stage. The missing slice from the coarse segmentation 
stage would be ignored during the next fine segmentation 
stage.

To obtain more accurate location information from 

Figure 3 Separable convolution and structure of the multiscale input layer. Concat, concatenation operation; Conv, convolution layer.
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the coarse segmentation stage, we applied a 3D MU-
Net to accomplish this task. The 3D gate unit applied the 
attention mechanism by fusing 2 types of feature maps. 
The multiscale strategy was applied to merge different 
scale inputs with that of the top-down feature maps. These 
strategies can improve segment performance compared with 
the traditional 3D U-Net structure without increasing too 
many parameters.

Loss function

In the medical community, Dice loss is widely applied for 
segmentation tasks (28). Dice loss is calculated as follows:

 
1

2 2
1 1

2
1

N
i ii

N N
i ii i

p g
DL

p g
=

= =

= −
+

∑
∑ ∑

 [8]

where pi represents the prediction of each pixel, gi denotes 
ground truth, and N represents the number of pixels.

Due to the different sizes of the nodules, the loss 
function must balance the foreground and background 
pixels. As small nodules, background pixels take up a large 
percentage of the total pixels. Most of the background pixels 
can be classified easily. The loss function should be focused 
on pixels that are difficult to classify. We used the focal loss 
to solve this problem (29). The loss of the network is:

( ) ( ) ( )
1, 1 1, 0

1 log 1 log 1
i i

N N

i i i i
i g i g

FL p p p pγ γα α
= = = =

= − − − − −∑ ∑ [9]

Hyperparameters γ and α control the contribution 
of hard misclassified pixels and are set as 2 and 0.25. 
Classification loss can be formulated as:

 
1

1  logk i i
c ci

CL g p
k =

=− ∑
 

[10]

where k represents the number of classification tasks 

and  i
cg  and  i

cp  denote the label and prediction in task I, 
respectively. The total loss is as follows:

 logL DL FL CLλ= + +  [11]

When these 3 loss functions are combined, log is used to 
magnify the Dice loss and hyperparameter λ to shrink focal 
loss. Hyperparameter λ is set to 0.2 in the experiments.

Evaluation metrics

To investigate the performance of 2.5D MSU-Net and 

the 2-stage coarse-to-fine strategy, the Dice similarity 
coefficient (DSC), and overlapping error (OE) were 
used to measure the performance on pulmonary nodule 
segmentation. The Jaccard Index and DSCs have been 
widely used as performance metrics. The OE is calculated 
based on the 1-Jaccard Index. The DSC is the harmonic 
mean of precision and recall (30): 

 
( ) ( )

( ) ( )
2* 2,

2
g p

g p
g p

Region S S TPDSC S S
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= =
+ +



  
[12]

 
( ) ( )

( )
, 1 1g p

g p
g p
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TP FP FNRegion S S

= − = −
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[13]

where Sg is the ground-truth mask; Sp is the predicted 
segmentation mask; Sg∩Sp and the Sg∪Sp are the interaction 
and union region of ground truth and prediction, 
respectively; and TP, FP, and FN represent the true positive, 
false positive, and false negative, respectively.

The receiver-operating characteristic (ROC) curve and 
the area under the ROC curve (AUC) were applied to 
analyze the classification results. Accuracy, sensitivity, and 
specificity were also used to evaluate the results.

Experiment implementation

For the experiments, we used a dynamic learning rate to 
prevent overfitting. The learning rate automatically changes 
when the training loss cannot decrease by 5 epochs. The 
experiments are based on the PyTorch framework and 
programmed in Python 3.6. The experiment was carried 
out on a server with 64 GB memory and 3 NVIDIA GTX-
1080 graphics processing units (GPUs).

Results

Dataset

We used the public dataset Lung Image Database 
Consortium and Image Database Resource Initiative 
(LIDC-IDRI) (31) to perform the experiments. The tube 
peak potential energies used for CT scan acquisition 
ranged from 120 to 140 kV. The tube current ranged 
from to 627 mA (mean: 222.1 mA) (32). Each case in this 
dataset was labeled by 4 experienced radiologists. Due to 
differences in labels between the radiologists, in the present 
study, all 1,561 collected pulmonary nodules met a 50% 
consistency criterion. Each nodule was labeled by more 
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than 2 radiologists, and its ground truth voxel points were 
also labeled by more than 2 radiologists. Furthermore, each 
nodule in the dataset was assessed by a panel that considered 
the nodule’s likelihood for malignancy, based on 8 nodule 
characteristics (33).

Five sections were used for 5-fold cross-validation to 
make the results more reliable (34). We use a pretrained 
U-Net and Gaussian mixture model for data division (35). 
This method ensures that the nodules in each section 
have a similar statistical distribution. Tables 1,2 show the 
characteristic distribution of each fold. Nodule diameters in 
this research ranged from 4 to 50 mm. As shown in Table 1 

Table 1 Data distribution of the divided 5 folds

Characteristics Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

Diameter (mm) 15.47±8.78 14.62±8.56 15.22±9.38 15.06±8.95 14.46±8.34

Calcification 5.66±0.97 5.64±0.98 5.63±0.98 5.67±0.98 5.71±0.88

Internal structure 1.01±0.17 1.01±0.16 1.00±0.12 1.02±0.29 0.01±0.18

Lobulation 1.66±0.96 1.60±0.85 1.60±0.91 1.70±0.99 1.60±0.99

Margin 4.02±1.06 3.94±1.13 4.00±1.20 4.03±1.08 4.10±1.10

Sphericity 3.67±0.94 3.67±0.95 3.76±0.88 3.71±0.98 3.64±0.97

Spiculation 1.67±1.11 1.47±0.85 1.42±0.87 1.60±1.01 1.47±0.91

Subtlety 3.80±1.13 3.75±1.08 3.75±1.19 3.73±1.16 3.77±1.16

Texture 4.49±1.10 4.49±1.09 4.45±1.16 4.52±1.06 4.53±1.05

Malignancy 2.83±1.14 2.71±1.16 2.80±1.17 2.96±1.19 2.77±1.15

Table 2 Detailed characteristic descriptions

Characteristics Malignancy Margin Texture Calcification

Description Likelihood of malignancy If the nodule’s margin is clear Internal texture of the nodule Appearance of the calcification

Rating 1. Highly unlikely 1. Fuzzy margin 1. Non-solid 1. Popcorn

2. Moderately unlikely 2. – 2. – 2. Laminated

3. Indeterminate 3. – 3. Part solid 3. Solid

4. Moderately suspicious 4. Clear margin 4. – 4. Non-central

5. Highly suspicious 5. Sharp margin 5. Solid 5. Central

6. Absent

We choose 4 nodule characteristics for the classification tasks. There were malignancy, margin, texture, and calcification. Scores for these 
4 characteristics were binarized by their score meaning. The threshold was set as 4 for malignancy, margin, and texture characteristics. 
Label 0 represents the benign, fuzzy margin, and non-solid/partially solid internal density. Calcification was annotated by a rating of 1–6, 
with 6 indicating the “no calcification” pattern (label 1); all other ratings exhibited calcification (label 0). 

Figure 4 Distribution of nodule diameters.
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and Figure 4, the nodules were concentrated at a diameter 
of 10–15 mm.

Some researchers have applied the generative adversarial 
network (GAN) to augment the pulmonary nodule dataset. 
CT surroundings and nodule segments were used to 
generate the synthetic nodule samples (36,37). However, 
for some synthetic nodules, it was difficult to develop 
an accurate label for their malignant risk, texture, and 
calcification characteristic. Moreover, the augmentation 
amount required for this task was relatively small. 
Therefore, each characteristic was augmented by rotation, 
flipping, and scaling operations. Data distribution in the 
augmented dataset is shown in Table 3.

Coarse stage segmentation

Our method was constructed in 2 stages. The localization 
stage was applied to locate the appearance slices of the 
nodule, and the refinement stage was applied to precisely 
segment the nodule’s edge and characteristics classification.

We used 5-fold cross-validation to improve the reliability 
of the results. The 5 folds shown in Table 1 were divided 
into 3 training sets, 1 validation set, and 1 test set for 

each training phase. Therefore, each model used for the 
experiment collects 5 sets of experimental results. Each 3D 
nodule cube was extracted with a pixel size of 64×64×64. We 
used 3 popular 3D segmentation networks—3D U-Net (38),  
V-Net (28), and 3D FCN (14), as baselines to perform a 
comparison of the network performance.

Table 4 shows the results for the localization segmentation 
stage of the pulmonary nodule. The implementations of 
3D FCN and 3D U-Net were borrowed from the semantic 
segmentation methods code base (39). The V-Net is 
provided by the code base (40). The parameter sizes of 3D 
FCN, V-Net, 3D U-Net, and 3D MU-Net were 15.40, 
19.40, 25.88, and 25.97 M (M =106), respectively. The MU-
Net achieved a 0.46% higher Dice with a 0.1 M parameter 
size increase compared with that of the U-Net 3D model, 
which verified that the multiscale input structure was 
effective for segmentation of the network’s performance.

Refinement stage segmentation

For the refinement training procedure, each input of 
2.5D data consisted of 4 continuous image slices for the 
pulmonary nodule. We compared our method to 5 other 

Table 3 Range of ratings defined for the label of Lung Image Database Consortium and Image Database Resource Initiative nodules and its 
percentage in the augmented dataset

Characteristics Malignancy Margin Texture Calcification

Label 0 Range 1–3 Range 1–3 Range 1–3 Range 1–5 

Percentage 3,589 (55.8%) 2,876 (44.7%) 2,375 (36.9%) 3,095 (48.1%)

Description Benign Fuzzy margin Non-solid or partially solid internal density Appearance of calcification

Label 1 Range 4–5 Range 4–5 Range 4–5 Range 6 

Percentage 2,844 (44.2%) 3,557 (55.3%) 4,058 (63.1%) 3,338 (51.9%)

Description Malignant Clear margin Solid internal density No calcification

Table 4 Segmentation of 3D networks in the localization stage

Method
DSC (%) OE (%)

AVG ± STD Minimum Maximum AVG ± STD Minimum Maximum

3D FCN 70.62±24.31 69.0 72.2 43.41±22.21 42.1 44.01

V-Net 71.01±14.02 69.1 73.3 42.82±15.23 40.8 42.9

3D U-Net 72.80±14.62 70.1 74.1 41.02±15.65 39.9 43.1

3D MU-Net 73.26±14.11 72.6 74.4 40.20±15.41 39.7 41.2

Maximum and minimum, maximal and minimal average performance during 5-fold cross-validation. AVG, average; STD, standard deviation;  
DSC, Dice similarity coefficient; OE, overlapping error; FCN, fully connected network; MU-Net, multiscale U-Net.
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semantic segmentation networks as follows: U-Net (13), 
attention U-Net (15), R2U-Net (16), nested U-Net (41), 
and DeepLabV3 (42). We also conducted an ablation study 
to measure the performance of the 2.5D strategy and MSU-
Net separately. For the 2.5D strategy, we compared 2.5D 
segmentation methods with their 2D structure. Networks 
with 2.5D separable convolution strategy were used to 
verify the significance of separable convolution in the 
encoding path of U-shape structures.

Table 5 shows the results of the refinement segmentation 
stage of the algorithm. The U-Net family networks—
U-Net, attention U-Net, R2U-Net, and nested-U-Net—
use different feature merge techniques, such as the attention 
mechanism and recurrent convolution strategy. The 2.5D 
convolution neural networks achieved a 2.26% higher Dice 
and 2.66% lower OE compared with those 2D networks on 
average. The 2.5D neural network achieved a significant 
improvement compared with its 2D version. 2.5D MSU-
Net obtained the highest Dice and the lowest OE compared 
with those of other networks. The S-Network parameters 
were reduced by approximately 3 times compared with 

those of the 2.5D networks. As shown by the results in 
Table 5, the proposed network MSU-Net achieved the best 
performance. 

To demonstrate that the performance of the proposed 
method was comparable to the results obtained by human 
experts, we implemented a consistency comparison between 
the method’s prediction and 4 radiologists’ hand labels. 
Table 6 shows that the DSC between each radiologist and 
proposed method was 82.9% on average, which was 0.39% 
higher than that of the inter-radiologist result. Moreover, 
the results also showed that the proposed method achieved 
a more stable performance than that of human experts.

Multitask classification

To assess the performance of the dual feature branch 
(encoding and decoding feature) concatenated in MSU-
Net, we used the single-branch (encoding/decoding feature 
branch) networks as baseline models. The encoding/
decoding feature coupled with a random forest classifier 
model served as the experimental comparison.

Table 5 Segmentation of networks in the refinement stage

Method
Parameter size 

(106)

DSC (%) OE (%)

AVG ± STD Minimum Maximum AVG ± STD Minimum Maximum

2D U-Net 34.52 78.40±14.41 77.2 79.1 33.01±16.51 31.1 34.2

2D Attention U-Net 34.87 78.61±16.97 77.3 80.5 32.92±18.12 32.2 34.3

2D R2U-Net 39.09 75.02±16.54 69.5 79.2 37.61±18.24 33.2 44.4

2D Nested-U-Net 36.62 78.85±15.99 78.2 79.6 32.55±18.02 32.2 33.5

2D DeepLabV3 58.04 78.09±15.21 77.2 78.4 33.05±17.25 32.7 34.4

2.5D U-Net 39.32 81.24±14.92 81.2 82.2 29.62±15.72 28.5 31.7

2.5D Attention U-Net 35.06 81.80±16.43 80.6 83.3 28.68±17.06 28.4 30.3

2.5D R2U-Net 34.71 76.41±23.32 74.6 76.1 35.63±21.81 34.5 38.2

2.5D Nested-U-Net 36.96 81.03±12.85 81.0 82.5 29.23±15.01 28.3 31.4

2.5D DeepLabV3 59.34 79.83±18.51 73.3 81.3 32.66±14.63 32.1 33.6

2.5D S-U-Net 13.39 80.81±14.62 80.5 83.2 30.22±16.15 29.3 32.6

2.5D S-Attention U-Net 13.48 80.61±15.57 79.4 82.5 30.04±16.41 29.3 32.5

2.5D S-R2U-Net 14.54 77.03±18.33 75.6 78.4 35.81±18.97 34.0 37.4

2.5D S-Nested-U-Net 9.25 81.24±13.26 81.4 82.7 30.25±15.07 28.4 32.8

2.5D MSU-Net 21.81 83.04±12.96 82.5 84.6 27.42±14.27 26.4 28.1

S-Network denotes the separate convolution strategy applied to the network’s encoder. Maximum and minimum, maximal and minimal  
average performance during 5-fold cross-validation. AVG, average; STD, standard deviation; DSC, Dice similarity coefficient; OE,  
overlapping error; MSU-Net, multiscale separable U-Net.
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Table 7 shows the performance results of multitask 
p r e d i c t i o n  p e r f o r m a n c e  f o r  e a c h  m e t h o d .  F o r 
the malignancy, margin, texture, and calcification 
characteristics, the MSU-Net achieved a mean accuracy 
of 77.8%, 75.6%, 85.2%, and 87.10%; mean sensitivity 
of 83.4%, 81.4%, 92.7%, and 92.4%; mean specificity of 
76.2%, 81.4%, 78.2%, and 80%; and mean AUC of 84.3%, 
83.2%, 90.6%, and 90.1%. The performance of MSU-Net 
was better than the baselines. Figure 5 shows the ROC curve 
and AUC for each task. The random forest model was set 
with 50 trees and 1,500 features, and the results indicated 
that the machine learning methods cannot predict multitask 
situations well. The AUCs suggested that the dual-feature 
branch concatenation in MSU-Net had better capability for 
feature extraction and multitask classification.

Discussion

A visual comparison of the segmentation results using 
different methods is shown in Figure 6. From top to 
bottom, a small juxta-pleural nodule (diameter <6 mm), 
large juxta-pleural nodule, small and isolated nodule, and 

GGO are shown. All networks work well for the juxta-
pleural nodules. For the small and isolated nodule, these 
networks also performed well, while for the DeepLabV3-
2.5D network, these were slightly inferior to those of other 
networks. The prediction result of MSU-Net was closest to 
the ground truth, as it possessed the most detailed contour 
information. For GGO, the predictions for all networks 
included a partition of the surrounding material.

Table 8 shows the performance of several different 
methods. Tachibana et al. applied a distance-transformation 
method and watershed method to segment nodules 
automatically (43). Wang et al. adopted the dynamic 
programming and a multidirectional fusion strategy for 
constructing the algorithm (44). These 2 traditional methods 
did not work well for juxta-pleural nodules and small 
nodules. Wang et al. and Cao et al. each used a dual branch 
structure for segmentation (46,48); Messay et al. used a semi-
automated system to improve segmentation performance (45);  
Singadkar et al. introduced the deconvolution residual 
blocks into 2D U-Net (49); and Pezzano et al. proposed 
the CoLe-CNN, which was focused on the nodule 
images’ context learning and loss calculation (50).  

Table 6 Mean DSC (%) of consistency comparison between the proposed method and 4 radiologists

Radiologists R1 R2 R3 R4 AVG ± STD

R1 – 82.41 82.30 82.26 –

R2 82.41 – 83.70 82.21 –

R3 82.30 83.70 – 82.19 82.51±0.59

R4 82.26 82.21 82.19 – –

Proposed 82.49 83.49 82.70 82.93 82.90±0.43

R1–R4 represent the 4 radiologists. AVG, average; STD, standard deviation; DSC, Dice similarity coefficient.

Table 7 Classification performance of different methods

Characteristics Malignancy (%) Margin (%) Texture (%) Calcification (%)

Methods Acc/Sens/Spec Acc/Sens/Spec Acc/Sens/Spec Acc/Sens/Spec

Encoding + RF 50.3/51.6/46.6 52.7/49.2/57.2 58.5/71.5/31.0 68.7/88.6/22.4

Decoding + RF 75.2/66.3/79.0 53.2/52.9/53.6 63.4/70.5/49.0 65.4/51.1/70.0

Decoding + residuals 73.1/70.6/78.2 74.6/78.2/69.9 83.2/92.0/70.0 84.0/87.2/65.0

Encoding + residuals 75.6/71.8/80.0 73.4/79.7/65.4 80.0/89.4/64.8 86.9/93.4/69.0

Proposed 77.8/83.4/76.2 75.6/81.4/75.0 85.2/92.7/78.2 87.1/92.4/80.0

Encoding + RF/decoding + RF represent the encoding/decoding feature coupled with a random forest; Decoding + residuals/encoding + 
residuals represent the single branch (encoding/decoding) network; Acc, Sens, and Spec represent the accuracy, sensitivity, and specificity  
of each network.
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Figure 5 ROC curve of classification results for malignancy, margin, texture, and calcification of each method. Area represents the area 
under the ROC of each model. ROC, receiver-operating characteristic.

These 6 networks are all a 1-stage structure. The general 
segmentation framework nnU-Net (51) is a 2-stage 
structure with 2 cascaded 3D U-Net segment nodule 
edges from a large to small scale. According to Table 8, the 
deconvolution residual network achieved better results 
than the proposed method. However, based on a larger 
dataset, the proposed method exhibited good segmentation 
performance. The localization step can limit the target 
nodule to a series of slices. The 2.5D MSU-Net can 
perform finer edge segmentation in a smaller range. 

We also performed segmentation tests on each type of 
nodule. As shown in Table 9, the nodules with fuzzy edges 
or non-solid internal structure achieved relatively poor 
segmentation results, and the nodules with calcification or 
clear edges are better segmented. The experiment results 
show that the proposed method achieves 81.1% or more 
DSC and 31.4% or less OE performance on all kinds of 
nodules.

Pulmonary nodule segmentation and malignancy 

classification achieved significant improvement in clinical 
applications. The precise segmentation of the nodule 
boundary aids the network to accurately predict its shape 
characteristics and malignant risk. The segmentation and 
classification outputs of MSU-Net are shown in Figure 7. 
The classification predictions were given in a probability 
format, and the threshold in the present study was set to 0.5 
to balance the sensitivity and specificity. The probability of 
malignancy indicates the likelihood that a nodule is benign 
or malignant. Moreover, when the threshold was set to 0.65, 

the prediction precision (
 TP
TP FP+

) reached 94.7%; for 
those nodules with prediction probability below 0.35, the 

benign-precision (
 TN
TN FN+

) reached 94.1%. Based on this 
probability, we can preliminarily determine the nodules as 
benign or malignant.

There are some limitations to the present study. Figure 8 
shows the nodules with large deviations between prediction 
and ground truth, Figure 8A,8B are pure ground glass 

ROC of methods for malignancy classification ROC of methods for margin classification
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Figure 6 Visual comparison of the prediction edges of different networks. Blue and orange lines depict the ground truth and predicted 
contours, respectively. MSU-Net, multiscale separable U-Net.

Table 8 Performance of various pulmonary nodule segmentation methods in the Lung Image Database Consortium and Image Database  
Resource Initiative dataset

Method Year
Nodules (n)

DSC (%), AVG ± STD OE (%), AVG ± STD
Training Testing

Tachibana et al. (43) 2006 – 23 – 49.30±22.90

Wang et al. (44) 2009 23 64 – 42.00

Messay et al. (45) 2015 300 66 – 28.30±20.00

Wang et al. (46) 2017 350 493 82.15±10.76 28.84±12.22

Zhao et al. (47) 2019 – – – 37.20±06.50

Cao et al. (48) 2020 387 544 82.74±10.19 –

Singadkar et al. (49) 2020 272 89 94.68±12.00 11.63±12.00

Pezzano et al. (50) 2021 – – 82.50 27.40

Isensee et al. (20) 2021 794 354 79.28±12.12 29.92±10.64

Proposed 2021 781 390 83.04±12.96 27.42±14.27

AVG, average; STD, standard deviation; DSC, Dice similarity coefficient; OE, overlapping error.

Ground truth                 MSU-Net-2.5D                  DeepLab-V3-2.5D                 U-Net-2.5D                      DeepLab-V3-2D                      U-Net-2D



305Quantitative Imaging in Medicine and Surgery, Vol 12, No 1 January 2022

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2022;12(1):292-309 | https://dx.doi.org/10.21037/qims-21-19

Table 9 Segmentation results of nodules with different characteristics

Characteristics Category [n] DSC (%) OE (%)

Margin Fuzzy margin [174] 81.32±16.12 30.57±15.37

Clear margin [216] 83.67±10.12 24.88±12.51

Texture Non-solid or partially solid [143] 81.89±14.39 30.12±16.21

Solid [247] 83.71±11.54 25.86±12.38

Calcification Appearance of calcification [187] 85.14±11.65 23.15±14.59

No calcification [203] 81.10±15.18 31.35±14.07

Malignancy Benign [173] 82.95±13.56 26.91±14.28

Malignant [217] 83.11±12.49 27.82±14.33

DSC, Dice similarity coefficient; n, number of nodules for each label; OE, overlapping error.

Figure 7 Segmentation output and classification output of the MSU-Net (0.5 threshold). Orange lines depict the predicted contours. MSU-
Net, multiscale separable U-Net. 

nodules; and Figure 8C is a juxta-vascular. Due to the 
indistinguishable edge, the present study has limitations 
in the segmentation of these 2 kinds of nodules. For the 
multitask classification, because of the small number for 
certain characteristics in the dataset, we had to augment 
the dataset for each characteristic, which may lead to model 

overfitting. Moreover, due to the limitation of the LIDC-
IDRI dataset, we were unable to obtain more important 
characteristics of the nodules.

Several improvements can be investigated in further 
research. First, the deconvolutional residual blocks could 
replace the rescale operation in the decoder of MSU-

Malignancy   Prediction  0.861 (1)
                     Label     1
                     Rating     5
Margin   Prediction  0.680 (1)
                     Label     1
                     Rating     4
Texture   Prediction  0.302 (0)
                     Label     0
                     Rating     2
Calcification Prediction  0.998 (1)
                     Label     1
                     Rating     6

Malignancy   Prediction  0.204 (0)
                     Label     0
                     Rating     2
Margin   Prediction  0.306 (0)
                     Label     0
                     Rating     1
Texture   Prediction  0.564 (1)
                     Label     0
                     Rating     3
Calcification Prediction  0.945 (1)
                     Label     1
                     Rating     6

Malignancy   Prediction  0.810 (1)
                     Label     1
                     Rating     4
Margin   Prediction  0.872 (1)
                     Label     1
                     Rating     5
Texture   Prediction  0.989 (1)
                     Label     1
                     Rating     5
Calcification Prediction  0.445 (0)
                     Label     1
                     Rating     6

Malignancy   Prediction  0.215 (0)
                     Label     0
                     Rating     1
Margin   Prediction  0.979 (1)
                     Label     1
                     Rating     5
Texture   Prediction  0.991 (1)
                     Label     1
                     Rating     5
Calcification Prediction  0.202 (0)
                     Label     0
                     Rating     3
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Net (48); the 2.5D strategy could extract more inter-
layer information through spatial transformation, such as 
squeeze-and-excitation operation (17). These strategies 
could be used to potentially improve the segmentation 
performance. Second, for malignant risk prediction, the 
model could be finetuned by expert labels by weighting 
more significant features in difficulty cases. Finally, 
more clinical data with accurate edge and characteristic 
labels should be collected to improve the generalization 
performance of the method.

This coarse-to-fine algorithm operates within an end-to-
end framework. The nodule’s contour and characteristics 
can be predicted simultaneously. These predictions may 
help doctors achieve a clear understanding of the nodule’s 
morphological characteristics and quantitative information. 
Doctors can refer to the probability of malignancy given by 
the network to form a preliminary judgment of the nodule.

Conclusions

In the present study, we proposed a coarse-to-fine 
framework for pulmonary nodule segmentation and 

classification. This framework was composed of a 3D MU-
Net as the localization network and a multitask 2.5D MSU-
Net as the refinement network. The novel 2.5D network 
was used to extract hierarchical features from the 3D CT. 
Moreover, features from the encoding and decoding paths 
of MSU-Net could be used to improve nodule classification 
accuracy by widening the feature space. Our method 
achieved state-of-the-art results in the LIDC-IDRI dataset 
for both nodule segmentation and classification. Therefore, 
this method can help radiologists obtain a more accurate 
nodule contour with quantitative nodule analysis and 
malignancy risk prediction. 
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