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Abstract

Perfusion imaging is of great clinical importance and is used to assess a wide range of diseases 

including strokes and brain tumors. Commonly used approaches for the quantitative analysis 

of perfusion images are based on measuring the effect of a contrast agent moving through 

blood vessels and into tissue. Contrast-agent free approaches, for example, based on intravoxel 

incoherent motion and arterial spin labeling, also exist, but are so far not routinely used clinically. 

Existing contrast-agent-dependent methods typically rely on the estimation of the arterial input 

function (AIF) to approximately model tissue perfusion. These approaches neglect spatial 

dependencies. Further, as reliably estimating the AIF is non-trivial, different AIF estimates may 

lead to different perfusion measures. In this work we therefore propose PIANO, an approach that 

provides additional insights into the perfusion process. PIANO estimates the velocity and diffusion 

fields of an advection-diffusion model best explaining the contrast dynamics without using an AIF. 

PIANO accounts for spatial dependencies and neither requires estimating the AIF nor relies on 

a particular contrast agent bolus shape. Specifically, we propose a convenient parameterization 

of the estimation problem, a numerical estimation approach, and extensively evaluate PIANO. 

Simulation experiments show the robustness and effectiveness of PIANO, along with its ability to 

distinguish between advection and diffusion. We further apply PIANO on a public brain magnetic 

resonance (MR) perfusion dataset of acute stroke patients, and demonstrate that PIANO can 

successfully resolve velocity and diffusion field ambiguities and results in sensitive measures for 

the assessment of stroke, comparing favorably to conventional measures of perfusion.

Keywords

Partial Differential Equations; Advection; Diffusion; Data Assimilation; Machine Learning; 
Perfusion Imaging; Stroke

peirong@cs.unc.edu . 

HHS Public Access
Author manuscript
IEEE Trans Med Imaging. Author manuscript; available in PMC 2022 December 01.

Published in final edited form as:
IEEE Trans Med Imaging. 2021 December ; 40(12): 3424–3435. doi:10.1109/TMI.2021.3085828.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



I. Introduction

The goal of perfusion imaging (PI) is to quantify blood flow through the brain parenchyma 

by serial imaging. Widely-used perfusion measurement techniques include injecting an 

intravascular tracer (e.g., in CT perfusion, Dynamic Susceptibility Contrast-enhanced (DSC) 

and Dynamic Contrast-Enhanced (DCE) MR perfusion) [?], using magnetically-labeled 

arterial blood water protons as an endogenous tracer (Arterial spin labeling (ASL)) [?], or 

using positron emission tomography (PET) [?]. The resulting quantitative measures help 

clinical diagnosis and clinical decision-making, for example, to assess acute strokes and 

brain tumors. These measures also help to facilitate individualized treatment of stroke 

patients based on brain tissue status [?]. Despite its benefits, the widespread use of PI still 

faces many challenges. At present, the mainstream approach for postprocessing PI source 

data, a time series of 3D volumetric images, is using tracer kinetic models to estimate 

hemodynamic parameters for each voxel. This then results in 3D perfusion parameter 

maps [?]. Specifically, an arterial input function (AIF) is selected to approximate the 

delivery of intravascular tracer to tissue. Perfusion parameter maps are then computed 

based on the AIF and the observed concentration of contrast agent (CA) at each voxel 

by a deconvolution algorithm [?]. However, there exist substantial differences in perfusion 

parameter maps generated across institutions, mainly caused by different AIF selection 

procedures, deconvolution techniques, and interpretations of perfusion parameters [?], [?], 

[?].

Moreover, postprocessing approaches for PI are performed on individual voxels, thereby 

disregarding spatial dependencies of contrast dynamics. Some efforts exist to fit CA 

transport via partial differential equations (PDEs) [?], [?], [?]. However, these approaches 

ultimately reduce to voxel-based analyses – parameters of a closed-form solution of the 

associated PDEs are estimated to fit the concentration time-curve voxel-by-voxel. The work 

by Cookson et al. [?] is most closely related to our proposed approach. In this work, 

advection-diffusion PDEs are used to model CA transport within cerebral blood vessels and 

brain tissue. However, it is assumed that both velocity and diffusion are constant over the 

entire domain, which is unrealistic in real tissue. In fact, the spatially varying nature of 

perfusion is, for example, precisely the critical aspect of stroke assessment. As a result of the 

constancy assumption only simulations are considered in [?], but estimations based on real 

data are not explored.

Contributions:

We therefore propose Perfusion Imaging via AdvectioN-diffusiOn (PIANO), an approach 

which models CA transport by a variable-coefficient advection-diffusion PDE. To the best of 

our knowledge, PIANO is the first PI work taking the spatial relations between voxels into 

account. Specifically, given a time series of CA concentration 3D images, PIANO estimates 

spatially-varying velocity and diffusion fields of the advection-diffusion model that best 

explains CA passage. By physically modeling CA transport via advection and diffusion, 

PIANO does not require AIF selection or deconvolution algorithms to compute perfusion 

parameter maps, which are required in conventional PI postprocessing approaches and 

may yield differences in parameter map estimations. We extensively assess the estimation 
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behavior of PIANO. In particular, we assess PIANO’s ability to disentangle velocity from 

diffusion estimates and its robustness to noise. We further apply PIANO on a public brain 

MR perfusion dataset of acute stroke patients. Quantitative comparisons demonstrate the 

advantage of PIANO feature maps over conventional perfusion parameter maps. We describe 

and test PIANO in the context of brain PI. The approach, however, is general and could 

conceivably be applied to other PI approaches, e.g., CT perfusion, as well as PI in other 

organs, e.g., heart, lung, liver.

This manuscript is a significant extension of our work: Peirong Liu, Yueh Z. Lee, Stephen 

R. Aylward and Marc Niethammer, “PIANO: Perfusion Imaging via Advection-diffusion”: 

In 23rd International Conference on Medical Image Computing and Computer Assisted 
Intervention (MIC-CAI), 2020. Specifically, in this work, we provide detailed experimental 

evaluations from multiple aspects: (1) We show that the velocity and diffusion fields 

estimated by PIANO fall within reasonable value ranges that are consistent with value 

ranges reported in literature; (2) We demonstrate the effectiveness and robustness of PIANO, 

by exploring its robustness to noise; (3) We further verify the capability of PIANO to 

disentangle the estimation of advection velocities from the estimation of the diffusion 

process.

II. Perfusion Imaging via Advection-diffusion (PIANO)

First, Sec ?? describes how we model CA transport as a combination of advection and 

diffusion. Sec. ?? then discusses how PIANO estimates the velocity and the diffusion fields 

that best explain the contrast dynamics.

A. Governing Equations

After the injected CA has fully flowed into the brain, the observed local changes of CA 

concentration (which we refer to as concentration in what follows) in the brain can generally 

be explained by two dominating macroscopic effects: advection and diffusion. Advection 

mainly describes the transport of CA driven by the blood flow within the blood vessels, 

while diffusion captures the movements of freely-diffusive CA within capillaries and the 

macroscopic effect of capillary transport. Note that because the voxel size in PI (≈ 1 mm) 

is orders of magnitude larger than the capillary radii [?], capillary blood transport may 

manifest as diffusion macroscopically. In general, the diffusion term in this manuscript 

should be considered a combination of all these effects at voxel scale.
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Alg. 1:

Pseudo-code for PIANO

Tpd: the number of consecutive time points in one training sample; Convergence criterion: |ℒ of current iteration – ℒ of 

last iteration|/ℒ of last iteration < 0.001 for 10 subsequent iterations.

Let C(x, t) denote the concentration at location x in the brain Ω ⊂ ℝ3, at time t. Local 

concentration may be modeled as an advection-diffusion equation:

∂C(x, t)
∂t = − ∇ ⋅ (V(x)C(x, t)) + ∇ ⋅ (D(x)∇C(x, t)), (1)

where V(x) = (Vx(x), Vy(x), Vz(x))T is the spatially-varying velocity, with each component 

referring to the blood flow velocity in directions x, y, z respectively. D is a spatially-varying 

(non-negative) diffusion scalar field governing CA diffusion1. We assume V and D to be 

constant in time to simplify our estimation problem2. Further, assuming the blood flow is 

incompressible everywhere, i.e., V is divergence-free (∇ · V(x) = 0, ∀x ∈ Ω), ?? can be 

simplified to:

1Note that a diffusion scalar field implies isotropic diffusion. Anisotropic diffusion could be modeled via diffusion-tensor fields 
instead. However, those are difficult to estimate from a single perfusion image sequence, which is why we use a scalar field for 
simplicity.
2Taking the cardiac cycle into consideration could make the model more theoretically accurate. However, it would also make it 
significantly more difficult to estimate, as we would then need to estimate time-varying vector and diffusion fields (V & D). In 
fact, due to the coarse time resolution of perfusion imaging, typically ≤ 1, we did not observe obvious fluctuations captured by CA 
concentration time-series. We therefore assume that the effects of the cardiac cycle are negligible, and treat the measured signal as 
temporally averaged.
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∂C(x, t)
∂t = − V(x) ⋅ ∇C(x, t) + ∇ ⋅ (D(x)∇C(x, t)) . (2)

B. Estimating Advection and Diffusion

Sec. ?? described PIANO’s advection-diffusion model for CA transport. Here, we focus 

on a particular approach to estimate divergence-free vector fields V and non-negative 

diffusion scalar fields D from time series of measured 3D volumetric concentration images, 

Cti Nx × Ny × Nz ∈ ℝ(Ω) ∣ i = 0, 1, …, T , with temporal resolution Δt.

1) Parametrization of Velocity and Diffusion Fields:

To ensure that the vector field V is divergence-free, we represent it by two scalar fields Γ1, 

Γ2 [?]:

V(x) = ∇Γ1(x) ∧ ∇Γ2(x), Γ1, Γ2 ∈ ℝ(Ω), ∀x ∈ Ω, (3)

where ∧ denotes the exterior product between vectors in ℝ3. To construct a non-negative 

scalar field, we parametrize D as:

D(x) = L2(x), L ∈ ℝ(Ω), ∀x ∈ Ω . (4)

2) Numerical Flow:

The voxel spacings δx, δy, δz of the given 3D volumetric concentration images naturally 

introduce corresponding grid sizes in axial, coronal and sagittal directions. We use a first-

order upwind scheme [?] to approximate the partial differential operators of the advection 

term in ??, and nested forward-backward differences for the diffusion term: forward 

differences for ∇· and backward differences for ∇C in ??. Discretizing all spatial derivatives 

on the right hand side of ?? results in a system of ordinary differential equations, which we 

solve by numerical integration. Specifically, we impose mixed boundary conditions (BCs) 

on the system: Dirichlet BCs are applied on the first and last axial slices3 which simply 

specify the measured concentrations. By applying these BCs, we assume the inflow from 

and the outflow to the out-of-brain domains are reflected by the CA’s concentration on 

these two axial slices across the observed time points. We impose homogeneous Neumann 

BCs on the outer brain contours in the remaining axial slices, assuming no contrast agent 

passes through these boundaries. We use the Runge-Kutta 45 (RK45) method to integrate 

the advection-diffusion equation in time (Δt). Hence, this allows us to predict Ct + δt. Note 

that the chosen δt is typically smaller than the temporal resolution of the given concentration 

time series images (δt), to satisfy the Courant-Friedrichs-Lewy (CFL) condition [?]. This is 

required to ensure numerical stability.

3Our dataset is acquired axially. This BC essentially replaces determining the AIF. Note that the BCs could be modified for different 
acquisition protocols as needed.
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3) Estimation:

Given an initial state Ct, PIANO applies the current estimate of V, D to Ct by ?? and 

predicts subsequent concentration images with time step δt. Instead of starting from a 

specific concentration image, we randomly pick an image from the given concentration time 

series as the initial condition for each estimating iteration. We then integrate the PIANO 

model forward to time frame Tpd (Fig. ??). This reduces the sensitivity of the estimated V 
and D to varying initial conditions. We define our estimation losses as follows.

a. Collocation Concentration Loss.: Given a sample Cti ∈ ℝ(Ω) ∣ i = 0, 1, …, Tpd , 

with t0, t1, …, tTpd as collocation points, we define the collocation concentration 

loss ℒCC  as the mean squared error of the predicted concentrations at 

t1, …, tTpd. This encourages estimates to be close to the measurements:

ℒCC = 1
Tpd

∑
i = 1

Tpd 1
Ω ∫

Ω
(Cti(x) − C

ti(x))
2
dx. (5)

b. Anisotropic Smoothness Regularizations.: Assuming the estimated fields are 

spatially smooth, we impose regularization terms on ∇V, ∇D as

ℒASV = ∑
i ∈ x, y, z

1
Ω ∫

Ω
wV ∇V i

2
2dx,

ℒASD = 1
Ω ∫

Ω
wD‖∇D‖2

2dx,
(6)

where the associated coefficients wV, wD are computed as

wV = ∑
i ∈ x, y, z

g( ∇(Kσ ∗ V i) 2
2)

3 ,

wD = g( ∇(Kσ * D) 2
2), σ > 0,

(7)

with g(s) = exp(−s/k) (k > 0). The decreasing function g is added to reduce the 

gradient penalty on those regions which have a large likelihood to be edges [?]. 

To make the estimation relatively insensitive to noise, Gaussian smoothing (Kσ) 

is applied to the parameter fields first. To avoid the undesirable effect that edges 

might be formed at different locations for different velocity channels, we average 

over axes to obtain a common coefficient wV at each location [?].

Overall, PIANO estimates V, D by minimizing the following sum of losses:

min
V, D

ℒ = ℒCC + λVℒASV + λDℒASD, λV, λD > 0. (8)
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III. Dataset Description

In Secs. ??-??, we will test PIANO on both simulated advection-diffusion time-series 

images for validation purposes (Sec. ??) and real MR perfusion images for practical 

demonstration (Sec. ??), based on the Ischemic Stroke Lesion Segmentation (ISLES) 2017 

( [?], [?]) dataset. ISLES 2017 dataset includes images for 43 ischemic stroke patients. 

Each patient has the following images: an apparent diffusion coefficient (ADC) map, a 

4D dynamic susceptibility contrast (DSC) MR perfusion image (from 40 to 80 available 

time points; temporal resolution ≈ 1 s) [?], and a segmented lesion map viewed as the 

gold-standard lesion. For each patient the dataset also includes five perfusion summary 

maps: (1) Cerebral blood flow (CBF); (2) Cerebral blood volume (CBV); (3) Mean transit 

time (MTT); (4) Time to peak (TTP); and (5) Time to peak for the deconvolved residue 

function (Tmax). In this work, we focus on the ADC map and perfusion parameter maps 

which correspond to physical measures, i.e., CBF, CBV, MTT, TTP and Tmax, for further 

quantitative comparison.

We first convert DSC MR perfusion images to concentration images using the relation 

between the MR signal and CA concentration [?]. Specifically, the concentration can be 

determined as follows:

C x, ti = − kmr
TE ln S x, ti

S0
, i = 1, …, T , (9)

where C(x, ti), S(x, ti) denote the CA concentration value and the received MR signal at 

voxel position x and time ti, respectively. 
kmr
TE  is a constant of proportionality related to 

the image acquisition process, which is usually set to 1 for the sake of simplicity [?]. The 

baseline value S0 is obtained by the mean of S(x, tj) during the B acquired time frames 

before the CA bolus arrival:

S0 = 1
B ∑

j = 1

B
S x, tj . (10)

The original perfusion images are typically anisotropic, with a much larger voxel size along 

the axial (6.5 mm) than in the other two directions (1.2 mm). To obtain a more uniform 

computational grid for the model, we upsample each concentration image along the axial 

direction (to 1.3 mm grid size) using the Lanczos Windowed Sinc method [?]. Then we 

create a concentration time-series dataset for each patient N: Cti ∈ ℝ(Ω) ∣ i = 0, 1, …, TN , 

starting from the time when the total concentration over the entire brain reaches its 

maximum, at which we assume the CA has been fully transported into the brain, till the 

last available time point.

IV. Property Validation

Mathematically, PIANO aims at recovering the velocity and diffusion fields of an advection-

diffusion process following ??. From a validation point of view, the challenge is that we do 
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not know the ground truth measurements of V and D driving the contrast agent transport 

for our real data. Therefore, before applying PIANO on real data, in this section, we first 

validate its three essential properties. We use simulated data where the ground truth V, 

D is known by construction. Specifically, we assess (1) Effectiveness: the accuracy of 

the estimated velocity and diffusion fields. I.e., given a time-series of images capturing 

an advection process, driven by a certain velocity field, is PIANO capable of recovering 

the underlying velocity field? Similarly, can PIANO successfully recover a diffusion field 

governing a diffusion process. (2) Robustness: the robustness of PIANO’s estimation to 

noise. I.e., if measurement errors exist in the given time-series of concentration images, 

can PIANO still achieve reasonable estimates? (3) Identifiability: does PIANO confuse 

advection with diffusion, resulting in an incorrect estimation for the underlying velocity (or 

diffusion) field?

A. PIANO Effectiveness and Robustness Testing

1) Advection Imaging via Advection: Our goal here is to determine if PIANO can 

estimate a known velocity field from a concentration time-series consistent with this velocity 

field. To this end, for each patient in the ISLES 2017 training set, we treat the velocity 

field estimated by PIANO as the ground truth velocity field (Vgt), and the first image in 

the concentration time-series dataset Cti  (as described in Sec. ??) is used as the initial 

condition (C0). We then simulate ‘advection imaging’ Cti ∈ ℝ(Ω) ∣ i = 0, 1, …, 40 , i.e., we 

create a time-series of concentration images driven by the velocity V := Vgt only via the 

advection PDE:

∂C(x, t)
∂t = − V(x) ⋅ ∇C(x, t) . (11)

We further simulate noisy concentrations by adding Rician noise [?] with variances 

equalling 2%, 4%, 6%, 8%, 10% of the originally simulated concentrations Cti . We then 

test how well PIANO can estimate the underlying velocity field via ?? with the same model 

settings (except without estimating the diffusion) as in Sec. ?? given the original and the 

noisy concentration time-series. Fig. ?? shows the estimated ‖Vest‖2 for one patient. Fig. ?? 
(a) shows the summarized estimation results for all 43 patients. PIANO almost perfectly 

captures the underlying velocity field, and maintains excellent performance even when 

estimating from concentrations with varying noise levels.

2) Diffusion Imaging via Diffusion: Similarly, starting from the same initial condition 

C0 as in the ‘Advection Imaging’ experiment for each patient, we simulate concentration 

time-series Cti ∈ ℝ(Ω) ∣ i = 0, 1, …, 40  via a diffusion PDE, where we define the ground 

truth diffusivity D := Dgt via the ADC map of the ISLES 2017 training set (ADC values are 

scaled by 0.00001 to ensure numerical stability):

∂C(x, t)
∂t = ∇ ⋅ (D(x)∇C(x, t)) . (12)
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Note that for the simulated data for our numerical experiments, our goal is to obtain 

non-trivial diffusion fields for our 3D diffusion simulation. We use the ADC map to this end. 

While this will indeed result in non-trivial diffusion fields, those will not accurately model 

overall brain perfusion patterns, because the diffusion we capture in our advection-diffusion 

formulation from CA signal dynamics is different from the water diffusion which ADC is 

based on. Nevertheless, using ADC to construct a non-trivial diffusion field is beneficial 

to assess PIANO’s capability for estimating complex diffusion patterns. Note that while 

the resulting diffusion patterns will most likely not be globally realistic they do not need 

to be as they will model realistic local patterns which is what PIANO estimates are based 

on. We also added 2%, 4%, 6%, 8%, 10% levels of Rician noise to obtain simulations of 

‘Diffusion Imaging’. The estimated Dest given concentrations of all noise levels for one 

patient are shown in Fig. ??, PIANO estimation results for all patients are summarized in 

Fig. ?? (b). Again, PIANO demonstrates its capability to recover the underlying diffusion 

field. In Fig. ??, when the noise level is increasing, some noisy patterns indeed appear in the 

associated Dest. Note that the ground truth diffusivity applied in this simulation experiment 

is about ten times larger than the diffusivity estimated in reality (Fig. ??, Fig. ??).

B. PIANO Identifiability Testing

We verified in Sec. ?? the capability of PIANO to estimate the underlying velocity 

field governing an advection process (‘Advection Imaging via Advection’), and the 

original diffusion field given a diffusion process (‘Diffusion Imaging via Diffusion’), 

respectively. We now test the identifiability properties of PIANO. Specifically, we let 

PIANO simultaneously estimate both velocity and diffusion fields given a pure advection (or 

diffusion) process, and explore if it would confound velocity with diffusion as two different 

physical values.

1) Advection Imaging via Advection-Diffusion: We use the same ‘Advection 

Imaging’ simulation of Sec. ?? as the concentration dataset for PIANO. However, instead of 

modeling pure advection (??), we let PIANO estimate both velocity Vest and diffusivity Dest 

via the advection-diffusion PDE (??) underlying the proposed PIANO model. Fig. ?? shows 

the estimated ‖Vest‖2, and Dest fields for one patient. Although PIANO has the freedom to 

estimate both a velocity and a diffusivity field from pure advection, PIANO differentiates 

well between advection and diffusion: the estimated ‖Vest‖2 successfully reproduces the 

ground truth ‖Vgt‖2 governing the simulated advection process, just as it already did in 

the ‘Advection Imaging via Advection’ test (Fig. ??). More importantly, the estimated 

diffusivity Dest is orders of magnitudes smaller than ‖Vest‖2, indicating the estimated 

diffusion is negligible compared to the estimated advection, which is highly consistent with 

the underlying pure advection of the simulated data.

2) Diffusion Imaging via Advection-Diffusion: Similarly, we test the behavior of 

PIANO when estimating both advection and diffusion from a pure diffusion-driven process. 

The goal is to determine if PIANO is able to recognize that there is only diffusion governing 

the given concentration time-series. We use the same ‘Diffusion Imaging’ data simulation 

of Sec. ?? as the concentration dataset, PIANO estimates both velocity Vest and diffusivity 

Dest. Estimation results in Fig. ?? confirm PIANO’s identifiability again: the estimated 
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‖Vest‖2 is almost invisible compared to Dest, even plotted with a 1% value range compared 

to that for Dest. On the other hand, Dest achieves comparable estimation performance as 

‘Diffusion Imaging via Diffusion’ in which PIANO predicts Dest alone (shown in Fig. ??).

V. Experimental Results

In Sec. ?? we validated PIANO based on simulated data. This allowed us to measure errors 

between the estimated velocity and diffusion fields (V, D) and the ground truth. Our results 

highlighted the good estimation properties of PIANO. In this Section we apply PIANO to 

real data, where ground truth measures are not available. We test PIANO on all 43 patients 

from ISLES 2017 dataset with identical model settings. Specifically, we set λV = λD = 

0.1 (??). In ??, σ = 0.6; k was treated as a ‘noise estimator’ [?], where a histogram of the 

absolute values of the gradient throughout the current image was computed, and k was set as 

90% of the histogram’s integral at every estimating iteration. Throughout the estimation, the 

prediction temporal resolution is δt = 0.02 s, and Tpd = ⌊
Tk
3 ⌋. (See Alg. ??.)

A. PIANO Feature Maps

For a better insight into an estimated velocity field V and diffusion field D, we compute the 

following maps: (1) Vrgb: Color-coded orientation map of V = (Vx, Vy, Vz)T, obtained by 

normalizing V to unit length and mapping its 3 components to red, green, blue respectively; 

(2) ‖V‖2: 2 norm of V; (3) D: scalar field in ??.

Fig. ?? and Fig. ?? show the PIANO feature maps estimated from two ISLES 2017 

patients: all are highly consistent with the lesion in both cases. Details of the blood flow 

trajectories are revealed in Vrgb by the ridged patterns and the sharp changes of colors in the 

unaffected (right) hemisphere, while the flat patterns appearing within the lesion provide 

little directional information about the velocity and indicate low velocity magnitudes. 

Velocity magnitudes are more directly visualized via ‖V‖2, from which one can easily locate 

the lesion where ‖V‖2 is low. D also indicates lower diffusion values in the lesion, though 

with less contrast potentially due to the fact that it captures the accumulated effect of CA 

diffusion at the voxel-level.

B. Predicted CA Concentration

To better illustrate the prediction accuracy, and therefore the estimation accuracy for V and 

D, of PIANO, we further consider the mean absolute percentage error (MAPE) across all 

predicted time points:

MAPE = 1
Tpd

∑
i = 1

Tpd Cti − C
ti

Cti
, (13)

where Cti, C
ti denote the observed and predicted CA concentration at ti, respectively. 

Averaged over the entire brain for each patient, we compute the histogram of patient-

specific MAPE as shown in Fig. ??. In general, the concentration prediction errors are 

lower than 5% for most patients, and the average MAPE over all 43 patients is 3.06%. 
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This demonstrates PIANO’s capability to predict CA concentration over time. For better 

visualization, we additionally provide the predicted time-series of CA concentration images 

and their corresponding MAPE maps in Fig. ?? and Fig. ??. We see that PIANO is 

capable of predicting the CA concentration given their initial state, indicating its ability 

to successfully capture V and D. Note that although the concentration values for these two 

patients differ considerably, caused by the different total volume of injected CA, PIANO is 

still able to provide plausible estimates.

C. Quantitative Comparison

(1) We added comparisons with TTP and Tmax feature maps performance according to R2’s 

C2 & C10 and R3’s C5. (2) We added quantitative analysis on ROCs of all maps to assess 

their performances on lesion segmentation according to R1’s C3 and R4’s C14. (3) To avoid 

potential confusion after adding ROCs comparison, we categorized the three metrics already 

defined in the original manuscript (μr, σr, absolute t-value) as “lesion-specific metrics”, 

and new metrics for lesion segmentation comparisons as “globally-defined metrics”. To 

quantitatively compare PIANO feature maps with the maps provided by ISLES 2017 in their 

ability to detect the lesion, we consider the following four metrics for comparison between 

the different maps.

Lesion-specific metrics: We first compare feature values in the lesion with the values 

in the contralateral region of the lesion (c-lesion), where the lesion regions are determined 

by the lesion segmentations contained in the ISLES 2017 dataset. The c-lesion region is 

determined by mirroring the lesion segmentation to the unaffected side via the midline of the 

cerebral hemispheres. Values in the c-lesion then provide a reference for the normal values4.

1. Lesion-specific mean ratio (μr ∈ [0, 1]): the ratio between the mean values in the 

lesion and the c-lesion.

μr = min mean in lesion
mean in c‐lesion , mean in c‐lesion

mean in lesion ; (14)

2. Lesion-specific STD ratio (σr ∈ [0, 1]): the ratio between the standard deviation 

(STD) in the lesion and the c-lesion.

σr = min STD in lesion
STD in c‐lesion , STD in c‐lesion

STD in lesion ; (15)

3. Lesion-specific absolute t-value (|t| ≥ 0): the absolute value of the unpaired 

t-statistic between the values in the lesion and the c-lesion5.

4PIANO feature maps, ADC, CBF and CBV typically have smaller values in the lesion than in the c-lesion. Therefore, they result in 
a negative t-statistic between the values of the lesion and the c-lesion. For MTT, TTP and Tmax the opposite is the case: values in 
the lesion are typically larger than in the c-lesion, resulting in a positive t-statistic between values in the lesion and c-lesion. For more 
explicit measurements of the differences between lesion and c-lesion, we compute the minimum of the ratios in Eq. (??-??) and the 
absolute value of the t-statistic.
5While a paired test between corresponding voxels is possible and results in similar measures, we opt for the unpaired test to avoid 
any voxel-level correspondence issues.
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Globally-defined metrics: The three measures above are defined with respect to a given 

segmented lesion region. Here, we therefore also consider how well the different perfusion 

maps can distinguish lesion from non-lesion regions. I.e., we want to use them for lesion 

segmentation. To this end we threshold our maps and compare the resulting segmentations to 

the segmentations provided by ISLES 2017. Specifically, we compute the receiver operating 

characteristic (ROC) curves and their associated areas under the curve (AUC).

(4) AUC:  Given a value map to be thresholded for classification, its ROC curve corresponds 

to the true positive rate (TPR) vs. the false positive rate (FPR) at different classification 

thresholds, here, for lesion classification. AUC measures the area under the ROC curve, 

which provides an aggregate measure of performance across all possible classification 

thresholds and is widely used in evaluations for classification tasks. Here, we explore the 

following two measures for thresholding and ROC comparisons.

• Actual value. We directly take the values from all maps for ROC and AUC 

computation.

• Point-wise Ratio. Despite being straightforward, thresholding directly on the 

actual values for lesion classification is challenging as normal parameter value 

ranges differ among locations. To sidestep this issue, we further threshold the 

ratios between the values in the two brain hemispheres. Specifically, we consider 

the point-wise ratios (r(x)) between left and right hemispheres:

r(x) = value at x
value at c−x, x ∈ Ω, (16)

where c-x refers to the contralateral position of x via the midline of the cerebral 

hemispheres. As all our measures are positive, r(x) ≥ 0. Note r(x) is similar to the 

lesion-specific ratio (μr), however, we do not assume any a-priori knowledge of a 

lesion segmentation for evaluation.

Note that more sophisticated classification methods could be easily applied to PIANO’s 

feature maps (and all the other feature maps as well) for more accurate lesion segmentation 

results. We leave this for future work to keep the manuscript focused.

Fig. ?? compares the PIANO and ISLES 2017 maps based on the above four measures 

computed from all 43 patients. Figs. ??(a-b) show results of lesion-specific measures (μr, 

σr, absolute t-value). ‖V‖2 achieves the highest absolute t-value among all feature maps. 

Note that even though Tmax achieves a lower (i.e., better) lesion-specific ratio (μr) than all 

other feature maps, its lesion-specific absolute t-value (|t|) is still slightly lower (i.e., worse) 

than that for ‖V‖2. On the other hand, Figs. ??(c-d) show ROC comparison results for all 

maps for lesion segmentation. As lesion segmentation is the goal here the manual lesion 

segmentations are only used to evaluate the quality of the thresholded segmentations, but 

are not used to restrict the evaluation region (as for the previous results). When thresholded 

by the actual values (Fig. ??(c)), Tmax achieves the highest (i.e., best) AUC, and is closely 

followed by TTP and ‖V‖2. While using the point-wise ratios (Fig. ??(d)), PIANOS’s ‖V‖2 

outperforms all other maps (including all of the actual value AUCs) and achieves the best 

segmentation results. This behavior can be explained by realizing that normal values in 
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maps such as ‖V‖2, D, CBF & CBV, typically vary across space. Hence, using a simple 

global threshold based on actual values tends to ignore these spatial dependencies, and may 

therefore lead to misinterpretations of parameter values in normal regions. When using ratios 

for ROC comparison, one instead considers the relative values between hemispheres. In 

this way, classification results are less sensitive to actual parameter values even if normal 

parameter value ranges differ with location. Tab. ?? further summarizes the comparison 

results over all patients, where PIANO’s feature maps outperform ISLES 2017 maps in 6 

of the 11 compared indices. Note also that PIANO maps achieve the best results in every 

subcategory (i.e., relative mean, relative STD, absolute t-value, and AUC).

D. Cerebral Blood Velocity and Péclet Number

As described in Sec. ??, ‖V‖2, is the 2 norm of the estimated velocity field V governing 

the advection process, which describes the transport of CA driven by the cerebral blood 

flow within the blood vessels. Ivanov et al. [?] provide an in-depth discussion about blood 

flow velocities in cerebral capillaries. They report a typical range of blood flow velocities 

between 0.5 to 1.5 mm/s in cerebral capillaries, precapillaries, and arterioles that are not 

more than 5 μm in luminal diameter. Maximum blood flow velocities in humans can reach 

up to 100 cm/s in major cerebral arteries such as the middle cerebral arteries (MCAs) 

[?]. However, such velocities are not observable based on our imaging. Specifically, the V 
estimated by PIANO, via observing the transport of CA recorded in PI, should be considered 

as the velocity field averaged over space (with voxel spacing of ≈ 1 mm) and time (with 

PI temporal resolution of ≈ 1 s). Estimated velocities are therefore significantly lower than 

the maximum velocities. In fact, mean velocities across a cardiac cycle (Vmean) for cerebral 

perforating arteries are measured in [?], where the authors report Vmean in the semioval 

centre (CSO) in the range 0.5–1.0 cm/s, and in the range of 3.9–5.1 cm/s for Vmean in the 

basal ganglia (BG). Fig. ?? (a) displays the histogram of ‖V‖2, in the unaffected hemispheres 

(in which we assume blood flow velocities are in the normal range) of the 43 ISLES 2017 

stroke patients. In general, ‖V‖2 mainly falls within the range of 0–6 mm/s with a mean 

value of 1.875 mm/s, which is consistent with the cerebral blood flow velocities reported 

in the above literature. Fig. ?? (b) shows detailed distributions of ‖V‖2 for each patient. We 

observe a similar range of ‖V‖2 for the different patients.

To assess the relation between the estimated advection and diffusion, we resort to the Péclet 

number (Pe). Pe is a dimensionless number that represents the ratio of the contributions to 

mass transport by advection to those by diffusion [?]. For mass transfer (i.e., CA in this 

paper), it is formed as

Pe = L V 2
D , (17)

where ‖V‖2, D are already defined based on our PIANO feature maps (Sec. ??), L is the 

characteristic length. Since the voxel spacings in PI are ≈ 1 mm, we set L to 1 mm for 

simplicity. By definition, Pe values range from 0 to ∞, indicating different process behavior, 

i.e., varying from pure diffusion, to diffusion-dominant transport, to advection-dominant 

transport, and lastly to pure advection. To achieve better visualizations for all kinds of mass 
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transport, we compute both Pe and the inverse of Pe, with larger Pe (smaller inverse Pe) 

indicating the advection takes a larger portion and diffusion takes a smaller portion in the 

overall advection-diffusion process (and vice versa). Fig. ?? (a) and Fig. ?? (a) show the 

histograms of Pe and inverse Pe in the unaffected hemispheres of all patients. A small 

portion of voxels which have lower or higher values may indicate those regions where either 

advection or diffusion dominantes. Fig. ?? (b) and Fig. ?? (b) show the distributions of Pe 

and inverse Pe for each patient. Note that there is little across-patient variability with respect 

to the median of the inverse Pe.

Based on the above discussion about cerebral blood velocity and the Péclet number, the 

velocity and diffusion fields estimated by PIANO fall within reasonable value ranges, and 

are consistent with value ranges reported in literature as well.

VI. Further Discussions

A. PIANO and AIF-based Perfusion Measures

Although the parameters from PIANO and those from conventional deconvolution 

approaches (e.g., CBF) are all values derived from the contrast agent time-course, they 

measure different aspects of perfusion. Specifically, CBF focuses on the amount of blood 

flow passing through the brain tissue, while PIANO’s parameters are invariant to the overall 

blood flow amount: instead, they depend on the gradients of CA across space and time and 

assess how contrast agent flows and disperses throughout the brain. I.e., V & D will remain 

unchanged with varying amounts of transported CA. Specifically, for any α ∈ ℛ+:

∂(αC(x, t))
∂t = − V(x) ⋅ ∇(αC(x, t))

+ ∇ ⋅ (D(x)∇(αC(x, t)))
(18)

the estimates remain unchanged6.

Note that PIANO measures are indeed different from AIF-based approaches; and we do not 

intend to capture standard AIF-based measures by PIANO. Instead, based on our advection-

diffusion perspective, PIANO is able to provide additional useful measures, which we show 

to be effective in detecting lesion areas, while not relying on specifying an AIF. Hence, our 

goal is to supplement existing parameter maps computed from the conventional AIF-based 

methods.

B. PIANO’s Applicability to Other Perfusion Imaging Modalities

CT perfusion: As PIANO models CA transport based on local concentration changes, it 

should in principle be directly applicable to CT perfusion images, once the Hounsfield units 

of CT perfusion images have been converted to CA concentrations [?].

6We note that assuming a consistently-selected AIF, CA-based perfusion analysis approaches should also be insensitive to inter-
subject variability of injected CA. However, due to their dependency on AIF selection, parameters may still vary based on variations in 
the AIF selection.
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Arterial Spin Labeling (ASL): ASL measures are obtained very differently compared 

to CT perfusion and DSC-MR perfusion. Specifically, ASL perfusion measurements are 

usually based on only two time points [?]. Hence, PIANO would likely not be suitable 

for ASL as it relies on measurements of CA transport dynamics during all measured time 

intervals and requires higher temporal resolution.

C. Interpretation of PIANO’s Diffusion

As also mentioned in Sec. ??, the diffusion in PIANO captures the movements of freely-

diffusive CA within the extracellular space or the macroscopic effect of capillary transport. 

It is important to note that because our voxel sizes (≈ 1 mm) are orders of magnitude 

larger than the capillary radii [?], capillary blood transport may manifest as diffusion 

macroscopically. Therefore, the diffusion estimated by PIANO should be considered a 

combined effect at voxel scale.

It is also important to note that the DWI-derived apparent diffusion coefficient (DWI-ADC) 

values are not expected to be similar to the diffusion values we estimate. DWI-ADC 

measures local water diffusion, whereas we measure how contrast agent is distributed 

throughout the brain and capture this distribution behavior via an advection-diffusion 

equation. This means, for example, that if a contrast agent does not reach certain parts 

of the brain (as might be the case for a stroke for example) velocity and diffusion values are 

expected to be low. In a sense this is a functional measurement (i.e., what is being reached 

by the contrast agent and how the contrast agent distributes), whereas DWI-ADC measures 

local tissue properties.

VII. Conclusions

We proposed PIANO which estimates the velocity and diffusion fields of CA transport 

via an advection-diffusion PDE. Unlike most postprocessing approaches which treat voxels 

independently, PIANO considers spatial dependencies and does not require estimating the 

AIF or deconvolution techniques. We demonstrate that PIANO can successfully resolve 

velocity and diffusion field ambiguities and results in sensitive measures for the assessment 

of stroke, comparing favorably to conventional measures of perfusion. Future work will 

explore thresholds based on statistical atlases and PIANO’s applicability to other PI 

modalities.
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Fig. 1: 
Toy example of 2D PIANO estimation. (a) Simulated advection-diffusion process with 

constant velocity and diffusivity; (b) Estimated advection-diffusion process from t = 0. 

PIANO successfully captures the advection-diffusion process.
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Fig. 2: 
Estimation framework of PIANO for one iteration (See Alg. ?? for the entire estimation 

approach), given training sample Si = Ctj ∣ j = i, i + 1, …, i + Tpd .
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Fig. 3: 
PIANO effectiveness and robustness testing: box plots of mean absolute error (MAE). (a) 

Advection Imaging via Advection: MAE of estimated ‖V‖2; (b) Diffusion Imaging via 

Diffusion: MAE of estimated D. To ensure that estimation errors can be compared across 

different patients, we scaled all estimated feature maps by the maximum value of the 

corresponding ground truth feature maps.
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Fig. 4: 
PIANO effectiveness and robustness testing: advection imaging via advection. Top row 

shows the ground truth ‖Vgt‖2 used for simulating pure advection. (a)-(f) refer to the results 

for ‖V‖2 estimated by PIANO, with simulated advection imaging series where Rician noise 

at levels 0%, 2%, 4%, 6%, 8%, 10% was added respectively.
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Fig. 5: 
PIANO effectiveness and robustness testing: diffusion imaging via diffusion. Top row shows 

Dgt used for simulating the ground truth pure diffusion. (a)-(f) refer to the results for D 
estimated from the ground truth pure diffusion image time-series where Rician noise at 

levels 0%, 2%, 4%, 6%, 8%, 10% was added respectively.
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Fig. 6: 
PIANO identifiability testing: advection imaging via advection-diffusion. Top row shows 

‖Vgt‖2 used for simulating ground truth pure advection. Rows below show the estimated 

‖Vest‖2 and Dest on corresponding slices. Note that the plotted value scale for Dest is 0.01 of 

that for ‖Vgt‖2 and ‖Vest‖2.
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Fig. 7: 
PIANO identifiability testing: diffusion imaging via advection-diffusion. Top row shows Dgt 

used for simulating ground truth pure diffusion. Rows below show the estimated Dest and 

‖Vest‖2 on corresponding slices. Note that the plotted value scale for ‖Vest‖2 is 0.01 of that 

for Dgt and Dest.
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Fig. 8: 
PIANO feature maps for one stroke patient, where the lesion is located in the left 

hemisphere. Top row: segmented stroke lesion region (white) on different slices, obtained 

from ISLES 2017. The corresponding slices for the PIANO feature maps are shown in the 

following rows.
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Fig. 9: 
PIANO feature maps for another patient in the ISLES 2017 training set, where the lesion is 

located in the right hemisphere. Top row: segmented stroke lesion region (white) on different 

slices. The corresponding slices for the PIANO feature maps are shown in the following 

rows.
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Fig. 10: 
Histogram of mean absolute percentage error (MAPE) for PIANO’s concentration time-

series prediction across 43 patients, computed across all predicted time points and over the 

entire brain region.
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Fig. 11: 
Comparison results between PIANO feature maps and ISLES 2017 maps (ADC, CBF, CBV, 

MTT, TTP, Tmax). (a) Box plots of the lesion-specific mean ratio (μr), lesion-specific STD 

ratio (σr); (b) Box plots of the lesion-specific absolute t-values (|t|) for all maps, computed 

from 43 patients. ⋆, ⋄, ○ indicate statistically significant differences between the PIANO 

feature maps and ISLES 2017 maps respectively, based on a paired t-test with Bonferroni 

correction at a significance level of 0.05; (c-d) Receiver operating characteristic (ROC) 

curves of all maps for lesion classification task thresholded based on actual parameter values 

(c) and ratios (d).
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Fig. 12: 
Predicted concentration time series for the same patient shown in Fig. ??, where (i)-(vi) 

correspond to slices #1–6 respectively. Each grouped row displays (a) the measured 

concentration image sequences, (b) the predicted concentrations and (c) the absolute error of 

predicted concentration at corresponding time points.
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Fig. 13: 
Predicted concentration time series for the same patient shown in Fig. ??, where (i)-(vi) 

correspond to slices #1–6 respectively. Each grouped row displays (a) the measured 

concentration image sequences, (b) the predicted concentrations and (c) the absolute error of 

predicted concentration at corresponding time points.
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Fig. 14: 
(a) Histogram of ‖V‖2 in the unaffected hemispheres of 43 ISLES 2017 patients, and (b) 

corresponding box plots of distribution for individual patients.
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Fig. 15: 
(a) Histogram of Pe in the unaffected hemispheres of 43 ISLES 2017 patients, and (b) 

corresponding box plots of distribution for individual patients.
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Fig. 16: 
(a) Histogram of inverse Pe in the unaffected hemispheres of 43 ISLES 2017 patients, and 

(b) corresponding box plots of distribution for individual patients.
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TABLE I:

Quantitative comparison between PIANO feature maps and ISLES 2017 maps over 43 subjects, using Mean, 

Median, Standard Deviation (STD) of the lesion-specific mean ratio μr, STD ratio σr (the lower the better), 

absolute t-value |t| (higher absolute value indicates greater difference), and area under curve (AUC) of receiver 

operating characteristic (ROC) curves (higher value means better segmentation performance) based on actual 
parameter values and ratio between hemispheres.

Maps ||V||2 D ADC CBF CBV MTT TTP Tmax

μr

Mean 0.54 0.59 0.76 0.57 0.72 0.61 0.69 0.21

Median 0.52 0.56 0.78 0.56 0.76 0.63 0.68 0.15

STD 0.12 0.19 0.14 0.19 0.15 0.20 0.13 0.16

σr

Mean 0.69 0.55 0.75 0.63 0.76 0.56 0.55 0.35

Median 0.66 0.55 0.78 0.61 0.77 0.55 0.54 0.29

STD 0.14 0.17 0.20 0.18 0.16 0.17 0.19 0.23

|t|

Mean 60.10 29.51 20.55 32.61 13.53 33.56 44.59 59.86

Median 47.13 20.58 13.50 26.08 8.48 18.52 28.87 46.44

STD 51.83 27.67 19.53 27.47 14.21 31.70 44.16 50.33

AUC
Actual 0.73 0.63 0.69 0.66 0.57 0.64 0.75 0.78

Ratio 0.84 0.72 0.66 0.71 0.57 0.60 0.80 0.78
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