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Abstract

Hypothesis: This study tests the hypothesis that it is possible to find tone or noise vocoders that 

sound similar and result in similar speech perception scores to a cochlear implant (CI). This would 

validate the use of such vocoders as acoustic models of CIs. We further hypothesize that those 

valid acoustic models will require a personalized amount of frequency mismatch between input 

filters and output tones or noise bands.

Background: Noise or tone vocoders have been used as acoustic models of CIs in hundreds of 

publications but never been convincingly validated.
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Methods: Acoustic models were evaluated by single-sided deaf CI users who compared what 

they heard with the CI in one ear to what they heard with the acoustic model in the other ear. 

We evaluated frequency-matched models (both all-channel and 6-channel models, both tone and 

noise vocoders) as well as self-selected models that included an individualized level of frequency 

mismatch.

Results: Self-selected acoustic models resulted in similar levels of speech perception and similar 

perceptual quality as the CI. These models also matched the CI in terms of perceived intelligibility, 

harshness, and pleasantness.

Conclusion: Valid acoustic models of CIs exist, but they are different from the models most 

widely used in the literature. Individual amounts of frequency mismatch may be required to 

optimize the validity of the model. This may be related to the basalward frequency mismatch 

experienced by postlingually deaf patients after cochlear implantation.

Introduction

Animal models are important for understanding human physiology and pathophysiology 

because they allow experiments that would be impractical or ethically forbidden in humans. 

However, knowledgeable biologists always scrutinize the validity of their animal models 

because they know they do not always faithfully reproduce the human condition. Similarly, 

acoustic models can be extremely useful for the study of cochlear implants (CIs). Acoustic 

models allow manipulations that would not be feasible otherwise. For example, one can 

simulate different intracochlear electrode locations, different amounts of tonotopic frequency 

mismatch, different patterns of neural survival, or different amounts of spread of excitation- 

and all of these can be done within-listener. Unfortunately, the validity of acoustic models of 

CIs has not received sufficient attention. The present study is an attempt to better determine 

which specific flavors of acoustic models may better approximate speech perception with a 

CI.

Acoustic models have been used in numerous studies to simulate the percepts elicited by 

cochlear implants 1. They separate the incoming signal into different channels using a bank 

of bandpass filters. The envelope of each channel is then extracted, just as in CI speech 

processing, and used to modulate output sounds, which are typically tones or noise bands. 

Each noise band (or tone) presented to a normal ear is intended to mimic the percept 

elicited by stimulation of a given intracochlear electrode. Historically, acoustic models using 

6–8 channels and using analysis filters that are frequency-matched to the output sounds 

have been thought to provide a good representation of cochlear implant perception because 

they allow naïve normal hearing listeners to reach levels of speech perception that are 

comparable to those obtained by experienced CI users 2–5. However, this similarity in speech 

perception represents an extremely weak level of validation because it can be achieved by 

using absolutely any type of signal processing that includes one parameter that degrades 

the input enough to reach the desired level. Other than this rough and superficial similarity 

in speech perception scores, acoustic models of CIs have not been convincingly validated. 

In fact, Laneau et al. 6 found that even a vocoder that was specifically designed to mimic 

pitch discrimination performance of CI subjects yielded pitch perception results that were 

different from those seen in at least some CI users or some testing conditions. Studies by 
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Dorman et al. 7–9 show that 6–8 channel frequency-matched acoustic models sound quite 

dissimilar to the implant, and alternative acoustic models are required to enhance sound 

similarity to the CI 10.

The first major motivation for the present study is to validate acoustic models of CIs. A 

unique type of validation has become possible with the advent of single-sided deaf (SSD) 

patients who have a CI in one ear and normal hearing in the other ear 10–14. These patients 

allow a direct, within-subject perceptual comparison of the output of acoustic models to 

the stimulation provided by a CI 7–10,15,16. Previous studies have attempted to validate 

acoustic models based on either perceptual similarity or speech recognition. This study aims 

to determine whether both goals can be achieved simultaneously.

The present study also goes beyond validation by allowing individual participants to modify 

acoustic models to improve their similarity with the CI. This is intended as a step towards 

answering one of the most basic questions one may have with respect to CIs: what do 

they sound like? All we have so far is qualitative descriptions from patients: the implant 

sounds “like Minnie Mouse” or “like Darth Vader,” or “nothing like speech,” (or even, in 

rare cases, the CI is reported to sound almost identical to the acoustic model (Dorman et 

al. 7), and these percepts change as a function of CI experience. Tantalizing as they are, 

these comments are difficult to interpret. A careful analysis of the acoustic models that SSD 

patients find to be most similar to the CI may reveal important insights about electrical 

stimulation of the auditory system.

Most acoustic models used in the literature use frequency-matched analysis filters and 

output sounds (but see Laneau et al. 6, Dorman et al. 9 and Karoui et al. 15). In other 

words, the center frequency of each analysis filter is identical to the center frequency of 

the output noise band or to the output tone. This represents an optimistic and unvalidated 

premise: that the place pitch elicited by stimulating intracochlear electrodes is equal to the 

center frequency of the corresponding analysis filter. In fact, studies of electroacoustic pitch 

matching contradict this hypothesis in many cases, particularly in postlingually deaf users 

shortly after initial stimulation 17,18 and when electrode insertions are shallower 19–21.

The precise extent to which human listeners may or may not be able to adapt to mismatch 

between the normal physiological frequency-place function and that imposed by the CI is 

still an open question. Numerous studies have examined the amount of frequency-place 

mismatch at different times after initial stimulation, and the extent to which auditory 

plasticity in humans may or may not be sufficient to overcome it 17,19,22, but the vast 

majority of these studies have used nonspeech stimuli or (in a few cases) simple speech 

sounds like vowels 23,24. The present study provides new information assessing frequency 

mismatch based on the sound quality of complete spoken sentences, which is an interesting 

complement to previous studies in terms of ecological validity.
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Methods

1) Participants:

Fourteen adult SSD CI users were tested between one and four times (for a total of 

31 sessions) at different time points after initial stimulation. All participants had clinical 

maps programmed with the default frequency allocation tables for their respective devices. 

The median estimated duration of deafness was 1.12 years. See Appendix A for more 

information. All procedures were in accordance with NYU IRB approval #10–00702.

2) Types of acoustic models

Participants were tested using five types of acoustic models. Two of them were six-channel 

vocoders. The 6 CH. T model used output tones whereas the 6 CH. N model used output 

noise bands. Analysis filters for these two model types spanned the 188–7938 Hz range, 

and the six output sounds were frequency-matched to the six analysis filters. The exact 

frequency boundaries can be found in Svirsky, et al. (2015)25, Table II. Two additional types 

of acoustic models used the same number of channels and the same filter bandwidth for 

each channel as in the participant’s clinical CI map. The ALL CH T model used tones and 

the ALL CH N model used noise bands. Again, analysis filters and noise bands (or tones) 

were perfectly frequency-matched. The fifth type of acoustic model (named self-selected or 

SS) was individualized for each participant following the procedure described below. The 

analysis filters were fixed, identical to each participant’s clinical CI map (just like for ALL 

CH. T and ALL CH N. models). Thus, twenty-two channel filter banks were used for most 

Cochlear™ users, 16-channel filter banks for Advanced Bionics™ users, and 12-channel 

filter banks for MED-EL™ users. The output noise bands or tones were self-selected by 

each participant.

A large number of possible models were created that used a wide range of possible values 

for the low- and high-frequency edges of the output sounds. These are listed in Appendix B 

for the case when no channels are turned off. Additional information about processing for 

acoustic models is also included in Appendix B.

3) Acoustic Model Selection Task

Participants used a method-of-adjustment procedure to select the acoustic model that 

sounded “most similar” to the implant. This involved adjusting the low and high frequency 

edges of the output sounds used in tone and noise band models, and then determining which 

self-selected acoustic model (tone or noise band) was perceptually most similar to the CI.

The selection procedure is illustrated in Figure 1. One HINT sentence (either “Big dogs can 

be dangerous” or “The player lost a shoe”) 26 was preprocessed using each acoustic model 

described in Appendix B and was presented to both ears successively, separated by a 500 

ms pause (Fig. 1A). The first presentation was unmodified, presented to the CI processor 

via direct audio input with the microphone deactivated, and the second presentation was 

processed with an acoustic model and presented through the loudspeaker to the normal 

hearing ear. Stimuli presented to the speech processor were initially set at a comfortable 

listening level and stimuli presented to the acoustic hearing ear were initially set to 65 dB 
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SPL-C. Then, loudness balancing was completed between the ears, by adjusting the input to 

the speech processor as needed.

Participants explored different acoustic models by clicking different squares in the grid (see 

Fig. 1B). Moving vertically across rows (up/down) adjusted the low frequency edge of the 

acoustic model noise bands (or tones) and horizontal movement across columns (right/left) 

adjusted the high frequency edge (see Appendix B). Participant first selected a general grid 

area and then the specific square that corresponded to the acoustic model most similar to the 

CI. A color system was used to keep track of participant responses, with light blue being 

most similar to the CI (Fig. 1B).

The frequency range of self-selected models’ output sounds was compared to the standard 

frequency allocation specific to each manufacturer using the Wilcoxon one-sample signed 

rank test. This was done to estimate the amount of frequency mismatch for the whole 

data set and for each participant group, both for the high- and low-frequency edges of the 

self-selected models. Additionally, a Kruskal-Wallis One Way ANOVA on Ranks (necessary 

because data were not normally distributed) was used to compare the three participant 

subgroups. Lastly, the reliability of acoustic model selection was indirectly evaluated by 

comparing selections obtained with tone and with noise models (see Appendix C).

4) Similarity Rating Questionnaires

Participants rated acoustic models using a two-section questionnaire (see Appendix D) 

while continually listening to sentences, first presented unmodified to the CI ear and then 

processed with the appropriate acoustic models presented to the normal hearing ear. In the 

first section, participants indicated how similar each acoustic model type was to the CI. 

Similarity ratings were then compared using repeated measures ANOVA plus Dunnett’s 

multiple comparisons test. In the second section, each model was rated on four different 

dimensions: intelligibility, pleasantness, harshness, and loudness. Wilcoxon signed rank tests 

were used to determine whether the four dimension ratings were significantly different for 

each acoustic model type and for each question.

5) Speech Testing

Eight participants completed speech testing under six conditions: acoustically, using each 

one of the five acoustic model types, and using only the CI via direct audio input. Tests 

included either two 50-word lists of CNC-30 words 27 per condition (for five participants) 

or a 20-sentence AzBio 28 list per condition (for the other three participants). There is one 

AzBIO missing value from one participant in the ALL CH T condition. Repeated measures 

ANOVA plus Dunnett’s multiple comparisons tests were used to determine which acoustic 

model conditions were significantly different from the CI condition.

6) Joint analysis of similarity and speech perception scores

Similarity ratings and speech perception scores were plotted in a two-dimensional space 

and the 95% confidence ellipses were calculated for each acoustic model condition. The 

calculations were made using our own modification of a Matlab script by Vincent Spruyt 29.
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Results

1) Self-selected acoustic models

The frequency ranges of self-selected models are shown in Figure 2. For 12 sessions, a 

noise model was the top self-selected; for 10 sessions it was a tone model; and for the 

remaining 9 sessions the tone and noise self-selected models were judged equal so the 

average is reported in this figure. All participants selected an acoustic model that used 

output tone or noise bands with a different frequency range than the analysis filters. This 

means that, without exception, the self-selected models were not frequency matched. The 

low frequency edge of the self-selected noise bands or tones was significantly higher than 

the corresponding clinical frequency allocation tables. The median mismatch was +252 Hz 

(p < 0.001). When considering individual manufacturers, the difference was significant for 

Cochlear™ users (median mismatch = +571 Hz; p < 0.0001) and Advanced Bionics™ 

users (median mismatch= +237 Hz; p < 0.05), but not for MED-EL™ users. One Way 

ANOVA on Ranks indicated that the three subgroups were not equivalent (p=0.002), and 

post-hoc comparisons showed that this was due to a significant difference between the 

Cochlear™ and MED-EL™ groups (p<0.05). In contrast to the low frequency results, the 

high frequency edge of the self-selected acoustic models was not significantly different from 

that of the corresponding clinical frequency allocation tables for the whole group, or for the 

Cochlear™ or Advanced Bionics™ subgroups. The self-selected high frequency noise bands 

or tones was significantly lower than the high frequency edge for the MED-EL™ subgroup 

(p<0.01), but the difference was only 0.24 octaves.

2) Acoustic model validation: similarity ratings and speech perception

Overall, self-selected acoustic models were rated significantly more similar to CIs (higher 

rating) than the other acoustic models (P<0.001; see Fig. 3). The average rating for self-

selected models was 6.3 which falls between descriptors of 5 (“somewhat similar”) and 7 

(“very similar”). In contrast, the other acoustic models received lower average scores. ALL 

CH T had an average rating of 3.9, ALL CH N an average rating of 4.0. The 6 CH models 

had even lower scores, 2.5 for 6 CH. T and 2.9 for 6 CH N. Recall that a rating of 1 is 

“completely different” and a rating of 3 is “not very similar.” Out of 30 testing sessions with 

ratings, 93% of sessions had the self-selected model rated highest (most similar to the CI). 

Out of these sessions, 18% also had another model rated the same as the self-selected model.

Figure 4 shows comparison ratings between the CI and all five types of acoustic models 

across four acoustic dimensions. For an ideal acoustic model that sounded exactly like the 

CI we would expect all these ratings to be zero. All-channel tone models were deemed 

more intelligible (median = +1, p < 0.001), less harsh (median = −0.5, p < 0.05), and 

louder (median = +0.25, p < 0.05) than the CI. Six-channel tone models were deemed less 

intelligible (median = −1, p < 0.001), less pleasant (median = −1, p = 0.0001) and harsher 

(median = +1, p < 0.05) than the CI. Six-channel noise models were deemed less intelligible 

(median = −1, p < 0.0001), less pleasant (median = −1.25, p < 0.0001), and harsher (median 

= +1, p < 0.001) than the CI. On the other hand, for both self-selected and all-channel noise 

acoustic models, none of the acoustic dimensions were rated significantly different from the 

CI.

Svirsky et al. Page 6

Otol Neurotol. Author manuscript; available in PMC 2022 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



All-channel frequency-matched models resulted in overestimation of both word and 

sentence recognition compared to CI scores (see Fig. 5). For CNC-30 word results, CI 

scores were significantly lower than ALL CH T (40% difference, p < 0.0001) and ALL CH 

N models (33% difference, p <0.001). Speech scores for the 6-channel frequency-matched 

models and for the self-selected models were relatively closer to those obtained with the CI, 

when compared to the ALL CH models.

Finally, Figure 6 shows scatterplots of similarity ratings against speech perception score 

differences (model minus CI). Thus, an ideal acoustic model would result in identical 

speech scores as the CI (a y-coordinate of zero) and a similarity rating of “identical” (an 

x-coordinate of 9). Accuracy of acoustic models is evaluated by their proximity to the 

ideal (9,0) location. Ellipses spanning the 95% confidence area for each type of model 

show that the self-selected models are closer to the ideal acoustic model than any of the 

frequency-matched models.

Discussion

Two initial findings replicate conclusions from previous work. First, we found acoustic 

models that sound roughly similar to the CI 7–9,15 (see Fig. 3 and Fig. 4). Second, we 

also found acoustic models that result in speech perception scores similar to those obtained 

with the CI 2–5 (see Figure 5). Perhaps the most important finding of this study is that 

it is possible to find acoustic models that meet both conditions (see data for self-selected 

models in Figure 6): they are described as sounding similar to the CI, and they also result 

in similar speech perception scores. Moreover, this conclusion still stands when taking 

ratings of intelligibility, pleasantness, harshness, and loudness into account. To the best 

of our knowledge, this study represents the first attempt to validate acoustic models of 

CIs simultaneously using speech perception and subjective similarity scores. This matters 

because a model could fit one of the criteria (e.g., be perceptually similar) but not the other 

one (speech perception levels might differ significantly), and both criteria are important.

However, meeting both criteria was only possible with the self-selected acoustic models: 

those that had the same number of channels as the listener’s CI map, and in which each 

participant selected a different set of output sounds. All models other than the self-selected 

ones failed either the similarity measure or the speech perception measure, sometimes in 

spectacular fashion. The all-channel, frequency matched models failed in the sense that they 

resulted in word identification scores roughly double those observed with the CI (roughly 

80% vs. 40% correct). The six-channel tone or noise, frequency-matched acoustic models 

were rated 2.5 to 2.6 in terms of similarity with the CI, in a scale where 3 represents 

“not very similar” (even though they resulted in speech perception scores comparable to 

those obtained with the CI). They were also rated as being harsher, less pleasant, and 

(surprisingly) less intelligible than the CI. The failure of the six-channel models seems 

particularly relevant because these models are very similar to those that have been used in 

many published acoustic model studies. We now know that these traditional acoustic models 

of CIs that use frequency matched analysis filters and output tones or noise bands sound 

very different from actual CIs 8,15. We have learned this from judgements made by listeners 
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who are in the best position to answer the relevant question: those who have a CI in one ear 

and normal hearing in the contralateral ear.

There were large individual differences in the output tones or noise bands of the acoustic 

models selected by different participants. This suggests that a single acoustic model may be 

unable to represent percepts obtained by different CI users. In other words, when it comes to 

acoustic models of CIs, one size may not fit all. Different models may be necessary to target 

specific subsections of the CI population as well as different individuals, and it is possible 

that the optimal acoustic model for a given individual may even change as a function of 

experience with the CI.

The specific acoustic models selected by different participants provide an indirect estimate 

of how completely they may have adapted to CI-imposed frequency mismatch. In particular, 

the low frequency edge of the self-selected output tones or noise bands was significantly 

higher than the low frequency edge of the analysis filter bank for the same listener (see 

Figure 2). This is consistent with the basalward frequency mismatch that postlingually deaf 

CI users are expected to experience due to the insertion depth of their electrode arrays. 

The most apical electrode in some CIs is in a location where the closest spiral ganglion 

neurons likely have a characteristic frequency that may be one or two octaves higher than 

the low frequency edge of the frequency allocation tables normally used in clinical speech 

processors 30,31. This observation is supported by electroacoustic pitch matching performed 

shortly after initial stimulation in CI users who have residual hearing in the nonimplanted 

ear 18,21. The observed basalward frequency mismatch was more pronounced for users of 

the Cochlear™ and Advanced Bionics™ devices than for users of MED-EL™ devices. 

The latter have a longer electrode array, so this result is consistent with the possibility 

that basalward frequency mismatch is partially driven by electrode location. This location 

determines the mismatch between the neural population stimulated by a given sound in a 

normal ear and the neural population stimulated by the same sound in a CI user. The present 

results provide some evidence to suggest frequency mismatch has some impact on sound 

quality. Note, however, that some Cochlear™ and Advanced Bionics™ users showed little 

or no basalward frequency mismatch. This suggests that the percepts elicited by a CI in 

response to speech stimuli can sometimes change as a function of experience (see Appendix 

A), consistent with the longitudinal changes in electroacoustic pitch matching that have been 

observed as a function of experience 17,32

We hypothesize that the way a CI sounds changes systematically as a function of electrode 

insertion angle and experience with the device. Explicit testing of this hypothesis is already 

being conducted in a follow up experiment in our laboratory. Other future directions 

involve testing alternative acoustic models that seem to be superior to traditional tone or 

noise vocoders. These may include the SPIRAL vocoder 33, the pulse-spreading harmonic 

complex vocoder 34, as well as the various acoustic model parameters used by the Dorman 

group 7–9. One obvious difficulty in this endeavor will be the time and effort it might 

take listeners to adjust all model parameters simultaneously in order to find the best fitting 

acoustic model. The method-of-adjustment approach we have used in the present study may 

not be feasible when comparing acoustic models in a higher dimensional space. Thus, it will 

be important to find more efficient (and less subjective) methods to explore such spaces. The 
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genetic algorithm initially proposed as a tool to enhanced and personalize CI map parameter 

fitting 35,36 is one example of the tools that might be brought to bear. In any case, the search 

for better acoustic models of CIs is already bearing fruit. This has implications not only for 

the practical use of such models but also in terms of what those improved models might 

teach us about the electrical stimulation of the postlingually deafened auditory system.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1: 
Figure 1A illustrates the self-selection process. A sentence is first presented to the CI ear 

via direct audio input. Then the same sentence is processed by an acoustic model and 

presented to the normal hearing ear. Participants adjusted output noise bands or tones to 

obtain a “self-selected” acoustic model. The analysis filter bank was fixed and identical 

to the participant’s clinical map. Figure 1B shows the grid of 117 acoustic models used 

for acoustic model self-selection by Cochlear™ CI users. Within the grid, the minimum 

frequency was denoted by the row (ranging from 63 Hz to 1,813 Hz in this case), and the 

maximum frequency was denoted by the column (ranging from 3,372 Hz to 18,938 Hz). The 

color rating scale is to the right of the grid, with an example of a participant’s ratings shown 

throughout the grid. Similar grids were used for MED-EL™ and Advanced Bionics™ CI 

users.
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Figure 2: 
Self-selected acoustic models for each of 31 test sessions. Standard frequency ranges 

(analysis filters) are shown for each manufacturer. Each participant selection represents the 

frequency range associated with the self-selected output tones or noise bands. The legend 

indicates if the participant self-selected a tone or noise model as being most similar to the 

CI, or if the best tone and noise models were equally rated and the average was used. The 

geometric means of participant selections are shown for each manufacturer.
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Figure 3: 
Similarity ratings for five acoustic models. Self-selected (SS) models were rated 

significantly more similar to the CI than all-channel frequency-matched tone and noise 

models (ALL CH T and ALL CH N) and 6-channel frequency-matched tone and noise 

models (6 CH T and 6 CH N).
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Figure 4: 
Ratings of similarity between each acoustic model type and the CI across four dimensions. 

The five acoustic model types are self-selected (SS), all-channel frequency-matched tone 

and noise models (ALL CH T and ALL CH N) and 6 channel frequency-matched tone and 

noise models (6 CH T and 6 CH N). A positive rating indicated the acoustic model was more 

intelligible, pleasant, harsh, or loud than the CI ear. A negative rating indicated the CI was 

more intelligible, pleasant, harsh, or loud than the acoustic model.
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Figure 5: 
Speech recognition scores for CNC-30 words (n=5) and AzBio sentences (n=3) for CI-only 

testing (CI) and for 5 acoustic models presented to the normal hearing ear: self-selected 

(SS), all channel frequency-matched tone (ALL CH T), all channel frequency-matched 

noise (ALL CH N), 6 channel frequency-matched tone (6 CH T), and 6 channel frequency-

matched noise (6 CH N).
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Figure 6: 
Scatterplot of overall similarity ratings and speech perception scores for five acoustic model 

types: self-selected (SS), all channel frequency-matched tone and noise (ALL CH T and 

ALL CH N), and 6 channel frequency-matched tone and noise (6 CH T and 6 CH N). The 

x axes show the similarity ratings and the y axes show the difference in the speech scores 

(acoustic model scores minus CI only scores). Those tested with CNC-30 words (n=5) are 

shown on the left and those tested with AzBio sentences (n=3) are shown on the right. The 

gold stars indicate the location of a “perfect” acoustic model: rated as “identical” to the CI 

and resulting in the same speech perception scores
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