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Abstract
Background: Confocal laser microscopy (CLM) is one of the 
optical techniques that are promising methods of intraopera-
tive in vivo real-time tissue examination based on tissue fluo-
rescence. However, surgeons might struggle interpreting 
CLM images intraoperatively due to different tissue charac-
teristics of different tissue pathologies in clinical reality. Deep 
learning techniques enable fast and consistent image analy-
sis and might support intraoperative image interpretation. 
The objective of this study was to analyze the diagnostic ac-
curacy of newly trained observers in the evaluation of normal 
colon and peritoneal tissue and colon cancer and metastasis, 
respectively, and to compare it with that of convolutional 
neural networks (CNNs). Methods: Two hundred representa-
tive CLM images of the normal and malignant colon and peri-
toneal tissue were evaluated by newly trained observers (sur-
geons and pathologists) and CNNs (VGG-16 and Densenet121), 
respectively, based on tissue dignity. The primary endpoint 
was the correct detection of the normal and cancer/metasta-
sis tissue measured by sensitivity and specificity of both 
groups. Additionally, positive predictive values (PPVs) and 
negative predictive values (NPVs) were calculated for the 
newly trained observer group. The interobserver variability of 
dignity evaluation was calculated using kappa statistic. The 

F1-score and area under the curve (AUC) were used to evalu-
ate the performance of image recognition of the CNNs’ train-
ing scenarios. Results: Sensitivity and specificity ranged be-
tween 0.55 and 1.0 (pathologists: 0.66–0.97; surgeons: 0.55–
1.0) and between 0.65 and 0.96 (pathologists: 0.68–0.93; 
surgeons: 0.65–0.96), respectively. PPVs were 0.75 and 0.90 in 
the pathologists’ group and 0.73–0.96 in the surgeons’ group, 
respectively. NPVs were 0.73 and 0.96 for pathologists’ and 
between 0.66 and 1.00 for surgeons’ tissue analysis. The over-
all interobserver variability was 0.54. Depending on the train-
ing scenario, cancer/metastasis tissue was classified with an 
AUC of 0.77–0.88 by VGG-16 and 0.85–0.89 by Densenet121. 
Transfer learning improved performance over training from 
scratch. Conclusions: Newly trained investigators are able to 
learn CLM images features and interpretation rapidly, regard-
less of their clinical experience. Heterogeneity in tissue diag-
nosis and a moderate interobserver variability reflect the clin-
ical reality more realistic. CNNs provide comparable diagnos-
tic results as clinical observers and could improve surgeons’ 
intraoperative tissue assessment. © 2021 S. Karger AG, Basel

Introduction

Cancer will be a leading cause of death in a few decades 
due to the aging world population and better treatment 
of cardiovascular disease [1]. In 2018, 18.1 million new 
cancer cases and 9.6 million cancer deaths occurred [2]. 
The economic impact of cancer is considerable with a to-
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tal annual cost estimated at approximately USD 1.16 tril-
lion in 2010 [3]. Since the introduction of minimally in-
vasive surgical techniques in oncological surgery with re-
duced tactility and, in some cases, a limited intraoperative 
overview, surgeons request an intraoperative tissue navi-
gation system enabling individual cancer resection while 
protecting healthy tissue [4].

Confocal laser microscopy (CLM) is one of the imag-
ing techniques that are promising methods for intraop-
erative in vivo real-time tissue examination based on tis-
sue fluorescence [5]. Especially during minimally inva-
sive surgery, optical biopsy tissue navigation by CLM 
might support surgeons’ resection strategies. Several 
studies are evaluating the feasibility of CLM during sur-
gery [6, 7]. In recent studies, we evaluated a newly devel-
oped CLM device for minimally invasive surgery that 
does not need any fluorescent staining and showed that 
this CLM system enables to differentiate between benign 
and malignant colon and peritoneal tissue, respectively 
[8, 9].

Despite its promising diagnostic potential, newly 
trained users might struggle interpreting CLM images. In 
particular, large amounts of data may create an informa-
tion overload for surgeons during surgery. Also, the diag-
nosis is examiner-dependent, leading to considerable in-
terobserver variability. Furthermore, surgeons will need 
computer-aided tissue examination tools to overcome 
the limitations of tissue interpretation and classification.

Recently, using deep learning strategies such as convo-
lutional neural networks (CNN), automatic tissue char-
acterization has been successfully addressed for semantic 
segmentation and classification [10]. Several studies 

showed that deep learning strategies are powerful tools 
for automatic tissue characterization, for example, in der-
matology [11]. However, the number of medical images 
is typically rather small. This can be problematic as insuf-
ficient data might lead to overfitting and limited general-
ization when training machine learning methods. This is 
particularly important for deep learning models, which 
are prone to overfitting due to the large number of train-
able parameters. To overcome this issue, transfer learning 
methods have been proposed where a deep learning mod-
el is first pretrained on a different, large dataset, and af-
terward the information from the source domain can be 
transferred to the (medical) target domain [12]. In a re-
cent study, we showed that CNNs and transfer learning 
strategies can be used to identify and classify the benign 
and malignant colon and peritoneal tissue, respectively 
[12]. However, there has not been any comparison of di-
agnostic accuracy between observers and CNN-based 
CLM image interpretation yet.

Therefore, a first purpose of this study was the evalu-
ation of diagnostic accuracy and interobserver variability 
of newly trained observers interpreting CLM images of 
the benign and malignant colon and peritoneal tissue, re-
spectively. Second, we compared the diagnostic accuracy 
of newly trained observers with that of deep learning im-
age analysis strategies.

Materials and Methods

The study was designed to evaluate the diagnostic accuracy and 
interobserver variability of CLM image interpretation by newly 
trained observers compared to deep learning-based CNN image 

Fig. 1. Study design.
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analysis. All procedures were approved by the Medical Ethics 
Committee (register number: 19-427A). We used CLM images of 
the normal colon and peritoneum and colon cancer, and its peri-
toneal metastasis, respectively, reported by our study group in a 
previous study [9]. Two hundred (50 each of normal colon, normal 
peritoneum, colon cancer, and peritoneal metastases) out of 1,577 
CLM images were selected by the study investigators for diagnostic 
accuracy tests of newly trained participants and CNNs (VGG-16 
and Densenet121), respectively. Afterward, we performed the 
training of newly trained participants and the training of the 
CNNs. The newly trained observer group consists of surgeons and 
pathologists because we assumed that pathologists would perform 
better in CLM interpretation due to their histopathological exper-
tise. Presenting randomized CLM images online, the participants 
had to distinguish between the benign and malignant tissue and 
colon, peritoneum, and malignant tissue, respectively. The CNNs 
had to distinguish between the normal and malignant tissue dur-
ing the test (Fig. 1).

CC531 Adenocarcinoma Model
We used the CC531 colon adenocarcinoma model in rats de-

veloped by Marquet et al. [13]. Maintenance and care of all animals 
used in this study were carried out according to the direction of 
national animal protection law and according to the directories of 
European Community Council (2010/63/E4). The animals were 
housed in groups of 3 up to 4 animals and had free access to food 
and water. They got accustomed to their new surrounding and to 
the investigator for at least 10 days before the first surgical inter-
vention.

CC531 moderately differentiated colon adenocarcinoma cells 
(Cell Lines Services GmbH, Eppelheim, Germany) were cultured 
in 20 mL complete RMPI 1640 medium (Cell Lines Services 
GmbH, Eppelheim, Germany) with 10% heat-inactivated fetal bo-
vine serum (Cell Lines Services GmbH, Eppelheim, Germany) and 
1% penicillin/streptomycin at 37°C and 5% CO2 in monolayer cul-
tures. To prepare a tumor suspension for intraperitoneal applica-
tion, the complete medium was removed; the cells were washed 
with 20 mL phosphate-buffered saline and were detached by 4 mL 
Accutase (Cell Lines Services GmbH, Eppelheim, Germany). After 
incubating for 10 min at 37°C, 6 mL complete medium was added. 
The cells were harvested, suspended in phosphate-buffered saline, 

and centrifuged at 300 g for 5 min. Vital counting was performed 
in a Burker hematocytometer.

All rats were anesthetized with 2% xylazinum (4–6 mg/kg body 
weight) and 10% S-ketamine (2–3 mg/kg body weight) by intra-
peritoneal injection. After opening the abdomen via a midline in-
cision, 200 µL of the tumor suspension (density: 2.5 × 106 vital 
cell/200 µL) was implanted in the colon and the peritoneum of the 
right abdomen. The midline incision was closed by subcutaneous 
polyfilament 4–0 continuous suture (polyglectin 910, Vicryl® Eth-
icon, Germany) and cutaneous monofilament 3–0 interrupted su-
ture (polyamide, Vicryl® Ethicon, Germany). After the surgical 
procedure, animals were allowed to recover from anesthesia before 
returning to the animal facility. They were weighted and examined 
for side effects (wound infection, loss of appetite, fatigue syn-
drome, and lethargy).

In vivo CLM
After 7–10 days of tumor growth, we performed a re-laparoto-

my using anesthesia, as described above, and CLM was performed 
in both the normal and malignant tissues in the colon and perito-
neum. The CLM system consists of a modified Rostock Cornea 
module of the Heidelberg Engineering Retina Tomograph II HRT 
II (Heidelberg Engineering GmbH, Heidelberg, Germany) and a 
specially developed rigid endoscope (KARL STORZ SE & Co. KG, 
Tuttlingen, Germany) (Fig. 2). The light source is a 670-nm diode 
laser. A beam splitter deflects the collimated laser beam, the laser 
light passes the rigid endoscope and the backscattered light travels 
the same way back. A second beam splitter separates the reflected 
light from the illumination path, and the signal is detected by the 
photo diode with pinhole in the confocal plane. The circular scan 
field is 300 µm × 300 µm with a maximum lateral and axial calcu-
lated resolution of 1–2 µm. The penetration depth is between 100–
450 µm depending on the tissue. The scan rate of 40 frames pro-
vides a real-time assessment.

Newly Trained Observers and Online Questionnaire
Six surgeons and 2 pathologists participated in this study. The 

surgeons involved in this study were experts in the field of visceral 
surgery but not in the field of CLM imaging. The pathologists were 
experts in the field of gastrointestinal pathology. However, they had 
no experience with CLM imaging. The participants were explained 

Fig. 2. Features of the eCLM device. eCLM, endoscopic confocal laser microscopy.
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the features of each tissue type in a short presentation (Fig. 3 and 
Table 1). The CLM images used in the presentation were not part 
of the diagnostic accuracy test pool. No histological images were 
used for training or during the questionnaire. After 1 week, they 
were allowed to perform the test. An online questionnaire was de-
veloped with MicrosoftTM Access, with questions concerning tissue 
dignity (normal or malignant) and type of tissue (normal colon, 
normal peritoneum, and colon cancer/metastasis) (Fig.  4). The 
CLM images were presented randomly to the observers.

CNN Model Architecture and Training Strategies
The VGG-16 model is simple as it consists of several stacked 

convolutional layers that gradually reduce spatial dimensions 
while increasing the feature map size. Convolutional layers use 
kernel sizes 3 × 3 and 1 × 1. Spatial reduction is performed with 
max pooling. After max pooling, the next layer doubles the num-
ber of feature maps. We added batch normalization for faster 
training of the model by reducing the internal covariate shift 
(Fig. 5a) [14].

Fig. 4. Online questionnaire presented to the study participants.

Fig. 3. In vivo CLM of the normal tissue in 
the colon and peritoneum and cancer/me-
tastasis regions. In normal colon regions, 
regular round or oval structures were seen. 
Additionally, small vessels can be detected. 
In colon cancer regions, regular patterns 
were deregulated and irregular cell arrange-
ments and morphology were detected. Ob-
serving the normal peritoneum, abdominal 
wall muscles in areas with the healthy tissue 
can be identified due to scanning depth of 
the CLM camera system. Peritoneal metas-
tasis regions showed the same pattern as 
primary colon cancer regions in the CLM 
scan. CLM, confocal laser microscopy.
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The Densenet121 is a state-of-the-art architecture that is more 
efficient than VGG-16 as it reuses its features frequently [15]. The 
features computed in a Dense Block also use features that have 
been computed by previous layers. To keep feature map sizes mod-
erate, compression blocks reduce the number of features maps be-
tween Dense Blocks (Fig. 5b).

As a baseline, we considered training from scratch, that is, all 
weights were randomly initialized. We also investigated a transfer 
learning strategy with partial freezing, where an initial part of the 
network remains frozen, and the part closer to the classifier is re-
trained. In this way, generalizable features that have been learned 
on a generic and large dataset (ImageNet) can be reused. Due to 
the small dataset size, we chose a cross-validation scheme where 
images from 1 subject were left for evaluation, and training was 
performed on the remaining ones. We considered the differentia-
tion of normal and malignant tissue with the binary classification.

To further improve generalization, we employed online data 
augmentation with random image flipping and random changes 
in brightness and contrast. Furthermore, we used random crop-
ping with crops of size 224 × 224) taken from the full images of size 
384 × 384. We applied the Adam algorithm for optimization and 
adapted learning rates and the number of training epochs for the 
different transfer scenarios. We used a cross-entropy loss function 
with additional weighting to account for the slight class imbalance. 
In detail, we multiplied the loss of a training example by N/ni, 
where N is the total number of training examples in the current 
fold and ni is the number of examples belonging to class i in the 
current fold. In this way, underrepresented classes received a high-
er weighting in the loss function. During evaluation, we used 
multi-crop evaluation with Nc = 36 evenly spread crops over the 
images. This ensured that all image regions were covered with 
large overlaps between crops. The final predictions were averaged 
over the Nc crops. We implemented our models in PyTorch. 
Training was performed on an NVIDIA GTX 1080TI.

Data Analysis
The primary endpoint of the newly trained observer test was 

the correct diagnosis of normal and cancer/metastasis tissue. Sen-
sitivity, specificity, positive predictive values (PPVs), and negative 
predictive values (NPVs) with corresponding 95% Wilson confi-
dence intervals (CIs) were calculated. Furthermore, the interob-
server variability of dignity evaluation was calculated using Co-
hen’s kappa and multi-rater Fleiss’s kappa statistics, respectively, 
with the following classification: poor <0.2, fair 0.21–0.4, moderate 
0.41–0.6, substantial 0.61–0.8, and excellent 0.81–1. Due to the ex-
pected heterogeneity between observers, we calculated the observ-
er-specific percentage of correct tissue ratings for each observer. 
All analyses were performed using the statistical software environ-
ment R [16].

Table 1. CLM criteria for tissue interpretation

CLM criteria

Normal  
colon

Regular round or oval crypts
Linear crypts
Vessels detecting possible

Normal  
peritoneum

Abdominal wall muscles
Striated pattern with white and black bands
Indistinct longitudinal stripes

Colon cancer and 
metastasis

Irregular cell arrangements
Large, elongated crypts
Diffuse edge
Necrotic debris
No vessel detection

CLM, confocal laser microscopy.

Fig. 5. Building blocks of CNN architec-
tures. We employ VGG-16 (a) and 
Densenet121 (b). F denotes the number of 
feature maps in each block. The Conv 
blocks also contain ReLU activations and 
batch normalization for VGG-16. C is an 
abbreviation for convolutional layers. 
CNN, convolutional neural network.
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For the diagnostic accuracy of the CNNs, we calculated the sen-
sitivity and specificity. Additionally, we calculated the accuracy 
score, the recall ratio (F1-score), and the area under the curve for 
the performance interpretation of the CNN scenarios.

Results

Newly Trained Observers
In total, 6 surgeons and 2 pathologists performed the 

complete questionnaire. Pathologists’ clinical experience 
was 20 and 10 years, respectively. In the surgeons group, 
the experience ranged between 3 and 21 years. Untrained 
observers’ results of diagnostic accuracy are displayed in 
Table 2.

The results of sensitivity and specificity were heteroge-
neous. In detail, the pathologists’ sensitivity and specific-
ity were 0.66 (95% CI: 0.56; 0.75) and 0.97 (95% CI: 0.92; 
0.99) and 0.93 (95% CI: 0.86; 0.97) and 0.68 (95% CI: 0.58; 
0.76), respectively. The sensitivity ranged between 0.55 
(95% CI: 0.45; 0.64) and 1.0 (95% CI: 0.81; 0.94) in the 
surgeon observer group. Also, the specificity showed a 
range of 0.65 (95% CI: 0.55; 0.74) to 0.96 (95% CI: 0.90; 
0.98). PPVs and NPVs varied between 0.75 (95% CI: 0.67; 
0.82) and 0.90 (95% CI: 0.82; 0.95) and 0.73 (95% CI: 0.63; 
0.80) and 0.96 (95% CI: 0.88; 0.99), respectively, in the 
pathologists’ group. The PPVs and NPVs range was be-
tween 0.73 (95% CI: 0.64; 0.80) and 0.96 (95% CI: 0.91; 
0.98) and 0.66 (95% CI: 0.58; 0.73) and 1.00 (95% CI: 0.96; 
1.00), respectively, in the surgeons’ group. The surgeons 
obtained a substantial kappa value of 0.65, followed by a 
low value of 0.37 for the pathologists. The overall interob-
server variability was moderate (0.54).

The correct tissue diagnosis ranged between 49% and 
97% in both groups (pathologists: 76% and 82%; surgeons: 
49–97%). Corresponding kappa values were moderate, 
with 0.47 for pathologists and surgeons, respectively, and 
0.42 in total. The required time to complete the online 
questionnaire ranged between 10 and 30 min. This corre-
sponds to an image interpretation time of 3–9 s per image.

Convolutional Neural Networks
Both learning scenarios showed high values of differ-

entiation of normal and cancer/metastasis tissue. Figure 
6 shows the ROC curves for all models with transfer 
learning methods.

For both VGG-16 and Densenet121, partial freezing 
performed better than learning from scratch. Comparing 
individual results for each architecture, Densenet121 per-
formed slightly better than VGG-16 (Table 3). In contrast 
to the VGG-16 scenario, transfer learning with partial 
freezing improved the precision and recall values (F1-
score) in the Densenet121 scenario.

The partial freezing transfer learning strategy affected 
sensitivity and specificity in different ways in the CNN 
scenarios. Due to partial freezing, sensitivity increased 
and specificity decreased in VGG-16. In contrast, partial 
freezing decreased the true positive rate and increased the 
true negative rate in the Densenet121 scenario. In both 
cases, the transfer learning strategy led to a better balance 
between sensitivity and specificity.

Training VGG-16 and Densenet121 from scratch for 
90 epochs took 13 and 8 min, respectively. Partial freez-
ing, where only a part of the CNN was retrained, took 8 
and 4 min, respectively, for VGG-16 and Densenet121.

Discussion

In this study, we report the diagnostic accuracy of 
newly trained observers and compare the results to deep 
learning strategies. First, all newly trained observers were 
able to learn the CLM features of the normal colon and 
peritoneal tissue as well as colon cancer. However, the di-
agnostic accuracy data obtained in this study indicate that 
there is great heterogeneity and interobserver variability 
between the newly trained observer. We believe that these 
results reflect the clinical reality more realistically, espe-
cially at the beginning of CLM usage by newly trained 
investigators. In the field of CLM image usage during en-

Table 2. Newly trained observers’ diagnostic accuracy

Tester Clinical experience, years Sensitivity [95% CI] Specificity [95% CI] PPV [95% CI] NPV [95% CI]

1 20 0.66 [0.56; 0.75] 0.93 [0.86; 0.97] 0.90 [0.82; 0.95] 0.73 [0.65; 0.80]
2 10 0.97 [0.92; 0.99] 0.68 [0.58; 0.76] 0.75 [0.67; 0.82] 0.96 [0.88; 0.99]
3 20 0.55 [0.45; 0.64] 0.89 [0.81; 0.94] 0.83 [0.73; 0.90] 0.66 [0.58; 0.73]
4 21 0.93 [0.86; 0.97] 0.65 [0.55; 0.74] 0.73 [0.64; 0.80] 0.90 [0.81; 0.95]
5 9 0.93 [0.86; 0.97] 0.89 [0.81; 0.94] 0.89 [0.82; 0.94] 0.93 [0.86; 0.96]
6 5 0.90 [0.83; 0.94] 0.94 [0.88; 0.97] 0.93 [0.87; 0.97] 0.90 [0.83; 0.95]
7 3 0.96 [0.90; 0.98] 0.94 [0.88; 0.97] 0.94 [0.88; 0.97] 0.96 [0.90; 0.98]
8 4 1.00 [0.96; 1.00] 0.96 [0.90; 0.98] 0.96 [0.91; 0.98] 1.00 [0.96; 1.00]

CI, confidence interval; PPV, positive predictive value; NPV, negative predictive value.
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doscopic procedures, some studies indicated that it is 
possible to reach a reliable diagnostic accuracy and in-
terobserver variability [17, 18].

Although pathologists were experts in the field of gas-
trointestinal histology, we found comparable diagnostic 
accuracy in the surgeons’ group. The results indicate that 
investigation of CLM features of the normal colon and 
peritoneal tissue as well as colon cancer/metastasis can be 
trained. Some endoscopic studies conducted state that a 
correct interpretation can be learned rapidly [16–18]. In 
this regard, diagnostic accuracy does not correlate with 
the clinical experience. The investigator with the shortest 
period of clinical experience performed best in the ques-
tionnaire. Thus, we believe that surgeons at the beginning 
of their clinical practice and senior surgeons are able to 
learn, interpreting CLM features for interoperative tissue 

assessment. Hoffmann et al. [16] mentioned that training 
success depends on the investigated tissue. They showed 
that the correct diagnosis of the benign and malignant tis-
sue is more difficult in esophagus pathologies than in the 
gastric or colon tissue. In this case, pathology will be the 
backbone of tissue diagnosis and learning curve. Sur-
geons and pathologists will perform the tissue analysis 
intraoperatively together [7].

At this point, we note that tissue interpretation might 
be more difficult in rats than in the human colon and peri-
toneal tissue, and the investigators might perform better 
questionnaires in human tissue interpretation. This as-
sumption is based on the fact that we were able to demon-
strate a significantly more detailed image resolution with 
the same eCLM device in a previous study in the human 
colon tissue [8]. Second, autofluorescence, due to aging 

Table 3. CNNs’ diagnostic accuracy

Type Accuracy Sensitivity Specificity F1-score AUC

VGG-16 From scratch 0.72 0.67 0.87 0.81 0.77
Partial freezing 0.79 0.85 0.97 0.82 0.88

Densenet121 From scratch 0.72 0.88 0.64 0.72 0.85
Partial freezing 0.77 0.84 0.78 0.80 0.89

AUC, area under the curve; CNN, convolutional neural network.

Fig. 6. ROC curve for the different CNN 
architectures and the different training 
types. CNN, convolutional neural network.
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products like lipofuscin, cannot be excluded. This might 
improve image quality in the human tissue as well.

As mentioned earlier, the laparoscopic CLM device does 
not need any fluorescent staining for comparable CLM im-
age quality. The intraoperative usage of fluorescent dye will 
have advantages and disadvantages. On the one hand, fluo-
rescent tissue staining might enable the improvement of 
correct image interpretation and diagnosis by highlighting 
features of the expected pathology. On the other hand, sur-
gical procedures will be stalled awaiting the best image con-
trast, and repetitive tissue assessment might be unfeasible.

Due to its resolution, CLM tissue investigation is slower 
than OCT or macroscopic tissue investigation tools. Deep 
learning strategies will improve the assessment speed due 
to automatic tissue interpretation. In particular, deep learn-
ing methods provide consistent assessments. Our results 
showed that the newly trained observer needed 10–30 min 
for tissue interpretation of 200 CLM images. In contrast, 
longest duration of CNNs took 13 min for learning and test 
scenario together. Considering the interobserver variabili-
ty, we found for CLM image interpretation, deep learning 
methods could reduce variability across clinics and depart-
ments. Still, we have to keep in mind that the results of tissue 
diagnosis are likelihoods, which the surgeon has to confirm.

The diagnostic accuracy of CNNs allows for 2 conclu-
sions. First, CNNs enable comparable diagnostic accuracy, 
although we had to use significantly fewer CLM images for 
training the CNNs than other CNN training scenarios 
dealing with CLM image interpretation, for example, in 
neurosurgery [19]. In order to compensate for this disad-
vantage, we used a cross-validation scheme where 1 patient 
was held out for testing in each validation step. The CNN 
training scenario differed from the test pool for the newly 
trained observers as it contained images from several pa-
tients. A patient-stratified training pool would be too small 
for meaningful training, and mixing patients in the train-
ing and test pool would cause data leakage [20]. Neverthe-
less, our CNN-based performance metrics provided indi-
cations for the feasibility of automated tissue analysis. 
Moreover, we used transfer learning strategies to improve 
the CNNs’ diagnostic accuracy. The partial freezing, which 
performed best in the precedent study [12], enhanced the 
diagnostic accuracy in both CNN scenarios. The idea of 
transfer learning strategies is to reuse a model that has al-
ready been trained on a large dataset. This model should 
have learned generic features that can be reused for CLM 
image classification. With partial freezing, we reused a part 
of these features while also learning new, CLM-specific fea-
tures in the higher level CNN layers. This strategy has been 
successful in different medical image classification tasks 
[21]. However, until now, it is unclear which CNN per-
forms best in different pathologies, and further studies are 
necessary to evaluate CNN and transfer learning strategies 
assessing different pathologies intraoperatively.

This study has several limitations. First, we consider 
only 2 CNN models and 2 transfer learning strategies. We 
chose Densenet121 with partial freezing and compared it 
to a standard CNN (VGG-16) because it appeared more 
consistent with interpreting colon and peritoneal CLM im-
ages [12]. Further studies are necessary to confirm 
Densenet121 and partial freezing for the best automatic 
tissue diagnosis of the colon and peritoneal tissue. More-
over, due to the small dataset size, the training set for CNN 
training was small. A larger training set will likely improve 
diagnostic accuracy. However, we used a cross-validation 
scheme to minimize the bias of diagnostic accuracy. Also, 
the number of newly trained observers is small. Yet, even 
the small observer number shows a heterogeneity, which 
reflects the real clinical situation.

In conclusion, newly trained investigators are able to 
learn CLM image features and interpretation rapidly, re-
gardless of their clinical experience. However, there is het-
erogeneity in tissue diagnosis and a moderate interobserv-
er variability, which reflects the clinical reality more realis-
tic. Deep learning strategies provide comparable diagnostic 
results like the observers and could improve surgeons’ in-
traoperative diagnostic tissue assessment as they can pro-
vide consistent estimates. However, further studies are 
necessary to evaluate the best deep learning strategies for 
automatic tissue diagnosis.
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