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Surface Electromyography–Based
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of Prosodic Subvocal Speech
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Purpose: This study aimed to evaluate a novel communication
system designed to translate surface electromyographic
(sEMG) signals from articulatory muscles into speech using
a personalized, digital voice. The system was evaluated for
word recognition, prosodic classification, and listener
perception of synthesized speech.
Method: sEMG signals were recorded from the face and neck
as speakers with (n = 4) and without (n = 4) laryngectomy
subvocally recited (silently mouthed) a speech corpus
comprising 750 phrases (150 phrases with variable phrase-
level stress). Corpus tokens were then translated into speech
via personalized voice synthesis (n = 8 synthetic voices) and
compared against phrases produced by each speaker when
using their typical mode of communication (n = 4 natural voices,
n = 4 electrolaryngeal [EL] voices). Naïve listeners (n = 12)
evaluated synthetic, natural, and EL speech for acceptability
and intelligibility in a visual sort-and-rate task, as well as
phrasal stress discriminability via a classification mechanism.
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Results: Recorded sEMG signals were processed to
translate sEMG muscle activity into lexical content and
categorize variations in phrase-level stress, achieving
a mean accuracy of 96.3% (SD = 3.10%) and 91.2%
(SD = 4.46%), respectively. Synthetic speech was
significantly higher in acceptability and intelligibility
than EL speech, also leading to greater phrasal stress
classification accuracy, whereas natural speech was
rated as the most acceptable and intelligible, with the
greatest phrasal stress classification accuracy.
Conclusion: This proof-of-concept study establishes the
feasibility of using subvocal sEMG-based alternative
communication not only for lexical recognition but also
for prosodic communication in healthy individuals, as
well as those living with vocal impairments and residual
articulatory function.
Supplemental Material: https://doi.org/10.23641/asha.
14558481
Augmentative and alternative communication (AAC)
systems enable those with limited speech produc-
tion capabilities to input physical gestures or text,

which may then be visually displayed and/or acoustically
synthesized to support communication. AAC systems may
be used to provide an alternative voice source for those
who rely on alaryngeal speech; however, these technologies
can be limited by poor intelligibility and difficulty training
(e.g., with esophageal speech; Doyle & Eadie, 2005), tissue
viability constraints and complicated air valve pressure
maintenance (e.g., with tracheoesophageal speech; Hillman
et al., 2005; Kramp & Dommerich, 2009), and/or the con-
stant use of one’s hand as in electrolaryngeal (EL) speech
(Meltzner et al., 2005; Meltzner & Hillman, 2005). To over-
come these limitations, research has explored subvocal speech
recognition (SSR) as an alternative communication method.
Subvocal speech is a form of communication in which a
speaker makes articulatory movements in the absence of
glottal excitation and thereby silently mouths their speech.
SSR refers to the method of receiving the message and may
occur through techniques such as lipreading or via sensors to
Disclosure: Delsys, Inc., is a private company that manufactures, markets, and
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capture different aspects of the speech production and output
the recognized message (Denby et al., 2010). These systems
can leverage articulatory motions via electromagnetic articu-
lography (EMA; Fagan et al., 2008; Kim et al., 2017, 2018),
ultrasound and optical imaging (Crevier-Buchman et al.,
2011; Denby et al., 2010; Hueber et al., 2010), or the neural
pathways contributing to speech via implants in the speech
motor cortex (Brumberg et al., 2013; Guenther et al., 2009)
or electroencephalographic sensors (Porbadnigk et al., 2009).

Speech recognition using surface electromyography
(sEMG) is a particularly promising method, as it can be
performed noninvasively while an individual produces sub-
vocal speech. sEMG-based SSR operates by recording the
electrical signals generated by articulatory muscle contrac-
tions during speech production using sensors placed over
muscles on the face and neck skin surface. Numerous groups
have worked to advance sEMG-based SSR using signal-
based classification methods for recognizing recited numbers,
isolated words, or small phrases among speakers with typical
voices (Jorgensen et al., 2003; Jou et al., 2006; Maier-Hein
et al., 2005). However, the efficacy of such existing technol-
ogies has yet to be established efficacy among those with
speech or voice impairments and/or remain limited to rela-
tively small (less than 60 isolated words) vocabulary sets
that fall short of continuous speech generation (Betts &
Jorgensen, 2005; Jorgensen et al., 2003; Lee, 2008; Manabe
& Zhang, 2004; Meltzner et al., 2008).

Prior subvocal speech research has attempted to over-
come these shortcomings by coupling advancements in
sEMG sensor technology with automated speech recog-
nition (ASR) using machine learning techniques. For in-
stance, Meltzner et al. (2017, 2018) used small sEMG sensors
to conform to the complex anatomy of small articulatory
muscles of the face and neck, known to provide high-fidelity
recordings of these relatively low amplitude sEMG signals
during natural speech (De Luca et al., 2012; Roy et al.,
2007). The authors further developed phoneme-based speech
recognition models that utilized many of the methods evolved
from ASR applications, including Mel-frequency cepstral
coefficients (MFCCs) that were adapted to the sEMG sig-
nal spectrum. When tested on a 2,500-word vocabulary of
continuous phrases among speakers with typical voices and
speakers with laryngectomy, their recognition models were
able to translate sEMG-based subvocal speech to text with a
mean word recognition rate (WRR) of over 90% (Meltzner
et al., 2017, 2018).

By design, many SSR systems (among other AAC
technologies) have demonstrated the ability to recover lexical
content yet struggle to convey the suprasegmental (prosodic)
attributes of the content—vital components of natural speech
(Pullin et al., 2017). Specifically, vocal characteristics such
as pitch, voice quality, loudness, and temporal variability
are essential mechanisms for conveying emotion, mood,
and personality (Drager et al., 2010; Evitts & Searl, 2006;
Fucci et al., 1995; Kangas & Allen, 1990; McCall et al.,
1997). The absence of such suprasegmental content of speech
has considerable impact on the psychosocial life of indi-
viduals living with vocal impairments, including a loss of
Vojt
identity, lack of confidence, social isolation, depression,
and reduced intimacy (Garcia et al., 2002; Hegde & Freed,
2011; Lúcio et al., 2013; Meltzner & Hillman, 2005; Patel
& Threats, 2016). Preliminary investigations of the feasibility
to derive continuous estimates of prosody for SSR systems
by Gonzalez et al. (2017) have shown that it is possible to
approximate changes in vocal pitch via permanent magnetic
articulography (PMA)–based estimates of fundamental fre-
quency (f0) during subvocal speech when the system is
trained using acoustic signals prior to use. The authors
demonstrated that the modulated pitch contours from their
synthesized speech achieved more favorable listener ratings
of naturalness than did a monotonic pitch. While these
findings highlight the feasibility of tracking continuous
changes in prosody, further work is needed to overcome
the invasive nature of PMA—which is known to have limited
utility outside controlled laboratory settings—and the reliance
on acoustic data for training the SSR for individuals who
are unable to vocalize, such as people with laryngectomy.

sEMG-based AAC devices have the potential to over-
come the shortcomings of other devices to noninvasively
harness both segmental and suprasegmental attributes of
speech. In particular, the extrinsic laryngeal muscles are in-
directly responsible for changing the vibratory rate of the
vocal folds (perceptually known as vocal pitch; Honda
et al., 1999; Ueda et al., 1972) via altering laryngeal height
and tilt (Broniatowski et al., 1999; Sataloff et al., 2007;
Suárez-Quintanilla et al., 2019). Indeed, recent investiga-
tions have demonstrated a natural association between the
sEMG activity of extrinsic laryngeal muscles and pitch
modulation of human voice (Goldstein et al., 2004, 2007;
Heaton et al., 2004; Kubert et al., 2009; Stepp et al., 2010).
Additional studies examining the sEMG activity of oro-
facial muscles demonstrated an increase in activity follow-
ing increases in vocal rate and loudness (McClean, 2000;
McClean & Tasko, 2002, 2003). Thus, sEMG-based AAC
shows promise for detecting suprasegmental (prosodic) at-
tributes, such as pitch, loudness, and rate.

Prior work shows promise for sEMG-based devices
to extract prosodic information from subvocal speech.
Janke and Diener (2017) used sEMG sensors placed over
orofacial and submental muscles of three speakers with
typical voices to simultaneously record acoustic and sEMG
signals as the speakers read sentences aloud. The authors
processed the acoustic data to train their SSR system to
identify the lexical content and f0 contour of each sentence,
ultimately observing a substantial decline in the perceptual
evaluation of speech naturalness when comparing reference
audio signals to the synthesized speech. Diener et al. (2019)
built upon this work to improve the generation of the f0
contour from sEMG data by quantizing f0 values; this is in
contrast to the work from Janke and Diener, wherein base-
line regression is used to predict f0 rather than choose an
f0 from a finite set of values. Although the results of this
work demonstrated marked improvements in f0 contour
generation within an sEMG-based SSR device, the SSR
system was trained using audible speech data, which may
not be possible to acquire from speakers postlaryngectomy
ech et al.: Surface EMG–Based Alternative Communication 2135
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since the vocal folds are removed in a total laryngectomy
(i.e., no audible f0). Furthermore, the articulatory muscula-
ture may change following a total laryngectomy, such that a
system trained for an individual able to phonate prior to lar-
yngectomy may not function effectively postlaryngectomy.
While these studies lend substantial support to the use of
sEMG-based SSR technology that can identify both lexical
and prosodic content, additional research work is crucial to
alleviate the required dependence on acoustic information.

The aim of the current study was to adapt sEMG-
based SSR technology that can recognize lexical content
and basic prosodic manipulations in the “absence” of an
acoustic signal to meet the needs of those with existing
vocal impairments. This work was performed by (a) de-
veloping an sEMG-based SSR system that could not only
recognize subvocal phrase content but also discriminate
between simple manipulations in prosody and (b) evalu-
ating the categorization of the recognized prosodic content
by listeners when translated into synthetic speech output.
To achieve these goals, algorithms were adapted from pre-
vious work (Meltzner et al., 2017, 2018) to recognize sub-
vocal phrases produced with specific prosodic patterns (e.g.,
phrases with first-word or last-word stress) and separately
determine where these patterns occurred. Lexical content
detected from the SSR algorithms were then combined with
text-to-speech synthesis engines to produce audible speech
using a personalized, digital voice. Speech generated by the
synthesized voices was then evaluated in a series of percep-
tual listening experiments to assess acceptability, intelligibility,
and phrasal stress discriminability as compared to natural and
EL alternatives. The following hypotheses were proposed:

1. Modifying existing speech recognition models to be
robust to variations in phrasal stress will enable the
sEMG-based SSR system to accurately detect lexical
content of varying phrase-level stress.

2. The spectral and temporal characteristics of the
sEMG recordings during subvocally stressed words
will differ from unstressed words, such that the sEMG-
based SSR system will be able to discriminate phrase-
level changes in stress.

3. The acceptability and intelligibility of synthetic speech
will be significantly greater than that of speech pro-
duced using an EL.

4. Listeners will discriminate phrasal stress to a higher
degree in natural and synthetic speech than EL speech.

Method for Protocol I: sEMG-Based Voice
Synthesis
Speakers

Four adults with typical voices (three women, one man;
M = 25.8 years, SD = 2.7 years, range: 23.0–29.4 years)
and four adults who had undergone a total laryngectomy
(four men; M = 70.3 years, SD = 5.4 years, range: 65.4–
77.4 years) participated in the study. The speakers with
laryngectomy were fluent in English and had undergone a
2136 Journal of Speech, Language, and Hearing Research • Vol. 64 •
total laryngectomy at least 1 year prior to study enrollment
(M = 4.4 years, SD = 2.5 years, range: 1.6–7.2 years), as
described in Table 1. The speakers with typical voices were
fluent in English; were nonsmokers; and reported no history
of voice, speech, language, or hearing disorders. Prior to
participation, speakers provided informed, written consent
in compliance with the Western Institutional Review Board.

Data Acquisition
Sensor Preparation and Configuration

sEMG signals were recorded using wireless double
parallel bar Trigno Quattro sensors (Delsys, Inc.). Prior to
sensor placement, the surface of each speaker’s skin was
prepared by removing excessive hair and cleaning using
alcohol wipes and tape peel exfoliation (Hermens et al.,
2000; Roy et al., 2007; Stepp, 2012). Eight single differen-
tial sEMG sensors (25 × 12 × 7 mm) were then placed in
specific locations of the face and neck shown in Figure 1
using double-sided hypoallergenic adhesive tape (refer to
Meltzner et al., 2017, 2018, for details on sensor location).
Briefly, four sensors were placed on the right ventral
neck, with two submental sensors (1 and 2 in Figure 1)
and two ventromedial sensors (3 and 4 in Figure 1). These
sensors were placed over the (1) anterior belly of the digas-
tric, mylohyoid, and geniohyoid (Palmer et al., 1999);
(2) platysma, mylohyoid, and stylohoid (Palmer et al.,
1999); and (3, 4) platysma, thyrohyoid, omohyoid, and
sternohyoid (Ding et al., 2002). Four sensors were placed
on the right side of the face, with two supralabial sensors
(5 and 6 in Figure 1) and two infralabial sensors (7 and 8 in
Figure 1). These sensors were placed over (5) zygomaticus
major and/or minor, levator labii superioris, and levator
anguli oris; (6) orbicularis oris (upper lip); (7) orbicularis
oris (lower lip); and (8) mentalis (Eskes et al., 2017). All
sensors were adhered using double-sided hypoallergenic ad-
hesive tape. sEMG signals were recorded at 2222 Hz, band-
pass filtered between 20 and 450 Hz, and amplified by a
gain of 300 using custom Delsys software.

Speech Corpus
The speech corpus implemented in the current study

was derived from a subset of phrases used in previous work
examining sEMG-based speech recognition. Specifically,
Meltzner et al. (2017) constructed a 2,500-word corpus that
included 980 phrases from standard data corpora, including
(a) the Boston Children’s Hospital corpus for message banking
(Costello, 2014), (b) the TIMIT-SI corpus (Garofolo et al.,
1993), (c) the TIMIT-SX corpus (Garofolo et al., 1993), and
(d) a set of the most common English phrases.1 Given that
prior work has demonstrated sEMG-based alaryngeal
speech recognition, the corpus size was reduced to mini-
mize vocal fatigue that may occur during the recording process
while ensuring a minimal set of training vocabulary with com-
prehensive, balanced suprasegmental phoneme combinations
(Searl & Knollhoff, 2018; Welham & Maclagan, 2003).
2134–2153 • June 2021

https://www.englishspeak.com/en/english-phrases


Table 1. Demographic information of laryngectomee speakers.

ID Sex Age (years)
Years since

total laryngectomy
Communication

modality Notes

L1 M 71.3 7.2 Servox EL Monopitch EL
L2 M 66.9 5.1 TruTone EL Partial glossectomy due to tongue cancer

EL set to moderate pitch range
L3 M 77.4 3.3 Servox EL Monopitch EL
L4 M 65.4 1.9 TruTone EL EL set to narrow pitch range

Note. M = male; EL = electrolaryngeal.
To achieve this goal, the 980-token corpus was reduced to
650 unique phrases (1,739 unique words) by balancing the
frequency of phoneme and triphone combinations. Of the
650-token corpus, 50 phrases were repeated twice more to in-
clude variable prosody by including stress on the first word
(e.g., “JANE loves Bob,” with phrasal stress denoted by cap-
italized words) and then stress on the last word (e.g., “Jane
loves BOB”). The final corpus thus comprised 750 tokens,
including 600 unique phrases that did not contain cues for
phrasal stress (“lexical corpus”) and 150 tokens that were
repeats of the same 50 base phrases and contained variations
in phrasal stress (no stress, first word, last word; henceforth
“stress corpus”).

Experimental Overview
Data collection software was designed to allow

speakers to self-control the start/stop of recording during
subvocal recitation: Speakers were provided with a push-
Figure 1. Depiction of sensor configurations targeting (1) anterior
belly of the digastric, mylohyoid, and geniohyoid; (2) platysma,
mylohyoid, and stylohoid; (3, 4) platysma, thyrohyoid, omohyoid,
and sternohyoid; (5) zygomaticus major and/or minor, levator labii
superioris, and levator anguli oris; (6, 7) orbicularis oris; and (8)
mentalis.

Vojt
button switch (7700DW Crest Healthcare Supply) that
was programmed to control mouse clicks (StealthSwitch3,
H-Mod, Inc.), such that the speaker would press the push-
button to start and stop sEMG data collection. Upon
initiating data collection, a prompt would appear on
a computer monitor (U2414H oriented at a resolution of
720 W × 1280 H, Dell), instructing the speaker to subvocally
recite a phrase displayed on the screen.

Prior to starting data collection, speakers were familiar-
ized to the experiment. This included outfitting the speakers
with the sEMG sensors (described in the Sensor Preparation
and Configuration section) and instructing the speakers to
practice subvocal recitations of an example phrase shown
on the screen. To subvocally recite speech tokens, speakers
were instructed to deliberately reduce their speaking rate
and hyperarticulate (involving increased mouth opening) when
silently mouthing phrases, similar to the use of clear speech
(Cox & Doyle, 2018; Krause & Braida, 2002; Picheny et al.,
1985; Smiljanić & Bradlow, 2009) yet in the absence of an
acoustic signal. This method of instructing speakers to sub-
vocalize was used in the current study to increase articulatory
effort (e.g., via movement distances and durations as in clear
speech; Lam & Tjaden, 2013), as is typically instructed for
persons learning to use an EL following laryngectomy (Adler
& Zeides, 1986; Diedrich & Youngstrom, 1966; Hočevar-
Boltežar & Žargi, 2001). During the speaker recitations of
the example phrase, signal quality was visually inspected by
the experimenter, and sensors were adjusted as necessary to
reduce poor skin contact, movement artifacts, or poor sen-
sor positioning relative to the muscles of interest (Meltzner
et al., 2018).

From here, speakers began recording the 750-token
corpus. Speakers were requested to notify the experimenter
if they misarticulated a phrase at any time during the re-
cording session so that the phrase could be repeated. The
sEMG data from each of the eight sensors were displayed
in real time on a secondary computer monitor (U2414H
oriented at a resolution of 1280 W × 720 H, Dell) for the
experimenter to monitor signal quality throughout the re-
cording session. Corpus tokens were presented in the same
order for each speaker to ensure that a consistent number
of phrases could be obtained across all speakers. For the
tokens that incorporated phrasal stress (first word, last word),
speakers were instructed to stress the capitalized word accord-
ing to how they would typically stress a word. For instance,
ech et al.: Surface EMG–Based Alternative Communication 2137



one speaker with laryngectomy reported using a longer word
duration when trying to stress a word when using an EL;
as such, this speaker used the same method during subvo-
cal recordings in the current study.

After subvocally reciting the 600 tokens of the lexical
corpus, speakers were asked to recite the 150-token stress
corpus in their typical mode of communication. As in the
subvocal recordings, all speakers were instructed to introduce
phrasal stress as they typically would, without experimenter
guidance. For the experiments involving the speakers with
typical voices, each speaker also produced the stress corpus
in their typical pitch and loudness while their voice was re-
corded by a microphone. For the experiments involving
speakers with laryngectomy, each speaker produced the stress
corpus using their preferred EL speech aid (see Table 1).
Speech aids were a Servox Digital XL Electrolarynx (Servox
Digital) and a TruTone EMOTE Electrolarynx (Griffin
Laboratories). Although the TruTone EMOTE Electro-
larynx can provide push-button pitch modulation, only
one of the two TruTone users was comfortable using the
dynamic pitch functionality. This speaker used the TruTone
EMOTE with the dynamic pitch control feature set at the
medium range (Mode 3), which he felt best represented the
dynamic pitch control range he used daily. The speaker
used the dynamic pitch control functionality via increasing
the pressure of his finger on the power button to stress the
intended word. Natural and EL speech were captured via
a condenser headset microphone (PLM31, PylePro, Pyle
Audio) and sampled at 44.1 kHz with 16-bit resolution.
These recordings were used to guide the development and
facilitate the perceptual evaluation of synthetic voices de-
scribed in the sEMG-Based Voice Transcription and Proto-
col II: Listener Perceptual Assessment of Synthetic Speech
sections, respectively. In total, the sEMG acquisition ses-
sion required approximately 2–3 hr to capture all 750 tokens,
including time for consent, task introduction, and multiple
5-min stretch breaks between subvocal recitation trials to
minimize fatigue and boredom.
sEMG-Based Voice Synthesis
sEMG-Based Word and Prosody Recognition

1. Algorithm development. Following data collection,
SSR algorithms were developed to detect the lexical and
prosodic content from the sEMG signals of the subvocally
recited phrases of the data corpus. It is important to note
that sEMG activity can vary substantially not only across
speaker, sensor location, and phonemic content, as shown
in previous work (Meltzner et al., 2017, 2018), but also
according to phrasal stress type. For example, Figure 2
shows the sEMG signals from one speaker with laryngectomy
(L2 in Table 1) who produced the token “Mom strongly dis-
likes appetizers” with phrasal stress on the first word of
the token (“Mom”) and on the last word of the token (“ap-
petizers”), as well as without any phrasal stress. It can be
observed that signal amplitude increased when this speaker
introduces phrasal stress, particularly when detected from
the ventral neck (i.e., Sensors 1–4). In addition, the duration
2138 Journal of Speech, Language, and Hearing Research • Vol. 64 •
of the token was longer when phrasal stress was introduced
on either the first or last word. In a set of messages with
the same lexical content but variable phrasal stress content,
the goal of recognizing words was to identify similarities
among these tokens, whereas the goal of categorizing stress
was to detect differences among these tokens. Sensor sub-
sets that characterize these prosodic and lexical features for
achieving desired goals of this work varied across speakers.
For this reason, the full eight-sensor data set was utilized
for all subsequent analyses rather than isolating a small sub-
set of sensors that show observable differences in activity
for each speaker. Likewise, the features used for lexical rec-
ognition and phrasal stress categorization were combined
across sensor locations when possible to provide insight
into the cumulative contribution of the feature to the SSR
algorithms.

To develop an SSR system that could both recognize
lexical content (i.e., similarities in sEMG features in the
presence of prosodic modulations) and categorize phrasal
stress (i.e., differences in sEMG features in repetitions of
the same token), algorithms were adapted from those de-
veloped by Meltzner et al. (2017, 2018), which comprised
a multistage architecture that utilized modified MFCCs
derived from the raw sEMG signals recorded during mono-
tonic subvocal recitation of continuous phrases. These
MFCCs are first used to train a three-state, left-to-right
hidden Markov model on a per-phoneme scale, followed
by context-dependent triphone models, which, taken to-
gether, facilitate the recognition of each phoneme whose
sEMG-based manifestation may be influenced by the pres-
ence of adjacent phonemes. Subspace Gaussian mixture
models are then applied to train the model for recogniz-
ing patterns of phonemes from previously unseen words
and phrases. A data-driven decision tree (using the KALDI
toolkit decision tree algorithm; Povey et al., 2011) is used
to cluster the triphone models for the observed training
data. Additional details on these algorithms can be found
in Meltzner et al. (2017, 2018).

In this study, these SSR algorithms were modified to
accurately recognize tokens produced with variable prosody.
Specifically, subject adaptive training was introduced alongside
two primary modifications: a feature space maximum likeli-
hood linear regression (fMLLR) processing stage to improve
the recognition of lexical content and a multilayer perceptron
neural network to categorize differences in phrasal stress.

a. Lexical content recognition. A new fMLLR process-
ing stage was used to adjust the influence of different modi-
fied MFCC input features to the word recognition models.
In particular, MFCCs that are most affected by variations
in stress would have less influence on the recognition models
than more stress stationary MFCC features. In this work,
fMLLR was implemented as an unsupervised process where
the Gaussian mixture models are trained using MFCC fea-
tures normalized for each subject based on the subject
adaptive training algorithm (Anastasakos et al., 1996);
this algorithm allows the model to operate on a more ho-
mogenized feature set with lower variability from supra-
segmental emphasis on the phonemic content. By adapting
2134–2153 • June 2021



Figure 2. Example of raw surface electromyographic signals obtained from one speaker with laryngectomy from the token “Mom strongly
dislikes appetizers.” Each column shows where phrasal stress occurred within the token, including on the first word (“Mom”; left column) and
on the last word (“appetizers”; middle column), as well as without any phrasal stress (right column). Electromyographic sensors located on the
ventral neck (1–4) are colored in blue, and those located on the face (5–8) are colored in orange.
to changes in phrasal stress, the fMLLR algorithm increases
the probability of recognizing variations of the same tri-
phone across multiple tokens.

b. Phrasal stress categorization. A set of per-channel,
sEMG-based features was identified to categorize differ-
ences in phrasal stress (first word, last word, no stress) via
capturing suprasegmental attributes of speech based on the
patterns of articulatory muscle activity. In the current study,
phrasal stress was characterized as the overall emphasis
or prominence given to a certain word—in this case, the
first word or last word of a phrase—rather than specific
suprasegmental attributes that contribute to phrasal stress
(e.g., pitch, loudness, and timing; Bolinger, 1958; Fry, 1955,
1958). As sEMG signals are detected during “subvoca-
lized” speech, a range of spectral and temporal features
were selected to capture changes in articulatory effort
Vojt
that would otherwise occur when introducing phrasal stress
in audible speech (Fry, 1955; Harris, 1978; Tuller et al.,
1981) and may differ across individuals. The details of
these features are described in detail below:

i. Temporal Waveform Length: The temporal waveform
length (TWL) was computed using methodology from
Vojtech et al. (2018) to capture the combined time, fre-
quency, and amplitude complexity of muscle activation
(Ahsan et al., 2011; Englehart & Hudgins, 2003; Hudgins
et al., 1993; Phinyomark et al., 2012). TWL was included
in this feature set to capture changes in signal amplitude
(Harris, 1978) and phasic modulations in the timing and
frequency of motor unit firings (Fry, 1955; Tuller et al.,
1981) that may result from the introduction of phrasal
stress. The sEMG signal was first divided into two
equally timed segments, then TWL was estimated for
ech et al.: Surface EMG–Based Alternative Communication 2139



each segment as the cumulative length of the sEMG
waveform. This process was repeated for each of the
eight sEMG sensors, resulting in a pair of TWL values
at each sensor location. The TWL values were then
summed across respective segments across all sensor
locations. A single pair of TWL values (i.e., one TWL
value for the first half of the signal and one TWL value
for the second half of the signal) were therefore obtained
per speech token that could be compared against each
other to categorize phrasal stress (i.e., first word, last
word, no stress).

ii. Spectral Waveform Length: The spectral waveform
length (SWL) was included as an estimate of spectral
compression, which has demonstrated effectiveness
characterizing fatigue and changes in motor unit re-
cruitment induced in the intrinsic laryngeal muscles by
effortful vocalizations (Boucher et al., 2006). SWL was
computed from the raw sEMG signal at each sensor lo-
cation after segmenting the signal into two equally timed
frames. The waveform length of the power spectrum of
each frame was estimated to produce SWL features de-
scribing the cumulative output of power spectral density
per sensor location per speech token. These SWL fea-
tures were then summed over respective frames of all
sensor locations to obtain an overall estimate of SWL
at the beginning and end of each speech token.

iii. Pairwise Cross-Correlation: The pairwise cross-
correlation (PCC) of muscle activity across sensors
was included to capture the degree of coordinated activ-
ity patterns across muscles that are necessary to alter
the configuration of the vocal tract to, in turn, produce
certain speech sounds. The PCC was computed from
the root-mean-square of signal amplitude across two
sensor locations (De Luca & Mambrito, 1987). A sin-
gle PCC estimate was then obtained by averaging the
PCC values from all sensors to provide a cumulative es-
timate of the level of muscle coactivation.

iv. Dominant MFCCs: A subset of MFCC features from
the sEMG-based recognition algorithms were also
included within the phrasal stress discriminability al-
gorithms. MFCCs are among the most widely used
feature extraction methods for speech analysis, as
they are computationally simple and highly robust to
noise (Liu et al., 2018; Meltzner et al., 2017, 2018). The
MFCC-based features were derived from the MFCC
superset, which comprised 56 MFCC values per frame
from each of eight sensor locations per speech token.
Distinctive MFCC content was extracted from each
sensor location to capture the contribution of that muscle
to global changes in phrasal stress in the subvocal
speech. The dominant MFCC features corresponded
to different sensor locations across different phonemic
composition of sentences in the training set. To attain a
10:1 sample-to-feature ratio needed for robust model
training without overfitting (Duda et al., 2012), the
10 most significant singular vectors were extracted
from each MFCC feature set via singular value decom-
position (Zhang et al., 2017), a matrix factorization
2140 Journal of Speech, Language, and Hearing Research • Vol. 64 •
technique that uses an orthogonal transformation ap-
proach to convert a set of observations of possibly cor-
related variables into a set of uncorrelated singular
vectors. The result of this process produced 10 MFCC
features for subsequent analyses.

The final set of 15 features (two TWL, two SWL, one
PCC, 10 MFCC) cover a broad range of spectral and tem-
poral changes in the sEMG signal to account for potential
changes in articulatory effort when introducing phrasal
stress. The features served as inputs to a multilayer per-
ceptron neural network, which comprised two hidden
layers utilizing adaptive moment estimation (Kingma &
Ba, 2014) optimization to maintain a per-parameter adaptive
learning rate that would accommodate speaker-specific
stress variations.

2. Algorithm evaluation. The algorithms were trained
and tested on subsets of the 750-token corpus to assess the
ability of the sEMG-based SSR system to (a) recognize lexi-
cal content and (b) categorize phrasal stress. These subsets
are shown in Table 2, as well as described below.

To examine the ability of the system to recognize lex-
ical content, the algorithms were trained on the 600-token
lexical corpus (80%) and then evaluated on the 150-token
stress corpus (20%). Accuracy in recognizing lexical content
was calculated via WRR as the mean percentage of words
correctly identified in each phrase of the 150-token stress
corpus.

To examine the ability of the sEMG-based SSR system
in categorizing phrasal stress, the stress corpus was split
into stress training (80%; 120 tokens) and stress test (20%;
30 tokens) sets. This split allotted 10 unique phrases of each
stress type (first word, last word, no stress) to evaluate
phrasal stress discriminability across eight speakers, to-
taling 80 samples. The classification algorithms were first
trained to discriminate the three stress types using the 120-
token stress training set. Classification performance was then
assessed on the 30-token stress test set via metrics of phrasal
stress discriminability and F1 score. Phrasal stress discrimina-
bility was evaluated as the percentage of tokens that were
correctly categorized according to stress type (first word,
last word, no stress). F1 score, on the other hand, was se-
lected as a metric of discrimination accuracy to describe
the precision and recall of the classifier in categorizing the
tokens by stress type (see Sokolova & Lapalme, 2009; van
Rijsbergen, 1979, for more details). In the current study,
F1 score was computed using methodology described in
Johner et al. (2012) for ease of comparison across studies.
The output stress classifications were then used to provide
the lexical and prosodic content for synthesizing personal-
ized prosodic voices for subsequent perceptual evaluation,
described in the Protocol II: Listener Perceptual Assess-
ment of Synthetic Speech section.
sEMG-Based Text-to-Speech
Following the identification of lexical content and

the categorization of phrasal stress type, the next step in
the sEMG-based SSR pipeline includes synthesizing the
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Table 2. Description of the corpus characteristics for the algorithm evaluation tasks.

Corpus
characteristics

Algorithm evaluation tasks

Recognize lexical content Categorize phrasal stress within stress corpus

Training set Test set Training set Test set

Corpus name: Lexical corpus Stress corpus Stress training set Stress test set
Total no. of phrases 600 150 120 30
No. of unique phrases 600 50 40 10
Composition: Unique phrases

with no phrasal
stress

50 phrases each with stress
on the first word, last
word, or no stress

40 phrases each with stress
on the first word, last
word, or no stress

10 phrases each with stress
on the first word, last
word, or no stress
recognized message into audible speech. To simulate this
process, the stress corpus evaluated in the sEMG-Based
Word and Prosody Recognition section was first pruned
to remove tokens that were incorrectly classified by the
recognition algorithms (words and/or stress condition)
and/or consistently misarticulated by one or more speakers
(e.g., one laryngectomized speaker reported problems
producing /l/ due to a partial glossectomy). In doing so,
a combination of 12 phrases (each produced with the three
types of phrasal stress) was identified that balanced the in-
cidence of monophones and triphones. These 36 tokens
were considered as the “speech bank” to be synthesized by
text-to-speech engines within the sEMG-based SSR system.

Eight personalized synthetic voices were trained using
the Personifier speech engine by VocaliD, Inc. (Toman et al.,
2018). The Personifier speech engine uses a deep learning,
sequence-to-sequence architecture (Shen et al., 2018), coupled
with a neural vocoder (Kalchbrenner et al., 2018), to syn-
thesize text into audible speech. The synthetic voices for
the speakers with typical voices were trained using speech
data that the four speakers recorded via a web interface
(VocaliD). Synthetic voices for the speakers with laryngec-
tomy were created using previously recorded data from
VocaliD’s Human Voicebank of age-, gender- and geo-
graphic location–matched speakers. Static representations
of pitch, timing, and loudness were derived with respect to
the stress classification of each phrase to inform the Per-
sonifier speech engine of how phrasal stress was imparted
on the first or last word. Tokens with phrasal stress were
to be modified by increasing the f0 (Bolinger, 1958; Fry,
1955, 1958), duration (Fry, 1955), and intensity (Fry, 1955)
of the intended word from the baseline characteristics of
the synthetic voice. In turn, the Personifier speech engine
imparted the desired stress postsynthesis using a combi-
nation of empirically derived gain modification algorithms,
as well as pitch and segmental duration manipulation
algorithms based on the pitch synchronous overlap and add
algorithm (Moulines & Charpentier, 1990). By using
these algorithms, phrasal stress was categorically, statically
added to the 24 of 36 tokens of the speech bank to add em-
phasis to either the first or last word. This process was re-
peated for each of the eight synthetic voices, resulting in
a total of 384 synthetic phrases (12 phrases × 3 phrasal
stress types × 8 synthetic voices) to be analyzed in a series
of perceptual experiments.
Vojt
Method for Protocol II: Listener Perceptual
Assessment of Synthetic Speech
Listeners

Twelve adults aged 23–37 years (seven men, five
women; M = 26.7 years, SD = 4.9 years) were recruited as
inexperienced listeners for the study. Listeners were healthy
adults who reported no history of voice, speech, language,
or hearing disorders. All listeners spoke English, were na-
ïve to the purpose of the study, and were unfamiliar with
alaryngeal speech. Prior to participation, listeners provided
written consent in compliance with the Western Institu-
tional Review Board.

Experimental Overview
Listeners were seated in a quiet room and wore

headphones to perceptually evaluate four voice sources:
natural voice (NV), synthetic voice matched to speakers
with typical voices (SVC), EL voice (EV), and synthetic
voice matched to speakers with laryngectomy (SVL). In
the current study, the synthetic voice groups were separated
by speaker type (control, laryngectomized) to ensure equal
sample groups. Table 3 shows an overview of these voice
sources. Each of the four voice sources was perceptually
assessed in two experimental paradigms, which were pre-
sented to all listeners in the following order: a visual sort-
and-rate task and a classification task. All listeners were re-
quested to take rest breaks at 20-min intervals. Both para-
digms were completed in an average of 1.6 hr (SD = 0.4 hr).
An example of the phrase “chestnuts are starchy” is avail-
able in .wav format for one EL speaker (denoted by “EV”)
and his matched synthetic voice (“SV”) when containing
first word stress (“_FS”; see Supplemental Material S1 and
S4, respectively), last word stress (“_LS”; see Supplemental
Material S2 and S5, respectively), and no phrasal stress
(“_NS”; see Supplemental Material S3 and S6, respectively).

Visual Sort-and-Rate Task
In the visual sort-and-rate task (Granqvist, 2003),

listeners assessed the acceptability and intelligibility of
NV, SVC, EV, and SVL speech tokens. Acceptability—an
auditory-percept relating to how pleasant a voice sounds
when considering pitch, quality, rate, and understandabil-
ity (Bennett & Weinberg, 1973)—was chosen to evaluate
ech et al.: Surface EMG–Based Alternative Communication 2141



Table 3. Overview of four voice sources perceptually examined by listener visual sort-and-rate and phrasal stress classification tasks.

Speaker Voice source Abbreviation No. of voices per source

Speaker with typical voice Natural voice NV 4
Synthetic voice matched to control speaker SVC 4

Speaker with laryngectomy EL voice EV 4
Synthetic voice matched to speaker with laryngectomy SVL 4

Note. NV = natural voice; SVC = synthetic voice matched to speakers with typical voices; EL = electrolaryngeal; EV = electrolaryngeal voice;
SVL = synthetic voice matched to speakers with laryngectomy.
the “quality” of each speech token. Intelligibility, on the
other hand, was selected to examine the “recognizability”
of a speech token (Hustad et al., 1998; Lindblom, 1990;
Meltzner & Hillman, 2005; Tjaden et al., 2014; Yorkston
et al., 1996). This paradigm was chosen to allow listeners to
hear multiple speech tokens in a single set for direct compari-
son against one another.

As depicted in Figure 3, the visual sort-and-rate
paradigm was presented using a custom MATLAB (The
Figure 3. An example of the visual sort-and-rate graphical user interface
acceptability of each sample. Sound clips are denoted by the green circle
ratings, and blue circles represent acceptability ratings.
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MathWorks) graphical user interface (GUI) that enabled
listeners to play a speech token produced in each of the 16
voices (see Table 3). Each listener was instructed to play
the 16 speech tokens (labeled 1–16 in Figure 3) and then
sort each of the tokens along the vertical axis (0–100) in
terms of intelligibility and acceptability. Intelligibility was
rated for each token by moving a red indicator along the
vertical axis, with the most intelligible tokens placed at
the top (100; anchored as “Most Intelligible”) and the
(a) at initialization and (b) after a listener rates the intelligibility and
s (1 phrase × 16 voice sources). Red circles represent intelligibility
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least intelligible at the bottom (0; anchored as “Least In-
telligible”). Instructions for judging speech intelligibility
were adapted from methods by Kent et al. (1989) to con-
sider “the degree to which a speaker’s message can be re-
covered by a listener” and were provided at the bottom of
the GUI for the duration of the study. Acceptability was
rated for each token by moving a blue indicator along the
vertical axis, with the most acceptable tokens placed at
the top (100; anchored as “Most Acceptable”) and the
least acceptable at the bottom (0; anchored as “Least
Acceptable”). Instructions for judging acceptability were
based on methods from Bennett and Weinberg (1973)
to “give careful consideration to the attributes of pitch,
rate, understandability, and voice quality” and were de-
scribed at the bottom of the GUI for the duration of the
study.

In the visual sort-and-rate task, listeners could play
each speech token as many times as needed and were
not directed to the order in which to rate acceptability
or intelligibility. After rating the intelligibility and acceptabil-
ity of each of the 16 voices (4 voice sources × 4 speakers)
of the same speech token, listeners were instructed to play
the tokens again and rate the tokens against each other
in order to make small adjustments as necessary. Once lis-
teners were comfortable with their responses, they were
instructed to lock in their answers and move to the next
token.

The first three speech tokens were repeated across all
listeners to act as a training module to familiarize listeners
with the four voice sources, the concepts of acceptability
and intelligibility, and the visual sort-and-rate paradigm.
After completing the intelligibility and acceptability as-
sessments for the training speech tokens, listeners were
instructed to rate a series of 12 unique speech tokens
(1 phrase × 4 voice sources × 3 phrasal stress types) that
were pseudorandomly assigned to each listener from the
36-token speech bank described in the sEMG-Based Text-
to-Speech section. After completing the 12 speech tokens,
three tokens (25%; 1 token/stress type) were randomly
repeated to assess intralistener reliability, for a total of
15 speech tokens.

Phrasal Stress Classification Task
In the phrasal stress classification task, listeners were

instructed to play each speech token and determine the
location of phrasal stress (first word, last word, no stress)
as per Patel and Campellone (2009). Three multiple-choice
options were presented to the listener: (a) “first word,” indi-
cating that the first word of the phrase was produced with
the greatest stress; (b) “last word,” indicating that the last
word of the phrase was produced with the greatest stress;
and (c) “no stress,” indicating that none of the words in the
phrase were stressed. Listeners were also presented with the
transcript of the token to minimize the potential confound
of intelligibility affecting listener responses. The transcript
was always presented without any indication of phrasal
stress so as not to bias listener responses (e.g., the token
“JANE loves Bob”—wherein the first word of the phrase
Vojt
is stressed—would be shown as “Jane loves Bob”). Like
the visual sort-and-rate task, listeners could play each
speech token as many times as needed.

Each listener was pseudorandomly presented with
12 unique tokens produced in each of the 16 voices, for a to-
tal of 192 speech tokens (12 phrases × 16 voices). After com-
pleting the 192 speech tokens, 48 tokens (25%; 1 phrase ×
3 stress types × 16 voices) were randomly repeated to as-
sess intralistener reliability, for a total of 240 speech tokens.
Tokens from each speaker were counterbalanced such that
listeners were presented with four tokens per phrasal stress
type.

Data Analysis
Three outcome measures were obtained from the two

paradigms: Intelligibility and acceptability scores (0–100)
were extracted directly from the listener visual sort-and-
rate task, whereas phrasal stress classification accuracy
(PSCA; 0 or 1) was calculated from the stress classification
task. Intra- and interrater reliability measures were first
computed for each task. Intralistener reliability was calcu-
lated on acceptability and intelligibility ratings using two-
way mixed-effects intraclass correlation coefficients (ICCs)
to assess absolute agreement on 25% of repeated data.
Interrater reliability was computed on the intelligibility
and acceptability ratings using a two-way random ICC to
assess consistency of agreement. Listeners with poor reliabil-
ity scores (ICC < .50) were removed from further analysis
(Portney & Watkins, 2000). For acceptability, one listener
was found to have poor reliability and was removed from
further analyses; the average intrarater reliability across
the remaining 11 listeners was calculated as ICC = .82
(SD = .07, range: .72–.91), and interrater reliability was cal-
culated as ICC = .83 (SD = .05, range: .73–.89). For intelli-
gibility, two listeners demonstrated poor reliability and were
removed from further analysis. Mean intrarater reliability
across the remaining 10 listeners for intelligibility was cal-
culated as ICC = .75 (SD = .07, range: .65–.88), whereas
interlistener reliability for the 10 listeners was calculated as
ICC = .69 (SD = .07, range: .61–.81). Intralistener reliability
was calculated on PSCA using Cohens’ kappa, and three lis-
teners with poor reliability scores (κ < .41) were removed
from further analysis (McHugh, 2012). For PSCA, the av-
erage intrarater reliability across nine listeners was κ = .64
(SD = .14, range: .44–.90).

Welch’s analysis of variance (ANOVA) tests were per-
formed to evaluate overall differences in mean intelligibility
and acceptability ratings between voice sources (i.e., NV,
SVC, EV, SVL). For this analysis, a Welch’s ANOVA was
selected to overcome one-way ANOVA violations of homo-
geneity of variance across voice sources (Kohr & Games,
1974). An alpha level of .05 was used for significance test-
ing, and effect sizes were calculated via adjusted omega-
squared. Games–Howell post hoc tests were used to identify
significant differences in mean intelligibility and accept-
ability ratings between voice sources. Chi-square tests
of independence were then performed on PSCA data to exam-
ine the relationship between voice source (i.e., NV, SVC,
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Table 4. Word recognition rate and phrasal stress discriminability
of speakers with typical voices (T) and speakers with laryngectomy
(L).

Speaker
Word recognition

rate (%)
Phrasal stress

discriminability (%)

T1 95.4 99.0
T2 96.4 86.7
T3 96.3 90.0
T4 99.2 95.7
L1 96.2 86.8
L2 89.5 88.0
L3 99.0 90.0
L4 98.6 93.4
EV, SVL) and phrasal stress discrimination. An alpha level
of .05 was used for significance testing.
Figure 5. Mean (a) acceptability and (b) intelligibility ratings for
speech tokens produced by natural voices (NV), synthetic voices
matched to speakers with typical voices (SVC), electrolaryngeal
voices (EV), and synthetic voices matched to speakers with
laryngectomy (SVL). Error bars represent 95% confidence intervals.
*p < .05.
Results
Algorithmic Development

Mean WRR across the eight speakers was 97.4%
(SD = 1.3%) for phrases without stress, 96.0% (SD = 4.8%)
for phrases with first-word stress, and 95.7% (SD = 3.9%)
for phrases with last-word stress. Table 4 shows the results
of the sEMG-based word recognition algorithms for iden-
tifying lexical content and classifying phrasal stress. Cumula-
tive WRR was 96.3% (SD = 3.1%) across the stress classes
for all eight speakers, whereas mean phrasal stress dis-
criminability was 91.2% (SD = 4.5%). Accuracy values
were comparable between speakers with typical voices
and speakers with laryngectomy for WRR (typical voice:
96.8%, laryngectomy: 95.8%) and phrasal stress discrimi-
nability (typical voice: 92.9%, laryngectomy: 89.6%).

Figure 4 shows the breakdown of phrasal stress dis-
crimination between stress classes: first word, last word, and
no stress. A total of 5% of speech tokens without stress
were misclassified as containing stress on the first (3.75%
of tokens) or last (1.25% of tokens) word. Similarly, speech
tokens with first-word stress were confused for last-word
stress 5% of the time. These tokens were never misclassified
as no-stress tokens, however. Finally, speech tokens with
stress on the last word were misclassified most often, with
Figure 4. Confusion matrix for phrasal stress discrimination (no
stress, first word, last word). Correctly classified speech tokens
are denoted in black, whereas incorrectly classified tokens are
shown in orange.
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5% of tokens erroneously detected to have no stress and
8.75% of tokens classified as having stress on the first word
instead of the last word. Within a similar vein, the (macro/
weighted) F1-score results demonstrated mean value of
0.92 (SD = 0.03). These values were also equally distrib-
uted across speakers with typical voices (M = 0.93) and
speakers with laryngectomy (M = 0.91).
Perceptual Experiment
The results of the Welch’s ANOVAs revealed a sig-

nificant, large main effect of voice source on acceptability
(F = 1219, p < .001, ω2 = 0.63) and intelligibility (F = 542.0,
p < .001, ω2 = 0.77). Post hoc Games–Howell pairwise
comparisons revealed that acceptability and intelligibility
ratings of all voice sources were statistically different from
each other (padj < .05), except between SVC and SVL sources
(acceptability: padj = .21, intelligibility: padj = .051).

Figure 5 shows the mean acceptability (see Figure 5a)
and intelligibility (see Figure 5b) ratings of speech tokens
of each voice source. On average, NVs were rated as the
most acceptable (M = 85.6%) and intelligible (M = 91.8%)
when compared to SV and EV counterparts. However,
synthetic voices (SVC, SVL) were rated higher in acceptability
(MSVC = 59.7%, MSVL = 57.1%) and intelligibility
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Figure 6. Mean phrasal stress classification accuracy across speakers
for tokens produced by natural voices (NV), synthetic voices matched
to speakers with typical voices (SVC), electrolaryngeal voices (EV),
and synthetic voices matched to speakers with laryngectomy (SVL).
Error bars are 95% confidence intervals. *p < .05.
(MSVC = 71.7%, MSVL = 68.8%) than EVs, which were
rated as the least acceptable (M = 19.9%) and intelligible
(M = 20.1%).

Chi-square tests of independence on PSCA revealed
that NV and SVC groups were not statistically significantly
different from one another (χ2 = 1.55, p = .213). The PSCA
of NV tokens was, however, significantly greater than that
of EV (χ2 = 88.2, p < .001) and SVL (χ2 = 9.52, p = .002)
tokens. The chi-square analyses on PSCA also revealed
that SVC was significantly greater than EV (χ2 = 68.8,
p < .001), but not statistically significantly different from
SVL (χ2 = 3.45, p = .063). Finally, SVL was significantly
greater than EL (χ2 = 43.1, p < .001).

Figure 6 displays the results of the multiple-choice
task instructing listeners to classify phrasal stress in speech
tokens (first word, last word, no stress). Mean PSCA was
greatest when characterizing speech produced using an NV
(M = 90.0%) compared to that of EL (M = 61.3%) and
synthetic (MSVC = 86.5%, MSVL = 81.1%) voices.

Table 5 shows the average intelligibility, acceptability,
and PSCA scores for each speaker when assessed in their
primary voice source (natural, EL) and when synthesized into
a personalized, prosodic voice. Intelligibility and acceptability
were greatest for T1when using theirNV (intelligibility = 93.8%,
Table 5. Mean intelligibility, acceptability, and phrasal stress classification
speakers with laryngectomy (L) according to primary voice source (natural
matched to the speaker.

ID

Primary voice source (natural, EL)

Voice source Intelligibility Acceptability

T1 Natural 93.8 88.3
T2 Natural 92.3 88.0
T3 Natural 86.9 75.1
T4 Natural 93.2 85.7
L1 EL 54.3 21.8
L2 EL 48.0 17.5
L3 EL 51.3 21.6
L4 EL 52.4 19.3

Vojt
acceptability = 88.3%). Of note, the speaker with laryngectomy
who used dynamic pitch control (L2) elicited the lowest rat-
ings of intelligibility (48.0%) and acceptability (17.5%), but
the greatest PSCA score (95.1%).
Discussion
The purpose of the current study was to develop an

sEMG-based SSR system that could identify words and clas-
sify basic manipulations in prosody (i.e., varying phrase-level
stress), as well as to evaluate the acceptability, intelligibility,
and phrasal stress discriminability of synthetic speech out-
puts. As prosody comprises numerous, complex interactions
of pitch, timing, and intensity, the current study focused
on evaluating “phrase-level stress” to determine initial fea-
sibility of the proposed technology. Thus, the current study
aimed to (a) improve existing word recognition algorithms
described in prior works to identify phrasal stress and
(b) synthesize correctly detected word content and stress
location into audible voices capable of replicating the pro-
sodic features of subvocal speech. Algorithms for recogniz-
ing words and categorizing phrasal stress were first assessed
for accuracy. Accurately detected phrases were synthe-
sized into audible speech using text-to-speech synthesis
engines. Then, a perceptual listening experiment was per-
formed to assess the acceptability, intelligibility, and PSCA
of the synthetic speech. The results of this study serve as a
proof of concept that sEMG-based speech recognition and
synthesis can convey lexical content and distinguish phrase-
level stress with greater fidelity than common EL devices.

Methodology for Eliciting Subvocal Speech
The cues used to elicit subvocal speech in the current

study are not the only method of producing silent speech.
Prior work has examined two alternative methods of sub-
vocalizing, including mentally rehearsed (or “imagined”)
and silently mouthed speech. The former method consists
of instructing speakers to mentally visualize the act of speak-
ing aloud. Without speakers moving their articulators to pro-
duce the speech, however, the authors were unable to detect
viable sEMG signals for use within the sEMG-based SSR
accuracy scores (PSCA) for speakers with typical voices (T) and
, electrolarynx, or electrolaryngeal [EL]) and the synthetic voice

Synthetic voice

PSCA Intelligibility Acceptability PSCA

94.4 78.1 65.4 86.8
86.1 73.7 60.8 86.8
88.2 63.9 52.9 86.1
90.3 70.9 56.3 86.1
53.5 72.7 58.9 78.5
95.1 72.5 90.0 77.1
45.8 66.6 51.5 81.3
50.7 63.3 50.1 87.5
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system (Meltzner et al., 2008). The latter method, on the
other hand, requires speakers to articulate the words of a
message as they typically would, but without vocalizing.
Using this method of eliciting silent speech, sEMG signals
were detected that—when analyzed using the sEMG-based
SSR system—led to an average WRR comparable to that
of vocalized speech (98.3% using sEMG signals of vocalized
speech vs. 96.7% using sEMG signals of silently mouthed
speech; Meltzner et al., 2008).

As the goal of the current work was to use the sEMG
signal to recognize lexical content (i.e., as in Meltzner et al.,
2008, 2017, 2018) as well as categorize phrasal stress, a new
approach to eliciting silent speech was considered. In par-
ticular, the MFCC features computed within the SSR algo-
rithms were trained to detect phonemic content and stress
content on a subject-specific, frame-by-frame basis. To re-
duce the impacts of coarticulation that may occur within
sEMG signal frames, instructions to subvocally recite phrases
were refined from prior instructions to silently mouth words
to include cues to deliberately reduce their speaking rate and
hyperarticulate. These specific techniques were chosen as
they reflect similar instructions that are typically given to
persons learning to use an EL following laryngectomy to
improve speech clarity.

sEMG-Based Voice Synthesis
It was hypothesized that adapting existing speech rec-

ognition models to be robust to variations in phrasal stress
(instead of only focusing on the phonemic content of the
message) would enable the sEMG-based SSR system to
accurately detect lexical content recited using prosodic
features of speech. When tested within different speakers,
the sEMG-based SSR algorithms were able to recognize
subvocal speech tokens produced with and without phrasal
stress with a mean word recognition accuracy of 96.3%.
Word recognition accuracy was comparable across phrases
produced with stress (96.0% for first-word stress, 95.7% for
last-word stress) and without stress (97.4%). Prior work
examining sEMG-based SSR in the absence of prosody
reports differing results. Using a data set of 2,200–2,500
words, Meltzner et al. achieved an accuracy of 91.1% ac-
curacy in 19 typical speakers (Meltzner et al., 2018) and
an accuracy of 89.7% in eight laryngectomized speakers
(Meltzner et al., 2017). In smaller data set of 108 words,
however, Jou et al. (2006) achieved an accuracy of 68%.
Few sEMG-based subvocal studies have examined WRR
in the face of prosodic variations.

Thus far, the current study is the first to report > 95%
WRR for both speakers with typical voices and speakers
with laryngectomy. Improvements in average WRR may
be thought of as a byproduct of the chosen speech cor-
pus. In particular, the corpus examined here was derived
from prior works investigating the ability of the sEMG-
based SSR system to recognize lexical content within a large
corpus of 2,200–2,500 words (approximately 1,200 phrases;
Meltzner et al., 2017, 2018). Since the goal of this work was
to modify the algorithms to effectively adapt to and classify
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variations in word production (i.e., phrase-level stress), the
size of the speech corpus was reduced to minimize recording
time. It is unlikely that the reduced corpus size led to in-
creases in WRR, as previous work using the sEMG-based
SSR system for lexical recognition within the same base
corpus showed that WRR “decreased” with smaller cor-
pus sizes (Meltzner et al., 2017). These increases in WRR
may instead be the result of algorithmic modifications to
include feature space transformation: By incorporating a
fMLLR and training a speaker-adaptive model, the lexical
recognition algorithms may have accounted for variations
in word production from individual speakers to, in turn,
increase WRR.

A fundamental advantage of this approach, when
compared to other SSR systems described in the literature,
is that it is based on sEMG signals recorded from muscles
of the neck and face. These muscles play a fundamental
role not only in speech production but also in conveying
prosodic information through unique activation patterns.
Similar technology developed by Janke and Diener (2017)
demonstrated an average WRR of 92.7% across three
speakers with typical voices. Other investigators have
developed SSR using other modalities such as ultrasound
of the articulators. For instance, previous work examining
ultrasound of the lips and tongue demonstrated a WRR
of 86.1% in a speech corpus of 20,000 words collected
from one typical speaker (Cai et al., 2011). SSR has also
been examined using EMA. Kim et al. (2017) examined
the 132 EMA recordings collected from 12 typical speakers
and two speakers with laryngectomy using a neural net-
work, resulting in a WRR of 44.8%. More recently, Kim
et al. (2018) achieved a WRR of 67.9% through EMA
recordings of 65 words and 25 phrases. The systems ex-
amined in this study, which were trained on independent
training (n = 650) and test (n = 150) sets in four speakers
with typical voices and four speakers with laryngectomy,
demonstrated a mean WRR of 96.3%. While direct compar-
isons are difficult to make since discrepancies in algorithmic
accuracy could be a result of the different recording modali-
ties (e.g., EMA vs. sEMG) and/or recognition algorithms,
the results of this study lend support to the notion that
sEMG-based SSR systems are capable of achieving good
lexical recognition performance across speakers with typi-
cal voices and speakers with laryngectomy.

To discriminate phrase-level changes in stress, it was
hypothesized that the spectral and temporal characteristics
of the sEMG recordings during stressed words spoken would
be different from the recordings in which words were spoken
without phrasal stress. In line with this hypothesis, a three-
class phrasal stress (first word, last word, no stress) classifier
was designed with quantitative temporal and spectral features
extracted on a window-based segmentation of the recorded
phrases. The features included in this classifier comprised
10 MFCC features originally used to recognize lexical con-
tent, as well as two TWL features, two SWL features, and
one PCC feature. The results of this classifier demonstrated
success in discerning whether phrase-level stress was in-
cluded within the token, and if so, whether the first or last
2134–2153 • June 2021



word was stressed. Using this classifier, phrasal stress was
categorized at an average accuracy of 91.2%.

It is difficult to directly compare the phrasal stress
classification results from the sEMG-based SSR system
with those of other works due to differences in recording
and analysis methods. For instance, Gonzalez et al. (2017)
used audible speech signals obtained in conjunction with
PMA recordings to validate PMA-based measures of voice
f0. A similar evaluation technique was carried out by Diener
et al. (2019) to evaluate their sEMG-based SSR system,
wherein audible speech recordings were used to validate
sEMG-derived metrics of voicing. Audible speech recordings
were not utilized in this study since acoustic training data
could not be collected from the speakers with laryngectomy,
as all speakers were enrolled at least 1 year after their opera-
tion. Of note, however, a study performed by Johner et al.
(2012) for sEMG-based detection of emphasized words in
a complete sentence achieved an F1 score of .68, with large
variations over different speakers. When translated in the
current study, the F1 score for phrasal stress detection re-
sulted in a value of .92. Although this work shows promise
for discriminating prosodic manipulations in subvocal speech,
the method of introducing these manipulations into the sub-
vocal speech corpus used here remains primitive (i.e., eliciting
phrase-level stress from speakers). As such, future work is
needed to investigate the ability of the sEMG-based SSR
algorithm to identify more complex prosodic manipulations
in prosody.

Listener Perceptual Assessment of Synthetic Speech
The purpose of the listener perceptual experiment was

to evaluate the reception of synthetic speech outputs pro-
duced by the sEMG-based SSR system. Specifically, correctly
recognized phrases were synthesized into audible speech
using text-to-speech engines; this synthesis was performed
by introducing static representations of pitch, loudness, and
duration derived from the SSR algorithms to inform the
Personifier speech engine (VocaliD) as to whether phrasal
stress should be imparted on the first or last word. This
process resulted in sets of speech tokens with and without
phrasal stress, from which it was possible to assess how
naïve listeners perceived the synthetic speech as compared
to natural and EL speech. Three performance metrics were
chosen to assess the listener perceptions of synthetic speech:
acceptability, intelligibility, and PSCA.

Speech Acceptability and Intelligibility
One of the goals of the current study was to synthe-

size speech that effectively conveyed lexical content and in-
corporated prosodic cues found in natural speech. As such,
it was hypothesized that the acceptability and intelligibility
of synthetic speech would be significantly greater than that
of speech produced using an EL. Even though EL speech
aids are a common communication method for laryngecto-
mized speakers, one aim of the current study was to syn-
thesize speech that would be more similar in its listener
reception to natural speech, including quality and clarity.
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The results obtained in this work support this hypothesis,
showing that EL speech was rated as significantly less ac-
ceptable and intelligible than natural and synthetic counter-
parts. These findings are consistent with others who have
shown poor intelligibility and/or acceptability of EL speech
compared to natural speech (Bennett & Weinberg, 1973)
and other forms of alaryngeal communication (e.g., tra-
cheoesophageal speech; Bennett & Weinberg, 1973; Eadie
et al., 2013, 2016; Law et al., 2009; Williams & Watson,
1985), likely due to the mechanical nature of the EL. Most
importantly, these results suggest that the method of text-
to-speech synthesis implemented in the current study may
be a promising alternative to using an EL to produce rec-
ognizable speech that is “acceptable” to the listener.

Speech tokens produced by typical speakers were also
assessed in the current study to provide a gold standard of
intelligibility and acceptability for speech. The results of this
work demonstrated that natural speech was significantly
more intelligible and acceptable than synthetic speech, sug-
gesting that speech performance when using a synthetic
source was lower in both clarity and quality compared to
natural speech. The methods used to extract measures of
intelligibility and acceptability should be discussed. Al-
though the gold standard practice for measuring intelligibility
is through orthographic transcription (Miller, 2013; Weismer,
2006; Yorkston & Beukelman, 1981), visual analog scales
within a visual sort-and-rate task were implemented in the
current study. This method was selected to minimize the
potential for ceiling effects to occur in listener orthographic
transcriptions, as each of the 16 voices produced the same 12
speech tokens. Prior work has shown a strong relationship
between visual analog scale ratings and orthographic tran-
scription measures of intelligibility in Parkinson’s disease
(Abur et al., 2019; Stipancic et al., 2016), but it is unclear
how differences in methodology affect the intelligibility of
the voice sources analyzed in the current study. Moreover,
it is possible that ratings of speech acceptability were con-
founded by intelligibility in the current study. The defini-
tion of acceptability provided to listeners encompassed
multiple aspects of speech quality, including pitch, quality,
rate, and “understandability.” Despite efforts to distinguish
intelligibility and acceptability in the current study, similar
trends were observed between intelligibility and accept-
ability results, with NV tokens ranking higher than SV,
followed by EL. As such, it may be speculated that lis-
teners perceived some tokens as less acceptable than others
as a result of an interaction between speech quality and
recognizability.

PSCA
In assessing the ability of listeners to classify the pres-

ence and location of phrasal stress, it was hypothesized that
classification accuracy of synthetic speech tokens would not
be statistically significantly different from natural speech
tokens but would be significantly greater that EL speech
tokens. The PSCA of natural and synthetic speech tokens
was not significantly different, but only when the selected
synthetic voices were age- and sex-matched to speakers with
ech et al.: Surface EMG–Based Alternative Communication 2147



typical voices; it is possible that these results were confounded
by unequally distributed age and sex demographics
across the groups. In particular, the group of speakers
with typical voices comprised three women and one man
who averaged to be 25.7 years of age, whereas the group
of speakers with laryngectomy comprised three male
speakers, of whom averaged 70.3 years in age. The dis-
crepancy in these demographics may have biased listener
perceptions of the selected synthetic voices; however, it is
important to note that the small sample sizes included
within the current study make it difficult to identify fac-
tors that may have contributed to these detriments. As
such, a follow-up study should be conducted to identify
potential relationships between listener perceptions of these
performance metrics and features that comprise the syn-
thetic speech signal as compared to the natural speech
signal (e.g., concatenation of phonemes).

Listener accuracy in classifying phrasal stress (first
word, last word, no stress) was lowest on average for EL
speech, suggesting that this method of communication was
less effective in conveying stress than natural or synthetic
speech. This is not surprising given the monotonic nature
of EL speech produced by three of the four speakers with
laryngectomy in this study and previous research demon-
strating that vocal stress patterns, like those used in this
study, are extremely difficult to convey when using an EV
prosthesis (Gandour & Weinberg, 1984). Taken together,
these findings provide preliminary evidence to suggest that
the sEMG-based synthetic speech is more effective in con-
veying phrase-level stress than EL alternatives and, moreover,
that it is more similar to natural speech than EL speech.
Effect of Electrolarynx on Listener Reception of Speech
Of the four speakers who used an EL in the current

study, only one speaker used an EL set to provide notice-
able dynamic pitch control for their daily communication.
Likewise, this was the only speaker who felt comfortable
using an EL with dynamic pitch capabilities during the study.
Although this speaker conveyed phrasal stress to an accuracy
that was greater than the other speakers with laryngectomy
and all speakers with typical voices, this speaker also per-
formed the worst in terms of perceived intelligibility and
acceptability. These results would suggest that there are
artificial means for conveying phrasal stress (e.g., hand-
controlled), yet the goal of this work was to do so in a way
that is reflective of the intelligibility and acceptability of
natural vocalizations using articulation-related muscle ac-
tivity. On account of this, it is not surprising then the three
speakers who were accustomed to monotonic EL speech
elected not to use an EL with a more dynamic pitch range,
despite being shown how pitch control can be achieved
through activation-button-pressure variation. These speakers
instead indicated a preference for using a monopitch EL
due to reported issues regarding the dynamic pitch modu-
lation feature being too unwieldly, too cognitively complex
to control in real time, and/or not representative of how
the speaker envisions their voice.
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Limitations and Future Directions
The current work provides preliminary evidence of

detecting prosody from subvocal speech. Rather than specif-
ically instructing speakers on how to modify the supra-
segmental characteristics of their subvocal speech, however,
the prosodic changes examined in this study were based
on each speaker’s interpretation of how to convey phrasal
stress. Nonspecific changes in prosody were examined across
phrases to determine the feasibility of detecting supraseg-
mental characteristics that differ from typical (nonstressed)
productions using sEMG activity. It is possible that the
method used to induce phrasal stress may have differed
not only among speakers but also across productions of
the same phrase. Nonetheless, the results of this study pro-
vide a foundation for further investigations into segmental
and suprasegmental variations in subvocalized phrases.

Contrary to the complex manipulations in linguistic
prosody that are used in the English language, only basic
manipulations to prosody were assessed in the current study.
The sEMG features used to recognize lexical content and
categorize phrasal stress were not implemented with the
purpose of identifying continuous changes in suprasegmen-
tal attributes such as pitch, duration, and loudness; instead,
static representations of how these attributes may change
with the introduction of phrasal stress were used to inform
the text-to-speech engine to alter the prosodic characteristics
of synthetic speech. Although exploratory in nature, this
study serves as a proof of concept that SSR is possible in
the absence of an acoustic signal when coupled with basic
prosodic manipulations. The findings of this work support
further endeavors that expand the scope of SSR and syn-
thesis to include a variety of prosodic contrasts.

The corpus examined in this work was substantially
smaller in size than those previously examined in the de-
velopment of the sEMG-based SSR system. In particular,
Meltzner et al. (2018) assessed word recognition accuracy
in a test set comprising 430 unique tokens, whereas that
of the current work examined word recognition accuracy
in a test set of 150 tokens (50 unique) and PSCA in a test
set of 30 tokens (10 unique). The difference in size of the
test sets from our prior work and the current study were
driven by practical considerations of the experimental meth-
odology, such that a number and combination of phrases
with varied lexical content and phrasal stress could be eval-
uated without causing fatigue and associated degradations
to subvocal performance. Even with the reduced data set,
the relatively large number of combinations of phonemic
content, phrasal stress, voice sources, and speakers per voice
source precluded the use of orthographic transcription to
evaluate speech intelligibility within a reasonable amount
of time while avoiding possible listener fatigue. Instead, we
chose to implement a visual sort-and-rate paradigm—based,
in part, on prior reports of visual analog scales providing
comparable outcomes to orthographic transcriptions in
certain scenarios (e.g., Abur et al., 2019)—to provide rat-
ings of speech intelligibility within a reasonable amount
of time. The intelligibility results in the current study were
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therefore evaluated for each voice on a relative scale with
respect to 15 additional voice samples (four NV, eight SV,
four EV).

The differential contributions of individual muscle
sites to recognizing lexical content and categorizing phrasal
stress were not examined in this work. Although it is possible
to draw conclusions as to how sEMG signals from different
sensors contributed to the manifestation of subvocalized,
phrasal stress within each speaker, the current study on a
nonreduced sensor set to discriminate phrasal stress across
the data set. By demonstrating the proof of concept that
discriminability is possible by leveraging sEMG activity
across the full eight-sensor set, future work should aim to
assess the effects of sensor reduction on recognizing both
lexical and prosodic content.

It is also worth noting that the populations examined
in the current study were not necessarily representative of
all speakers with or without laryngectomy. All individuals
who relied on alaryngeal speech within the current study
were survivors of laryngeal cancer, yet the need for augmen-
tative and alternative methods of communication is not
specific to those who have laryngeal cancer. Moreover, none
of the speakers with laryngectomy in the current study were
female due to the relatively small sample size and the greater
prevalence of laryngeal cancer in men (3:1 male-to-female
ratio; Lewin, 2004). Future investigations could be generalized
to include female speakers and those with other cancers of the
head and neck that impair voice/speech.

Finally, while speakers with laryngectomy could speak
in real time when using their EL speech aid, the sEMG-
based ASR techniques examined in the current study were
not yet capable of real-time functionality. Specifically, this
study was a proof of concept to determine the feasibility of
developing a system, wherein the two components neces-
sary for sEMG-based ASR (i.e., word/prosody recognition
and text-to-speech processing) were decoupled in the cur-
rent study. As such, EL speech may be preferred to a bet-
ter sounding yet delayed synthetic proxy of natural speech.
Regardless, the results of the current study are still promis-
ing. Future work should continue to work toward a real-
time sEMG-based ASR system.

Conclusions
sEMG-based speech recognition and synthesis is a

feasible technique for communicating lexical content and
basic phrase-level stress of subvocal (i.e., silently mouthed)
speech. Algorithms for recognizing subvocal speech show
promise for not only identifying the words in a message but
also for distinguishing whether the message contains phrasal
stress at the beginning or end of the message. Upon synthe-
sizing these messages into speech via personalized text-to-
speech, lexical and phrasal stress characteristics were found
to be more intelligible and acceptable than speech produced
using current, state-of-the-art EL devices. These findings lay
a solid foundation for investigating the detection and recep-
tion of complex prosodic interactions. As such, future work
should aim to control prosodic variations to differentially
Vojt
examine the impacts of pitch, loudness, and timing varia-
tions to SSR and synthesis.
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