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Abstract—With the worldwide large-scale outbreak of COVID-
19, the Internet of Medical Things (IoMT), as a new type of
Internet of Things (IoT)-based intelligent medical system, is being
used for COVID-19 prevention and detection. However, since the
widespread use of IoMT will generate a large amount of sen-
sitive information related to patients, it is becoming more and
more important yet challenging to ensure data security and pri-
vacy of COVID-19 applications in IoMT. The leakage of private
information during IoMT data fusion process will cause seri-
ous problems and affect people’s willingness to contribute data
in IoMT. To address these challenges, this article proposes a
new privacy-enhanced data fusion strategy (PDFS). The proposed
PDFS consists of four important components, i.e., sensitive task
classification, task completion assessment, incentive mechanism-
based task contract design, and homomorphic encryption-based
data fusion. The extensive simulation experiments demonstrate
that PDFS can achieve high task classification accuracy, task
completion rate, task data reliability and task participation rate,
and low average error rate, while improving the privacy protec-
tion for data fusion under COVID-19 application environments
based on IoMT.

Index Terms—COVID-19, data fusion, deep reinforcement
learning, Internet of Medical Things (IoMT), privacy protection.

I. INTRODUCTION

W ITH the application and development of the Internet
of Things (IoT) technology in the medical field, the

Internet of Medical Things (IoMT) that collects, processes, and
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analyzes the medical data generated by various IoT devices,
has also seen rapid progress [1]. IoMT can effectively improve
the accessibility and efficiency of disease treatment, reduce
errors, improve patient experience, and provide lower costs [2].
Recently, the worldwide large-scale outbreak of COVID-19
has brought tremendous pressure and challenges to existing
medical detection systems, and has put forward new require-
ments for the timeliness, accuracy, and reliability of medical
detection data. In this situation, IoMT is expected to be used to
collect and analyze the main symptoms of COVID-19 patients
by providing large-scale real-time detection data and track-
ing the source of the disease outbreak [3]. However, since
the widespread use of IoMT especially during the data fusion
process will generate a large amount of sensitive information
related to patients, and the leakage of private information will
cause serious problems and affect people’s willingness to con-
tribute data in IoMT, it is becoming more and more important
yet challenging to design privacy-enhanced data fusion tech-
nologies for ensuring data privacy for COVID-19 applications
in IoMT [4]–[6].

In the IoMT-based COVID-19 applications, various IoT-
based medical detection equipment will generate a large
amount of application data [7], [8]. According to the actual
needs of the COVID-19 applications, these data need real-
time processing for fast decision making. However, most
existing IoMT systems store data in the cloud, completely
relying on remote cloud servers for data processing and anal-
ysis [9]. As the number of IoMT devices and the generated
data continues to increase, the network pressure grows and
the delay increases, which may lead to failures or erroneous
diagnosis and seriously affect COVID-19 data detection and
service response. To overcome the above deficiencies and
provide better services for COVID-19 applications, the tra-
ditional cloud IoMT architecture needs to be improved. Based
on the above analysis, this article builds a new IoMT archi-
tecture MEC-IoMT combining IoMT and multiaccess edge
computing (MEC) [10], [11]. As shown in Fig. 1, the new
MEC-IoMT consists of three important components, i.e., intel-
ligent medical data collection terminals, the multiaccess edge
network, and the remote COVID-19 applications and services
center. Specifically, the intelligent medical data collection ter-
minals, such as cameras, electronic thermometer and wearable
detection sensors, and so on, are responsible for intelligent col-
lection of COVID-19 disease detection data. The multiaccess
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Fig. 1. Architecture of MEC-IoMT.

edge network composed of MEC servers and wireless access
stations is employed to provide various COVID-19 applica-
tions, implement communication, and data exchange among
MEC servers. Furthermore, the remote COVID-19 applications
and services centers are responsible for the storage, process-
ing, and analysis of large-scale COVID-19 disease detection
data or detection results. In MEC-IoMT, first, pervasive smart
data collection terminals are employed to collect various
COVID-19 disease detection data by using the mobile-edge
crowdsensing technology. Next, the collected data is transmit-
ted over the wireless network to the COVID-19 applications
deployed on the edge network servers, which implements the
large scale and effective COVID-19 data fusion, analysis, and
processing. Finally, the results of analysis and processing are
sent to the individuals and COVID-19 control centers, which
stores these data, further analyzes and processes the data, and
forecasts the development trend of the COVID-19 disease.
The MEC-IoMT architecture migrates services located in the
remote cloud center to the distributed edge network, closer to
the user, thereby reduces the service delay and communication
overhead [12].

In the prevention and treatment of COVID-19, the data
fusion process consists of data collection, analysis, and pro-
cessing. It is one of the most important links that decides
whether the spreading can be controlled in time. At the same
time, it is also the premise and basis for patients to be treated
in time. However, the heterogeneous data in the data fusion
process contain much privacy information related to patients,
while the collection terminal and processing center cannot be
fully trusted [13], [14]. They may launch active attacks, or pas-
sive attacks after being captured by the attacker, which lead to
the leakage of private information. To address this challenge,
we integrate artificial intelligence technology, such as deep

deterministic policy gradient (DDPG) [11] into privacy strat-
egy and propose a new privacy-enhanced data fusion strategy
(PDFS) for IoMT. The main contributions of our work are as
follows.

1) To protect sensitive information from malicious test sub-
jects, a novel task security level-based privacy-aware
data fusion tasks classification mechanism is proposed
to assure that a task can be accepted and the sensitive
information in the task can be obtained only if the test
subject’s security level is higher than that of the task.

2) To design a reasonable task contract, a deep rein-
forcement learning algorithm, DDPG, is applied to
reward/punish test subjects for their superior/poor per-
formances in task completion and meanwhile to help the
center for disease control (CDC) to set the appropriate
payments with respect to test subjects’ performances. In
addition, the data reliability is validated utilizing DDPG
as well for validation accuracy improvement.

3) To protect the test subject’s security from both the
fusion center and the detection center, a homomorphic
encryption-based data fusion mechanism is proposed by
introducing random numbers for real identities pertur-
bation to hide the true identities of test subjects in the
data fusion process.

4) The theoretical analysis and validation experiments
demonstrate that: a) PDFS has advantages in task clas-
sification accuracy, average error rate, completion rate,
data reliability, and participation rate compared with
baseline strategies and b) PDFS is efficient against both
task privacy attack and identity privacy attack.

II. RELATED WORK

Data fusion, as one of the most important links in the pre-
vention and treatment of the COVID-19 in Intelligent IoMT,
has received extensive attention, and some relevant research
results have emerged. In [15] and [16], researchers summa-
rize the data security and privacy protection requirements and
challenges in IoMT systems, and suggest the future direc-
tions for research on security and privacy. Tang et al. [5]
proposed a privacy protection and incentives-based data fusion
strategy to implement privacy security and fair incentives
for contributing patients in the process of health data col-
lection. Guan et al. [17] proposed a privacy preserving and
authentication-based data fusion scheme to provide device-
oriented anonymous privacy protection in fog-aided IoMT.
Yang et al. [18] proposed a differential privacy and machine-
learning-based multifunctional data fusion strategy to provide
statistical fusion functions for IoMT applications. Li et al. [19]
proposed a data fusion scheme supporting privacy preserving
and publicly fusion result verification in IoT application
systems such as IoMT. Wu et al. [20] proposed a novel data
fusion mechanism to assist the fusion servers to realize the
privacy-preserving data fusion by integrating fog computing
and homomorphic encryption techniques. Yang et al. [21]
proposed a blockchain-based privacy preservation framework,
which uses the anonymous nature of blockchain to protect
workers privacy during data fusion. Li et al. [22] proposed a
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Fig. 2. System model of the proposed PDFS.

novel decentralized framework to realize privacy preservation
through the use of blockchain, pseudonym, and encryption-
based distributed storage technology.

Although these works contribute to privacy-preserving data
fusion in IoMT, there still remain two challenges: 1) how to
prevent the leakage of private information contained in sensi-
tive tasks and 2) how to prevent the different task receivers
who accept the task from colluding to share the fragmented
privacy contained in the task. In this article, a new PDFS is
proposed to address these two problems.

III. SYSTEM MODEL

In this article, a new PDFS is proposed to defend the col-
lusion attacks and prevent the leakage of private information
contained in sensitive tasks. As shown in Fig. 2, the system
model of PDFS mainly considers three entities, i.e., the CDC,
the test subjects, and the data fusion center (DFC).

Specifically, the single CDC case is considered in this arti-
cle. For COVID-19 surveillance, the CDC posts a series of
health condition fusion task {Taski}. Each task Taski has one
of K specific security levels and a corresponding payment.
Once the task is completed, the CDC will determine whether
to pay the test subjects based on the reliability reports pro-
vided by the DFC. In addition, PDFS includes two types of
test subjects are considered, i.e., the type one test subjects, the
ith of which is denoted by TS1,i, are only responsible for pro-
viding the personal health condition data; and the type two test
subjects, the ith of which is denoted by TS2,i, provide health
condition data of type one test subjects and their own as well.
Due to the privacy concern, each test subject has a security
level SL, i.e., SLTS1,i for a type one test subject while SLTS2,i

for a type two test subject. A task Taski is accepted only if the
security level of the task SLTaski is inferior to that of a test sub-
ject, which is SLTaski ≤ SLTS1,i or SLTaski ≤ SLTS2,i . The DFC,
which is employed by the CDC and built on MEC servers with
high-performance computing infrastructures, classifies the task
set into groups according to the privacy requirements and per-
forms the task completion assessment. Moreover, based on the
assessment report, the DFC aids the task contract design by

calculating the payment to the test subject who claims to have
completed the task.

In general, to prevent the COVID-19, the CDC posts a series
of data fusion tasks, i.e., gathering personal health data, for
the COVID-19 vaccine development. Then, test subjects, who
sign the contract of data fusion tasks, provide health data of
their own or others’ to the CDC via DFC. Due to the privacy
concern, test subjects might provide inaccurate health data or
even fake ones. In this case, DFC assesses the reliability of
each data to determine whether the test subject should be given
the payment, i.e., the test subject whoever provides the reli-
able data will receive the payment. Due to the computation
resources required in data reliability validation and contract
design for data fusion task, all computations are implemented
on MEC servers connected by the core networks.

We consider the privacy disclosure problem among all three
entities: 1) the CDC; 2) the test subjects; and 3) the DFC.
In fact, the CDC suffers the task privacy attack from both
malicious test subjects and the DFC, while the test subjects
are vulnerable to the identity privacy attack.

1) Task Privacy Attack: The task privacy attack is defined
as the unauthorized access launched by the malicious
test subjects and the DFC to the sensitive information
contained in tasks.

2) Identity Privacy Attack: The identity privacy attack is
defined as the test subjects’ true identities is disclosed
and theft by malicious DFC and center for disease
control.

IV. IMPLEMENTATION DETAILS OF THE PDFS

The proposed PDFS consists of four important components,
i.e., sensitive task classification, task completion assessment,
task contract design, and homomorphic encryption-based data
fusion.

A. Sensitive Task Classification

We develop a K-means-based privacy-preserving classifi-
cation mechanism for sensitive tasks partition with the task
privacy hidden from DFC. Note that the traditional K-means-
based classification simply assigns each data to the nearest
group center. For example, the Euclidean distance between a
group Gj and a task Taski is calculated as

Dij =
(
Taski − gj

)T(
Taski − gj

)
(1)

where gj denotes the center of group Gj. Then, we compute
the deviation of the distance from Taski to group Gj and the
distance from Taski to group Gl as

Dij − Dil = gT
j gj − gT

l gl − TaskT
i

(
gj − gl

)− (
gj − gl

)TTaski.

(2)

Obviously, Taski should be assigned to group Gj if Dij −
Dil < 0; otherwise, Taski belongs to group Gl. The closest
group center to each task Taski can be repeatedly identified
(k− 1) times. However, the DFC can directly obtain sensitive
information contained in task Taski during the process that
results in the privacy disclosure.
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To solve this problem, a privacy-preserving k-means strat-
egy is proposed to ensure the privacy protection of each task
data Taski. The details are given as follows. DFC generates a
set of fake centers {g′j}k−1

j=1 under the constraint that
⎧
⎨

⎩

(
g′j − g′l

)T(
g′j − g′l

)
= 0

∣∣∣g′j − g′l
∣∣∣ �= 0

(3)

where j �= l. Then, DFC sends the set of distances between
fake centers, i.e., {(g′j−g′l)}, to the CDC. For each task Taski,
the CDC calculates the perturbed task Taskijl as

Taskijl = Taski + tijl
(

g′j − g′l
)

(4)

where tijl represents a random number used to perturb g′j− g′l
against the exposure of Taski. Then, the CDC sends each
perturbed task Taskijl to the DFC. Accordingly, the distance
deviation can be rewritten as

Dij − Dil =
(
Taskijl − gj

)T(
Taskijl − gj

)

− (
Taskijl − gl

)T(
Taskijl − gl

)
. (5)

Similarly, if Dij − Dil < 0, then Taski is assigned to
group Gj otherwise Gl. This process is still repeated (k − 1)

times to determine the nearest center to Taski. Through the
data perturbation, the DFC knows neither the original task
Taski nor the group it belongs to such that the privacy
of the CDC is preserved. The correctness of the propose
privacy-preserving k-means-based classification is proved in
the following theorem.

Theorem 1: Both fake centers and data perturbation will not
affect the result of the proposed privacy-preserving k-means
strategy.

Proof: We prove this theorem, by verifying whether the
result of (Dij − Dil) calculated by our strategy is the same as
that calculated by the original k-means algorithm.

For each perturbed task Taskijl, the distance deviation
between Taskijl to center gj and gl can be calculated in the
exactly form of (2) as

Dij − Dil = gT
j gj − gT

l gl −
(

Taski + tijl
(

g′j − g′l
))T(

gj − gl
)

− (
gj − gl

)T
(

Taski + tijl
(

g′j − g′l
))

= (
Taski − gj

)T(
Taski − gj

)

− (Taski − gl)
T(Taski − gl).

Once the classification is completed, each group Gj, 1 ≤
j ≤ K, is given a specific security level such that test subjects
are only allowed to accept the tasks of corresponding security
levels.

B. Task Contract Design

How much money should be paid for task fulfillment is
determined by the CDC. In fact, two dominant factors should
be considered in the payment determination. For example, test
subjects might be reluctant accepting the tasks even if their
security levels are above that of the task. That suggests the

Fig. 3. DDPG-based task contract design.

CDC should give an “appeal” offer to attract test subjects. On
the other hand, even if test subjects are paid enough, their
works could fail to reach the requirement, i.e., data provided
by test subjects are unreliable. These two cases suggest the
payment to the test subjects should be set dynamically with
respect to the assessment of task completion.

To solve this problem, we develop a DRL-based task con-
tract design utilizing the DDPG to meet the satisfaction of
both CDC and test subjects. In fact, reinforcement learn-
ing algorithms, i.e., DQN, could be useful in discovering
optimal strategies. However, the optimal threshold searching
is implemented in a continuous space to ensure the assessment
accuracy. That suggests traditional reinforcement learning-
based methods cannot meet our requirement. For example,
DQN can only work well in a discretized action space. We
therefore apply the DDPG to learn the optimal threshold. In
general, a DDPG decision system consists of a critic network
Q, a target critic network Q′, an actor networks π , and the cor-
responding target actor networks π , the parameters of which
are denoted by ϑQ, ϑQ′ , ϑπ , and ϑπ ′ , respectively. In addition,
the experience is stored in an experience pool P in the form
of a transition of a quadruple (st, at, rt, st+1), the structure of
the DDPG-based task contract design is given in Fig. 3.

As a DRL, DDPG requires three basic components, i.e.,
state, action, and reward. The action is given at a state to
obtain the reward and then the next state is observed from the
environment. In the incentive mechanism design, we consider
the triple (WL, CP, DR) as a state s, where WL, CR, and DR
represent the workload, completion rate, and data reliability of
the task, respectively. The payment Pay from the CDC to the
test subject is used as the action a, while the reward is denoted
by r. This is because a test subject TSi who accepts a task Taskj

might not complete Taskj as he/she claims. Besides, the data
aggregated in the Taskj could be unreliable. That indicates the
ratio between the utility of the CDC Utij and the payment Payj

to the test subject on this task Taskj is eligible to determine
whether the task completed by the test subject is worth the
payment. Thus, we calculate the Utij with the consideration
of the workload of a specific task WLj, the ratio of task com-
pletion CRj, and the reliability of data collected in the task
DRj, i.e., Utij = WLj ∗ CRj ∗ DRj. Accordingly, in timeslot
t, the reward rt is calculated based on the state–action pair
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Algorithm 1 Task Contract Design With DDPG
for E = 1, Tmax do

for t = 1, T do
Select action via (7)
Execute action at, calculate reward rt via (6) and

observe next state st+1
Store (st, at, rt, st+1) in experience poor P
Randomly sample N experiences from experience

poor P
Update critic network via (8) and (9)
Update actor network via (10)
Update target networks via (11) and (12)

end for
end for

(st, at) by

rt =
∑

j

Utij,t
Payj,t

. (6)

As a DRL, the goal of DDPG is to find the optimal action at

for each state st in order to maximize the reward rt. Therefore,
we choose the one of the maximal Q value, which is

at = arg max
at∈A

Q(st, at). (7)

Then, experience (st, at, rt, st+1) is stored in experience
poor P .

In the training process, we sample N experience from P to
update the critic network utilizing the following loss function:

L
(
ϑQ

)
= 1

N

N∑

i

[
Q

(
si, ai|ϑQ

)
− Yi

]2
(8)

where

Yi = ri + γ
(

Q
(

si+1, π
(

si+1|ϑπ ′
)
|ϑQ′

))
. (9)

Accordingly, we update π utilizing policy gradient as

∇ϑπ J = 1

N

N∑

i

[
∇aQ

(
s, a|ϑQ

)
|s = si, a = π

(
si|ϑπ

)

∇ϑπ π
(
s|ϑπ

)|s = si
]
. (10)

Target networks are copies of the actor π and critic Q networks
of different update rules. Once networks πs and Q are updated,
we then update the parameters of target networks ϑQ′ and ϑπ ′

with a learning rate κ

ϑQ′ = κϑQ + (1− κ)ϑQ′ (11)

ϑπ ′ = κϑπ + (1− κ)ϑπ ′ . (12)

It is worth to mention that the budget of the CDC is lim-
ited. That suggests if the test subject who accepts task Taskj

fails to provide reliable personal health data, then the payment
Payj will be shared by other test subjects as a reward–
punishment mechanism. We summarize task contract design
in Algorithm 1.

C. Task Completion Assessment

Once a test subject TSi claims the data fusion task Taski

is complete, the task completion should be assessed to deter-
mine whether the TSi should be paid, i.e., the test subject
who provides reliable data is paid according to the task con-
tract designed in the previous section. Since more than one
test subject of type two might be responsible for data fusion
on the same group of test subjects of type two, the personal
health data collected by each test subject should not deviate
much from each other. That suggests the hypothesis test can be
applied to validate the data reliability. We use H0 to represent
the hypothesis of the data being reliable, while the data being
unreliable is represented by the hypothesis H1. We define the
false alarm rate (FAR) as the probability of judging a reli-
able data as an unreliable one. And the missing detection rate
(MDR) is defined as the probability of judging an unreliable
data as a reliable one. Then, we construct the test static as

L =
∥∥∥xk

i − x̂k
i

∥∥∥
2
. (13)

Note that no matter the test statistic is constructed as the devi-
ation between the test data and the reference or the ratio of
the deviation, the DRL algorithm DDPG employed by the
proposed strategy PDFS can discover the optimal threshold
considering the test cost, the FAR, and the MDR. Besides, all
test data are normalized within the range of 0 to 1. According
to (13), we know that the test statistic falls into the range of
(0, 1) such that the searching space is significantly narrowed
down. The hypothesis test is then followed as

L
H0
≶
H1

φ. (14)

We update the reference x̂k
i by x̂k

i ← xk
i only if the data xk

i
are reliable; otherwise, we let x̂k

i equal to xk−1
i . The reason

for that is as follows. It is difficult to determine the true value
of the reference in each reliability validation process. Besides,
there exists a certain resemblance between the data provided
in two sequential timeslots, i.e., the kth timeslot and the k−1th
timeslot. Specifically, the data provided by two test subjects
on a specific test subject should be resemble. That suggests the
reliable data in the previous timeslot can be used as the refer-
ence in the current timeslot for data reliability validation at the
beginning until another reliable data is found. Furthermore, if
all data provided in the current timeslot fail to pass the vali-
dation process, then the reliable data in the previous timeslot
could be used as the reference for the reliability validation in
the next timeslot.

The utility of the CDC, denoted by u(φ, p), is calculated as

u(φ, p) =
N∑

i=1

pi[G0(1−MDR(φ))− G1(1− FAR(φ))]

+ C
N∑

i=1

pi[FAR(φ)−MDR(φ)]

+ (G1 + C)FAR(φ)+ G1 (15)
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where C represents the validation cost; G1 and G0 denote the
gain of receiving a reliable data and an unreliable data, respec-
tively; and p = {pi} represents the probability set of data being
unreliable.

The hypothesis test in (14) determines the reliability of each
data based on the test threshold φ. Again, we apply DDPG
for the optimal threshold estimation due to its advantage in
continuous space searching. Accordingly, we first introduce
the state space and action space. Let the state in the tth time
slot consist of the FAR and the MDR of validation in the
previous time slot be denoted by st = [FARt−1, MDRt−1]. For
each state st, each potential action φt is chosen by

φt = G
(
st|θπ

)
(16)

where 0 ≤ ξ ≤ 1. Based on φt, we obtain the utility ut as

ut =
∑

u(φ, p). (17)

Let φ = {φt} represent the action set. Thus, we choose the
action of the maximal Q value by

φt = arg max
φt∈φ

Q(st, φt). (18)

Once the action φt is taken, we can calculate utility ut and
observe the next state st+1 from the environment, meanwhile,
(st, φt, rt, st+1) is stored in experience poor P .

In the training process, we sample N experience from P to
update the critic network through the following loss function
with N randomly sampled experience from P as:

L
(
θQ

)
= 1

N

N∑

i

[
Q

(
si, ai|θQ

)
− Yi

]2
(19)

where

Yi = ri + δ
(
Q

(
si+1, η

(
si+1|θη′i

)
|θQ′

))
. (20)

Then, the actor network is updated utilizing the policy gradient

∇θηJ = 1

N

N∑

i

[
∇aQ

(
s, a|θQ

)
|s = si, a = η

(
si|θη

)

∇θηη
(
s|θη

)|s = si
]
. (21)

Then, the parameters of target networks θQ′ and θη′ are
updated with a learning rate τ as

θQ′ = τθQ + (1− τ)θQ
′

(22)

θη′ = τθη + (1− τ)θη′ . (23)

We summarize the DDPG-based data reliability validation
in Algorithm 2.

D. Homomorphic Encryption-Based Data Fusion

Once the reliability of personal health data is validated by
the task completion assessment, all reliable data should be
sent to the CDC. Due to the privacy concern, each test subject
is unwilling to use his/her real identity. To achieve identity
privacy, homomorphic encryption is employed in data fusion.
And, the details are given as follows.

Algorithm 2 Data Reliability Validation Based on DDPG
for E = 1, Tmax do

for t = 1, T do
Select action via (16) and (18)
for i = 1, N do

Calculate L via (14)
if L ≤ θn then

x̂i ← xi

Output the ith data is reliable
else

Output the ith data is unreliable
end if

end for
Calculate the utility according to (17) and observe

the st+1
Store (st, at, rt, st+1) in experience poor P
Randomly sample N experiences from P
Update critic network via (19) and (20)
Update actor network via (21)
Update target networks via (22) and (23)

end for
end for

1) Encryption: CA generates a pair of public key pk(n, g)

and private key pr = λ to encrypt the data x ∈ N with
a random number r ∈ N as

E(x) = gmrn mod n2

2) Decryption: The data x can be obtained by decrypting
ciphertext E(x) with private key λ as

D(E(x)) = L
(
E(x)λ mod n2

)

L
(
gλ mod n2

) mod n

where L(x) = (x− 1/n).
In fact, a Paillier cryptosystem has the following property:

E(x1 + x2) = E(x1) ∗ E(x2). (24)

where E(.) is the encryption function. Equation (24) allows us
to design a three-steps data fusion mechanism without identity
exposure. Let Idi denote the identity of the ith test subject.
Then, we introduce the data fusion mechanism as follows.

1) DFC chooses a random number RNi and encrypt it with
the public key of the CDC, then sends E(RNi) to the
test subject.

2) The test subject calculates a perturbed identity E(Idi +
RNi) by E(Idi + RNi) = E(Idi) ∗ E(RNi) with CDC’s
public key, then sends the data–identity pair (E(Idi +
RNi), E(data)) back to the DFC.

3) DFC signs the encrypted data–identity pair and relay it
to the CDC.

According to (24), the DFC cannot decrypt the E(Idi + RNi)

due to the lack of the private key of the CDC, meanwhile, the
CDC can only obtain the perturbed identity Idi + RNi instead
of the genuine one of the ith test subject Idi. It is worth to
mention that the perturbed identity generated by adding a ran-
dom number to a specific real identity might accidentally be
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TABLE I
EXPERIMENT PARAMETER SETUP

Fig. 4. Clustering accuracy comparison.

identical to the real identity of a certain test subject. In this
case, according to such perturbation rule, the CDC might mis-
take that real identity as one of the perturbed ones. Thereby,
the real identity is still kept from the CDC. However, in order
to prevent this case and further improve the privacy preser-
vation of test subjects, the random number is generated each
time while new data are sent to the CDC.

V. PERFORMANCE EVALUATION

A. Simulation Setup

The simulation is implemented to validate the performance
of the proposed strategy PDFS in Python on a com-
puter equipped with Intel Core i7 processor, 64-GB running
memory, CPU frequency 6.4GHZ 64-bit win7 system. Table I
gives the parameters of this simulation. The data set utilized
is about the survival of 306 patients who experienced breast
cancer surgery [25].

1) Performance Index: We validate the performance of
PDFS in clustering accuracy, average error rate, completion
rate, data reliability, and participation rate while considering
different values of payment, the number of tasks, and data
radius, respectively.

1) Classification Accuracy: The deviation between the clas-
sification result of different classification algorithms.

2) Average Error Rate: Both FAR and MDR compose the
average error rate.

3) Completion Rate: The ratio of the quantity of completed
work to the entire work load.

4) Data Reliability: The deviation between a data and the
reference should be less than a proper threshold.

5) Participation Rate: The percentage of test subjects who
participate the data fusion tasks.

B. Experiment Results

1) Classification Accuracy: Fig. 4 shows the comparison
result of the classification accuracy among PDFS, K-means

clustering, and SVM through calculating the positions of group
centers established by these four methods. From the compar-
ison result, it can be found that each pair of group centers
are close to each other. Compared with K-means cluster-
ing and SVM, although PDFS adds perturbation into task
information for privacy-preserving classification, the estab-
lished task groups only differ slightly from that of either
K-means clustering or SVM. That suggests PDFS is more
suitable for privacy-enhanced data fusion in MEC-IoMT.

2) Average Error Rate: Fig. 5 shows how DR and Num_T
affect FAR and MDR while either DDPG, DQN, or Q-learning
is employed by PDFS. The comparison results of FAR of
DDPG, DQN, and Q-learning are shown in Fig. 5(a), it can
be found that because less data provided will results in a
larger FAR, so the FAR of all three methods increase as the
data radius at first and eventually gets stabilized for each
approaches. In addition, it is obvious that the FAR of the
proposed PDFS is lower than that of either DQN or Q-learning.
The reason lies in that enough data will make the reliabil-
ity validation more accurate, and then the FAR will drop. In
PDFS, by using the DDPG, it can discover the optimal thresh-
old for accurate data reliability assessment. So the FAR of the
proposed PDFS is the lowest. The comparison results of MDR
of the three methods are shown in Fig. 5(b). As observed from
Fig. 5(b), we know that the data radius affects the DDPG much
less than that to either DQN or Q-learning due to the similar
reason of DDPG having a much less FAR compared with DQN
and Q-learning. In Fig. 5(c) and (d), it is clear that the FAR of
DDPG is only 6% on average compared with DQN 28% and
Q-Learning 34%, while the MDR of DDPG is less than 5%
compared with DQN 10% and Q-Learning 16% on average
as the growth of Num_T . This is because once the unreli-
able data is detected by either DDPG, DQN, or Q-Learning
the reward–punishment mechanism will be executed to ensure
the test subjects to provide more reliable data. The results in
Fig. 5 indicate that DDPG is more effective in data reliability
validation compared with DQN and Q-Learning.

3) Completion Rate: Fig. 6 shows the completion rate of
PDFS, PPCC [23], and REAP [24] under different value of
payment and number of tasks. First, we compared the comple-
tion rates of the three methods with different values of Pay. As
shown in Fig. 6(a), since the more rewards can get, the more
people are willing to participate in test, so the completion rate
of all the three methods increases with the increase of pay-
ment. Especially, the completion rate of PDFS is higher than
the other two methods due to the reward–punishment mecha-
nism employed by PDFS. Then, we compare the completion
rate with different Num_T , the results are shown in Fig. 6(b),
it is clear that PDFs obtain 78% completion rate on average
compared with 55% of REAP and 58% of PPCC. Next, the
completion rate is compared among three methods with dif-
ferent Num_TS as shown in Fig. 6(c). It is obvious that PDFS
outperforms baseline approaches with the highest completion
rate 85% compared with 57% of PPCC and 53% of REAP.
The reason is the proposed PDFS employs the DRL-based
data reliability assessment for unreliable data detection, which
makes the malicious test subjects receiving no payment as a
punishment once they are detected providing unreliable data.
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(a) (b)

(d)(c)

Fig. 5. FAR and MDR while varying (a) and (b) data radius DR, (c) and (d) number of tasks Num_T.

(a) (b) (c)

Fig. 6. Completion rate while varying (a) payment Pay, (b) number of tasks Num_T , and (c) number of test subjects Num_TS.

(b) (c)(a)

Fig. 7. Data reliability while varying (a) payment Pay, (b) number of tasks Num_T , and (c) number of malicious test subjects Num_MTS.

So the PDFS is capable of ensuring the highest completion
rate.

4) Data Reliability: The reliability of the data will have a
great impact on the accuracy and validity of the COVID-19
disease test results. Therefore, we compare the reliability of
the data of the PPCC and REAP, PDFS with different val-
ues of payment and number of tasks. Fig. 7(a) shows the
data reliability comparison results of the three methods under
different values of payment, and it is obvious that data reli-
ability increases with the payment for each approaches. That
is because each test subject is willing to provide reliable

if the CDC pays them enough. In addition, we can find
that compared with PPCC and REAP, the proposed PDFS
obtains the highest data reliability because it adopts the
reward–punishment mechanism while the other methods do
not use any measures to encourage test subjects participa-
tion. Moreover, from the results in Fig. 7(b), we can observed
that PDFS achieves the highest data reliability 88% under
different number of tasks, while PPCC and REAP only accom-
plish the data reliability of 58% and 60%, respectively. The
impact of Num_MTS on data reliability is shown in Fig. 7(c).
It is obvious that although data reliability decrease for all
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(a) (b) (c)

Fig. 8. Participation rate while varying (a) payment Pay, (b) number of Tasks Num_T , and (c) number of Test Subjects Num_TS.

approaches as the Num_MTS increases, the proposed PDFS
still has the highest data reliability. The reason behind that is
as follows. Even more malicious test subjects join in the data
fusion tasks providing unreliable data, the proposed PDFS can
efficiently detect unreliable data and refuses to pay malicious
test subjects. No doubt that it is effective to impede malicious
test subjects to provide unreliable data.

5) Participation Rate: Fig. 8 shows the participation rate
of PDFS, PPCC, and REAP under different values of Pay,
Num_T , and Num_TS. First, we compared the participation
rates of the three methods with different values of Pay. As
shown in Fig. 8(a), more rewards will encourage more test
subjects to participate in data fusion task, so the participa-
tion rate of all the three methods increases with the growth of
pay. Obviously, the participation rate of PDFS is higher than
the other two methods due to the reward–punishment mecha-
nism employed by PDFS. Then, we compare the participation
rate with different Num_T , the results are shown in Fig. 8(b).
Finally, the participation rate is compared between all three
methods with different Num_TS as shown in Fig. 8(c). It is
obvious that the participation rate increases as the Num_TS
and gets stable eventually. The proposed PDFS obtains the
highest participation rate 93% compared with 63% of PPCC
and 60% of REAP due to PDFS adopts the dynamic payment
instead of that depending on availability and privacy degree
only as PPCC and REAP.

VI. CONCLUSION

In this article, aiming at the lack of internal attacks defense
and privacy protection faced by the data fusion process, and
the need to ensure the real time and accuracy of massive data
collection, analysis, and processing required by the COVID-19
detection based on IoMT, a new PDFS is proposed. In PDFS,
K-means-based privacy-preserving classification mechanism,
DRL-based incentive mechanism, DDPG-based task comple-
tion assessment method, and homomorphic encryption-based
data fusion are deeply integrated into the data fusion process
of the COVID-19 detection application to achieve the internal
attacks defense and privacy protection of the CDC and test
subjects. The simulation experimental results show that PDFS
has advantages in task classification accuracy, average error
rate, task completion rate, task data reliability, and task partici-
pation rate compared with contemporary strategies. The PDFS
is efficient against internal collusion attack to enhance privacy
security during the data fusion process while improve system
performance according to actual needs.
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