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Abstract

Objective: To formulate, validate, and apply an alternative to the finite element method (FEM) 

high-resolution modeling technique for electrical brain stimulation – the boundary element fast 

multipole method (BEM-FMM). To include practical electrode models for both surface and 

embedded electrodes.

Approach: Integral equations of the boundary element method in terms of surface charge density 

are combined with a general-purpose fast multipole method and are expanded for voltage, shunt, 

current, and floating electrodes. The solution of coupled and properly weighted/preconditioned 

integral equations is accompanied by enforcing global conservation laws: charge conservation law 

and Kirchhoff’s current law.

Main results: A sub-percent accuracy is reported as compared to the analytical solutions and 

simple validation geometries. Comparison to FEM considering realistic head models resulted in 

relative differences of the electric field magnitude in the range of 3–6% or less. Quantities that 

contain higher order spatial derivatives, such as the activating function, are determined with a 

higher accuracy and a faster speed as compared to the FEM. The method can be easily combined 

with existing head modeling pipelines such as headreco or mri2mesh.

Significance: The BEM-FMM does not rely on a volumetric mesh and is therefore particularly 

suitable for modeling some mesoscale problems with submillimeter (and possibly finer) resolution 

with high accuracy at moderate computational cost. Utilizing Helmholtz reciprocity principle 
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makes it possible to expand the method to a solution of EEG forward problems with a very large 

number of cortical dipoles.
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1. Introduction

Brain stimulation therapies are important and effective treatments for people with depression 

(a fourfold US surge in 2020 [1]) and other mental disorders. Along with critical 

applications related to the senior population, depression has been the leading cause of 

disability in the US among young people ages 15 to 44 [2],[3]. 50–60% of people with 

depression who have failed to receive benefit from medications experience a clinically 

meaningful response with brain stimulation. About one-third of them experience a full 

remission [3]. Over the past fifteen years, the number of brain stimulation devices to 

undergo the FDA approval processes has grown exponentially in number and has shown 

significant sustained interest [4]. This behavior has been true for the most challenging 

implanted invasive devices: those targeting Parkinsonian symptoms and tremors [4]. Other 

demanding clinical applications include presurgical mapping in epileptic patients and 

accurate motor mapping prior to brain tumor surgery (cf. [5]-[7]), as well as brain-computer 

interfaces (cf. [8]-[13]). Major electric brain stimulation modalities to date are:

• Transcranial electrical stimulation (TES) – including transcranial direct current 

stimulation (tDCS) and transcranial alternating current stimulation (tACS) – a 

low-cost portable application technique with applied currents usually less than 

1–2 mA. Its uses include therapy for chronic conditions, mostly depressive 

disorders, electroanesthesia, or better sleep and memory consolidations 

[15]-[19].

• Cortical stimulation (CS) and intracortical microstimulation (ICMS) – invasive 

yet precise versions of TES with smaller injected currents. Small implanted 

electrodes may target/activate selected populations or nuclei of neurons and 

have applications in brain and motor mapping pertinent to epilepsy [20],[21], 

neuro-oncology [22],[23], vision [24],[25] as well as in brain/machine and brain/

computer interfaces [26]-[28].

• Deep brain stimulation (DBS) – an invasive technique with a permanently 

implanted neurostimulator targeting deep parts of the brain such as the 

subthalamic nucleus and forebrain bundle to reduce symptoms of treatment-

resistant depression and Parkinson’s disease [29]-[31]. The success of 

subthalamic deep brain stimulation for Parkinson’s disease is highly dependent 

on knowledge of the anatomical extent of the electric field surrounding the active 

electrode contact [32],[33].
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The (intra) cortical stimulation is often combined with direct recordings using subdural 

or intraparenchymal depth electrodes. A modern high-resolution intracranial recording 

technique – intracranial electroencephalography or iEEG – is blossoming in various fields of 

human neuroscience [34],[35].

The finite-element method (FEM) is a simple, powerful, and versatile numerical technique, 

which is naturally applicable to modeling anisotropic biological tissues. For this reason, 

the finite element method is widely and successfully used to solve the corresponding 

bioelectric field problem for different electrode configurations using anatomical isotropic 

and anisotropic head models. The leading open-source fast TES FEM modeling software is 

SimNIBS (cf. [36],[37]). For a realistic MRI-derived head mesh with surface mesh density 

of 0.5 nodes per mm2 and an average edge length of 2 mm, the SimNIBS 3.0 FEM 

requires about 30 sec for assembling and solving a TES FEM system on an ordinary laptop 

[37]. The whole simulation time including preprocessing and postprocessing is slightly less 

than 70 seconds [37]. Another open-source FEM simulation package for TES problems 

is ROAST [38]. Both packages are not yet meant to model embedded electrodes. On the 

other hand, an open-source SciRun FEM simulation package [39] is frequently used for the 

solution of DBS problems with embedded electrodes – cf., for example, [40],[41],[42],[43]. 

Commercial packages such as Ansys Maxwell FEM software and COMSOL are also widely 

employed, mostly for the solution of common geometries for DBS electrodes [32],[44],[45],

[46] where the resulting high-resolution fields are then coupled with axonal activation 

models. Different FEM packages such as SimNIBS and COMSOL may be also combined 

together [47].

At the same time, the finite-element method is less frequently used for the solution of 

some coupled problems with challenging geometries. One could mention, for example, 

a microarray embedded into an MRI-derived head model. Tetrahedral meshing alone 

between macroscopic brain compartments and microscopic array details may be somewhat 

challenging. Another relevant problem is related to tightly coupled brain compartments 

such as brain membranes, which are currently not included in any of the FEM solvers. 

Next, an FEM-based solution in terms of the electric potential has also some difficulties 

when evaluating a neuron activating function – the directional derivative of the electric field 

– in space. This step requires a double differentiation of the numerical solution; such a 

differentiation magnifies a numerical error.

In this study, we formulate, validate, and demonstrate possible applications of an alternative 

numerical approach to model electric brain stimulation. This is the boundary element fast 

multipole method or BEM-FMM, which is formulated in terms of the induced surface 

charge density on interfaces. The approach possesses numerically unconstrained field 

resolution in space including regions close to fine anatomical structures or miniature 

electrodes. This resolution is not limited by the size of the underlying tetrahedral 

mesh. Therefore, it might potentially be capable of modeling mesoscale problems with 

different mesh resolutions at macroscopic (major brain compartments) and microscopic 

(submillimeter and finer) scales, respectively. On the other hand, macroscopic medium 

anisotropy is not straightforwardly included into the BEM algorithm. In the past, the BEM-
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FMM approach was formulated for transcranial magnetic stimulation (TMS) [48]-[50] and 

EEG/MEG recording problems [51].

Modeling of electrical stimulation requires substantial modifications and extensions of the 

algorithm intended to (i) more accurately resolve electric fields varying by up to two orders 

of magnitude through the intracranial volume, (ii) construct adequate models of voltage and 

current electrodes and, (iii) properly implement global conservation laws.

The study is organized as follows. Section 2 provides a higher-level description of the 

methodological details of the algorithm. A more formal step-by-step method description is 

separately given in Appendix A. Section 3 presents four validation examples including two 

analytical problems as well as FMM-based computing an activating function for a simple 

DBS geometry. Another validation example is given in Appendix B. Section 4 presents 

two application examples with multicompartment head/body models pertinent to DBS and 

ICMS, respectively. Section 5 discusses the results. It also discusses one trivial yet efficient 

extension of the BEM-FMM method to a homogeneous anisotropic medium. Section 6 

concludes the study.

2. Materials and Methods

2.1. Charge-based simulation approach

Once an electromagnetic stimulus generated by electrodes is applied, induced charge 

density will reside on electrode surfaces themselves as well as on tissue conductivity 

interface(s) with an abrupt conductivity change. This induced surface charge density 

completely determines the quasi-electrostatic solution: electric potential, electric field, 

and its directional derivatives anywhere in the biological conducting medium; no other 

parameters are necessary. All three electric quantities obey Coulomb’s law with the field 

derivatives found as a gradient of the potential of a double layer [52]. Note that no division 

into primary and secondary fields is necessary here, in contrast to TMS and EEG/MEG 

modeling. An integral equation for surface charge density on the conductivity interfaces 

(Fredholm integral equation of the second kind) still remains the same, but with the 

excitation term equal to zero everywhere except electrode surfaces. The corresponding 

detailed derivation is provided in Appendix A.

The BEM surface charge formulation for quasistatic problems is not new. It was known 

yet to Barnard et al [53] and then repeatedly discussed and investigated by Rahmouni et 

al (cf. [54]) as an adjoint double layer formulation. Van Bladel ([55], Ch. 6), calls this 

formulation a “Phillips type” of integral equation and cites previous relevant work related 

to magnetostatics and magnetic surface charges [56],[57],[58]. In [59], this formulation was 

sequentially applied to electrostatics of metals and dielectrics, DC conduction problems, and 

magnetostatic problems. However, in neither of these studies the charge-based formulation 

was used in conjunction with the fast multipole method where its application becomes 

natural.
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2.2. Electrode configurations under study

Fig. 1 schematically illustrates possible electrode configurations under study. They may 

include (i) imprinted TES surface electrodes, (ii) embedded ICMS electrode arrays of 

different configurations (planar or laminar), and (iii) embedded DBS electrodes.

Previously, BEM-FMM was formulated for simpler excitations by a prescribed external 

volumetric field (e.g., a primary coil field of TMS [48]-[50] or a primary field of internal 

EEG/MEG dipolar sources [51]). For the present case, the integral equations of the BEM-

FMM algorithm have to be modified for different physical electrode types.

For the BEM approach, there is not much difference between surface electrodes or 

embedded electrodes with reference to Fig. 1. However, the electrical excitations and 

material types – the physics of the electrodes – may vary widely. Depending on an electric 

circuit (a voltage amplifier or a current amplifier) connected to the metal (with a very large 

conductivity) electrodes, we can distinguish between voltage or shunt (with a predefined net 

constant current [60]) electrodes, respectively. Both voltage and shunt electrodes may refer 

to TES surface electrodes, ICMS embedded electrode arrays, and DBS embedded electrodes. 

In either case, the voltage over the electrode surface remains constant. However, for shunt 

electrodes [60], the primary constant voltage-based solution must be further normalized to 

assure a required net current (cf., for example, [46]). Due to problem linearity, this step is 

rather trivial. Often, the shunt electrodes are also called current electrodes.

On the other hand, for sponge electrodes, the voltage over a reference electrode surface 

is not necessarily constant but the current density is constant or has a predefined profile. 

True current electrodes (with a predefined strictly uniform current distribution over the 

entire electrode surface and a non-uniform voltage distribution) may approximate contact 

sponges [61] or used as a tool for reciprocity analyses [62],[63]. Difference electrochemical 

impedance conditions [60] may be enforced on the electrode surface by combining voltage 

and current electrode models.

Floating electrodes are the electrodes which are disconnected from an electric circuit (have 

zero net inflowing or outflowing current). For floating metal electrodes, the voltage is still 

constant over the electrode surface, but it remains a priori unknown.

Appendix A reports modeling approaches for voltage, shunt, current, and floating electrodes 

described above. Two formulations are required: a Fredholm integral equation of the first 

kind for most common voltage and shunt electrodes, and a Fredholm integral equation of the 

second kind for current and floating electrodes.

2.3. Simulation method and its major features

Coupled integral equations for electrodes and conductivity interfaces are discretized on 

triangular surface facets with zeroth-order pulse basis functions which support a constant 

charge distribution over the facet. The standard Galerkin method is then applied, with the 

second integration over every facet. A simple diagonal electrode preconditioner or a full left 

electrode preconditioner are precomputed and used for the for the most common voltage and 

shunt electrodes while current and floating electrodes do not need a preconditioner. Details 
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are given in Appendix A. The resulting system of linear equations is solved iteratively 

using the generalized minimum residual method (GMRES) [65] and its flexible version 

[66]. GMRES was found to converge better than the bi-conjugate gradients method and its 

variations. Since except the electrode surfaces, the Fredholm equation of the second kind is 

solved, with a strong diagonal dominance, the relative residual error approaches the relative 

solution error. The number of iterations typically does not exceed 20–40.

The matrix-vector product of the iterative solution is equivalent to finding weighted electric 

field at multiple observation (or target) points due to multiple point charges (sources) located 

at the source points. This is the classic problem of the fast multipole method where the 

sources are located at the centers of triangular facets. The general-purpose FMM [67] 

and its most recent software implementation [68] are therefore applied to compute the 

matrix-vector product of the iterative solution. The accuracy of the corresponding FMM (the 

number of levels) is unlimited; it is conventionally estimated for arbitrary volumetric charge 

distributions. However, for surface-based charge distributions, a better relative accuracy 

is observed than for the arbitrary volumetric distributions. Therefore, the relative FMM 

precision levels of 10−1 to 10−3 were found to be adequate when compared to the most 

accurate analytical or numerical solution.

Electrostatic near-field interactions between the neighbor uniformly charged facets in the 

form of double surface integrals are directly pre-calculated [69],[70] and stored in a sparse 

near-field BEM matrix using analytical integration for the inner integral and a Gaussian 

quadrature of 10th degree of accuracy [71] for the outer integrals at the preprocessing stage. 

The corresponding matrix-vector product is added to the FMM result and the inaccurate 

center-point neighbor integrals are simultaneously subtracted. The number of geometrical 

(based on Euclidian distance) neighbors may vary, but a relatively reasonable number (4–16) 

was found to be adequate. The double self-integrals for the electric field are no longer set to 

zero; they are computed as an average of the topological neighbors.

For tightly spaced interfaces – intracranial compartments or embedded devices– there is a 

dilemma between precomputing and storing more neighbor integrals or, conversely, putting 

more integration points over (all or selected) triangular facets themselves. The first approach 

is generally faster, but it requires large preprocessing times and extensive storage. The 

second approach is equivalent to internal triangle subdivision while keeping the original 

mesh topology the same. It is trivially handled by the FMM engine using barycentric or 

Gaussian triangle subdivisions (barycentric or Gaussian cubatures on triangles [71]). We 

attempt to achieve a balance between the two approaches depending on the problem under 

study. In any way, the average triangle size for two tightly spaced interfaces is chosen 

smaller than the separation between the interfaces (cf. Appendix A).

Two global conservation laws are employed as described in Appendix A. They are a net 

charge conservation law for current and floating electrodes and a net current conservation 

law (Kirchhoff’s law) for voltage and shunt electrodes. Both conservation laws are enforced 

in a “weak” form i.e., by additively combining them with every equation of the iterative 

solution.
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Most of the simulations reported below have been performed on Windows multicore 

workstations with the clock speed of 2.1–2.4 GHz (MATLAB 2020b).

2.4. Error estimates for vector electric fields at multiple observation points

While the errors for the scalar fields e.g., for electric potential, φ(rk) k = 1:K, distributed 

in space are customary given by an L2 or Euclidian norm ‖·‖, the situation complicates for 

the vector fields. Consider two different vector electric fields: a reference or “exact” field 

E(rk) and a test field E′(rk), both defined at multiple observation points rk, k = 1, … , K in 

the three-dimensional space. Then, several meaningful definitions of the error norm, ‖E(r) 

− E′(r)‖, are possible. The standard definition (which is, for example, a default choice of 

MATLAB) is a 2-norm denoted by the same symbol, ‖E(r) − E′(r)‖, which is a maximum 

singular value of the matrix {E(rk) − E′(rk)} on the size 3 × K. This definition is less 

intuitive. Second possible definition is a Frobenius norm, which is obtained by squaring the 

magnitudes of the individual field differences at the observation points,

E r − E′ r F = ∑
k = 1

K
E rk − E′ rk

2 = ∑
k = 1

K
∑

n = 1

3
(Enk − Enk′ )2 (1)

Another applicable definition is an L21 norm [72], which does not square the magnitudes of 

the individual field differences at the observation points,

E r − E′ r 21 = ∑
k = 1

K
E rk − E′ rk = ∑

k = 1

K
∑

n = 1

3
(Enk − Enk′ )2 (2)

This error definition might be considered somewhat more robust since the error for each data 

point in space is not squared. It is used in robust data analysis. Eq. (2) is more sensitive to 

the errors in smaller field values than Eq. (1). For electrical stimulation, smaller fields may 

be important. Both 2 norm and L21 norm will be used and specified in every case to estimate 

the vector field error(s) in the subsequent study. Based on the definition from Eq. (2) or any 

other norm definition, a relative vector field error, ε, with respect to the reference field has 

the form

ε = E r − E′ r
E r (3)

Based on the norm definition from Eq. (2) or any other norm definition, we will also employ 

a relative difference error measure or RDM [73] in the following form:

RDM = 0.5 × E r
E r − E′ r

E′ r (4)

2.5. Code availability

Codes for validation examples given in the following section and in Appendix B are 

available online. The most recent up to date code version along with short documentation 

can be found in [74]. Examples for MRI derived head models can be found in [75]. The 
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BEM-FMM codes are written in MATLAB under Windows and could be executed on any 

Windows machine. They run as is and do not require extra dependencies, compilations, or 

downloads. Validation codes could be directly extended to a multicompartment head model. 

A multicore computer is strongly recommended for an efficient FMM execution. It is also 

recommended to have no less than 8–16 Gbytes of RAM. For Linux machines with different 

architectures, an individual compilation of the FMM library [68] is required.

3. Results – Validation Examples

In the following, we investigated the performance and accuracy of the BEM-FMM approach 

for several examples which validated the method implementation against two analytical and 

two numerical reference solutions obtained with FEM, respectively. An additional validation 

example is given in Appendix B. Codes for the validation examples are available online [74].

3.1. Example 1. Comparison with a one-dimensional analytical solution

The problem geometry is shown in Fig. 2a. It includes a sandwiched brick with sixteen 

1 mm thick layers having interleaving static conductivities of 0.5 S/m (medium 1) and 

0.2 S/m (medium 2), respectively. The brick has the dimensions of 30×30×16 mm. The 

media are isotropic, with the same values of the dielectric constant. Two electrodes (± 

10 V, chosen as infinitely thin plates for the BEM-FMM solution) cover the top and the 

bottom of the brick. The goal is to obtain the BEM-FMM numerical solution and compare 

it with the analytical reference solution. The analytical solution inside (but not outside) the 

brick implies strictly one-dimensional piece-wise constant z-directed current density and 

electric field distributions, and a linear electric potential distribution which satisfy all the 

necessary boundary conditions and Laplace equation. The electric current density is constant 

inside the volume, while the electric field is piecewise constant. Using the corresponding 

lumped-circuit model, one has for the current density and the electric field,

Itotal = 0.3214 A, Jz = 357.143 A
m2 , Ez1 = 714.286V

m , Ez2 = 1785.714V
m (5)

The observation grid is composed of the centers of cubic voxels inside the grid. Two voxel 

sizes are considered: 0.5×0.5×0.5 mm (0.12 M voxels in total) and 0.2 mm (1.8 M voxels in 

total), respectively. The relative error in the vector electric field, ε, follows Eq. (3) with the 

exact field given by Eq. (5). The RDM error follows Eq. (4). The L21 norm given by Eq. (2) 

is used.

The BEM-FMM solution uses 20 adaptive passes, precise analytical expressions for 

sixty four neighbor surface integrals, relative FMM precision of 10−2, and the full left 

preconditioner (Eq. (13b) of Appendix A) at the electrode surfaces. The core BEM-FMM 

core solution (without pre- and postprocessing) runs in approximately 2–7 sec on a 

multicore 2.1 GHz Windows workstation (MATLAB 2020b) depending on the surface mesh 

size. Two surface meshes are considered: an extruded coarse transversally unstructured mesh 

with 7,693 facets and an extruded fully structured mesh with 69,593 facets, respectively, as 

shown in Figs. 2b,c. Table 1 reports the relative field error values between the exact vector 

electric field observed at the center of each voxel and the BEM-FMM iterative solution 
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as well the computational run times for both meshes. The error is somewhat larger in the 

second case due to smaller distances of the observation points from the electrodes and the 

brick walls.

Surface field recovery times just inside/outside any surface are less than 0.5 sec. Volumetric 

field recovery times at the voxel centers are significantly longer. For the BEM-FMM mesh 

with 69,593 facets, they are 42 sec (0.5 mm voxel size) and 392 sec (0.2 mm voxel size), 

respectively.

A sub-percent vector field accuracy can be obtained for both voxel grids with the BEM-

FMM meshes of ~50,000 triangular facets or greater on a 2.1 GHz machine. The present 

solution offers a way to carefully investigate the effect of different numerical parameters on 

the resulting accuracy. In particular, fine tuning (e.g., reducing the number of iterations) as 

appropriate substantially reduces the execution times in Table 1.

Note that a typical FEM solution with first-order basis functions - Lagrangian P1 elements 

– employs a linear approximation of the electric potential and a piecewise constant 

approximation of the electric field. The electric field has a constant value within each 

element and is discontinuous across element boundaries. Therefore, the FEM solution 

would be exact when the one-dimensional problem of Fig. 1 is solved just inside, for any 

tessellation of the inner volume. Any distortion of the one-dimensional geometry will result 

in a nontrivial solution.

3.2. Example 2. Comparison with analytical EEG solution for a multilayer sphere using 
Helmholtz reciprocity principle

The quasistatic reciprocity (duality) principle or theorem [62],[63] makes it possible to 

interrelate a TES problem with surface electrodes and a forward EEG problem with 

embedded dipolar point current sources [76], [77]. For EEG analyses, the corresponding 

powerful analytical solutions for a multilayered sphere are well known and are readily 

available – cf. [78], [79] – they will be utilized in what follows.

Consider a pair of arbitrarily located small TES surface voltage electrodes with a differential 

voltage v. The first electrode sources net current I while the second (reference) electrode 

sinks the same current I. An auxiliary dipolar point current source embedded at any point r 
with a vector dipole moment Q(r) [A·m] will generate the same differential voltage v at the 

electrodes if the following reciprocity relation is satisfied [62],[63]:

−E r · Q r = vI (6)

where E(r) is the electric field generated at r by TES electrodes with the voltage v and 

the net current I. Strictly speaking, Eq. (6) is only valid for point electrodes. However, 

reasonably small on-skin voltage electrodes with a local mesh refinement of the electrode 

surface and its immediate vicinity will already provide an excellent approximation for the 

boundary element method as it will be seen later.

The application of Eq. (6) to multiple dipoles is based on problem linearity. Consider an 

n-th dipole. Given its moment Qn and the location of interest rn, vn is found from the EEG 
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analytical solution [78],[79] at step 1. At step 2, a generic TES numerical solution with a 

fixed electrode voltage of, say, ±1 V is executed. As a result, the total electrode current Ifixed 

and the field Efixed (r) at any point rn of interest are computed. TES electrode currents and 

TES field are linearly dependent. Therefore, Eq. (6) could be cast in the following form:

−Efixed  rn · Qn = vnIfixed (7)

Two error measures are now possible. The relative error between exact vn found at step 1 

and vn found from Eq. (7) is the EEG numerical error. It occurs when the forward EEG 

problem is solved with the help of the reciprocal TES solution which could be beneficial for 

a very large (literally infinite) number of EEG dipoles.

On the other hand, an error between the directly computed Efixed (rn) · Qn and the same 

expression but found from Eq. (7) using the exact (analytical) value of vn is a field error 

of the TES solution itself. The result additionally depends on a presumably small error in 

the net electrode current Ifixed. However, since Ifixed is the same for all observation points 

and for all field components to be tested, it cancels out in the RDM error definition given 

by Eq. (4) which will output the RDM error for the field only. Furthermore, Ifixed can be 

pre-computed using a most accurate numerical solution and then considered as an exact 

value. This method is used for the estimation of the relative field error, ε, in the present 

study. Thus, the reciprocity principle makes it possible to estimate both the relative error and 

the RDM error for any TES field component in any domain of interest.

A standard EEG/MEG example is a four-compartment spherical geometry shown in Fig. 

3a with the spherical radii of 92 (skin), 86 (skull), 80 (cerebrospinal fluid or CSF), and 78 

(brain) mm, and conductivities chosen as 0.43, 0.01, 1.79, and 0.33 S/m – cf. [80],[81],[82],

[37].

Two TES electrodes with the diameter of 6.9 mm each (three times average edge length) are 

imprinted in the same azimuthal plane and at a 45 deg elevation angle – cf. Fig. 3a. The field 

within the brain shell is evaluated. This is a numerically challenging problem since the field 

there is by a factor of ~200 less than the field in the immediate vicinity of the electrodes – 

cf. Fig. 3b.

Table 2 gives relative and RDM tangential- and normal-field error values computed from 

Eq. (7) with the help of either tangential or radial auxiliary dipoles nearly uniformly 

distributed at 1 mm below the innermost shell. Every spherical shell has 47,492 facets. 

The BEM-FMM solution uses 35 (for lower skull conductivity) and 25 (for higher skull 

conductivity) iterations, precise analytical expressions for 16 topological neighbor surface 

integrals, relative FMM precision of 10−2, and the full left preconditioner (Eq. (13b) of 

Appendix A) at the electrode surfaces. Additionally, two closest innermost surfaces in Fig. 

3b are internally subdivided in proportion 1:4 to make sure that their average edge lengths 

are smaller than the separation distance. The terminal relative residual reaches 10−4 – 10−5 

in every case.
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Conductivity of the field-blocking skull shell is varied in Table 2 in order to highlight its 

effect on the solution accuracy. It should be noted that the numerical EEG error in the 

surface electric potential from Eq. (7) exactly coincides with the values given in Table 2. 

This result is to be expected due to reciprocity.

The last row of Table 2 also reports the corresponding error of the FEM software Ansys 

Maxwell. The same shell meshes were used there (imported as *.stl files) and the same 

electrodes have been imprinted. Both methods are executed on the same workstation. The 

Ansys FEM solution (parallelized with 8 cores) requires 1 h 23 min to run. It uses 5 adaptive 

passes; the final mesh has 1.8 M tetrahedra. This Ansys project is made available online too 

[74].

Note that there are two numbers for the relative 2 norm error in the last row of Table 

2. The first number is the authentic Ansys FEM result obtained when using the electrode 

current of 2.634 mA in Eq. (7). This value of the total current was computed from the 

FEM solution itself, by integrating the current density over the electrode surface. The second 

number is the same result but obtained when using the total electrode current found from 

the BEM-FMM solution, again after integration over the electrode surface. The BEM-FMM 

solution yields quite a different and apparently much more accurate value of 3.906 mA. Both 

values correspond to the ± 1 V voltage electrodes.

3.3. Example 3. Comparison with FEM for the field derivative along a path which is 
proportional to an activating function

A sample DBS-related problem geometry is considered next as shown in Fig. 4a. A 

cylindrical electrode body of 2 mm in diameter is modeled as a non-conducting lead with 

4 full rings of perfectly conducting electrodes (with a vertical dimension of 1.5 mm and 

spacing of 2 mm each) embedded into a homogeneous isotropic medium of infinite extent. 

The exact conductivity value does not matter in this particular case; the auxiliary value of 

0.1 S/m has been used.

Using the FMM method of Appendix A, the field itself and the derivative of the field’s 

tangential component (proportion to an activating function) along a path are both computed. 

The path is a straight observation line shown in Fig. 4a. This observation line is separated 

from the electrode by 0.2 mm. The BEM-FMM solution uses 26,000 facets and 16 neighbor 

integrals. It executes in under 2 sec with the relative residual error of 10−6.

The concurrent FEM solution (FEM software Ansys® Maxwell Electronics Desktop 2020 

R2 with adaptive mesh refinement) uses an enclosing box of 100×100×100 or 200×200×200 

mm and 0.27 M or 2 M tetrahedra, respectively. It executes in 17 and 24 min, respectively, 

using the same computer. Comparison results are given in Figs. 4c–h. Along with the 

corresponding BEM-FMM project, the Ansys FEM project is also made available online 

[74].

In Fig. 4, all four ring electrodes are driven with –1 V each to better highlight the solution 

behavior. The reference electrode (IPG) is at infinity. Figs. 4c,d show a comparison with 

the lower-resolution FEM solution for the electric field magnitude along the line and 
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dE/dl along the line, respectively. For FEM, dE/dl is found by a direct differentiation of 

the numerical E-field solution. The corresponding results for the finer (and slower) FEM 

solution are given in Figs. 4e,f.

Finally, Figs. 4g,h show volumetric plots of dE/dl for the x-directed fiber in two observation 

planes obtained from the BEM-FMM solution (Appendix A, Eq. (23)). The spatial 

resolution (which is numerically unconstrained for BEM-FMM) of these plots has been 

chosen as 33 μm.

3.4. Example 4. Comparison with FEM for realistic head model – test of current 
electrodes

A validation example pertinent to TES is adopted from [83] and subsequently revised. Two 

circular TES electrodes with a fronto–medial placement and with a diameters of 30 mm each 

are imprinted onto the skin surface of subject #110411 of the Connectome database [84] as 

shown in Fig. 5a. Surface meshes have been obtained with the SimNIBS 2.1 pipeline [36] 

using the mri2mesh segmentation software; tissue properties – DC conductivity values – are 

adopted from [85]. The composite model has 0.86 M facets. The model of current electrodes 

(with a uniform current distribution and total current of 1 mA) is now used (Appendix A, 

Eqs. (10) and (11)).

A numerical solution is again compared to FEM using Ansys® Maxwell Electronics 

Desktop 2020 R2 but with voltage electrodes generating the same current (shunt electrodes). 

Fig. 5b shows the resulting electric field distribution (field magnitude) in the intracranial 

volume using BEM-FMM with eight neighbor integrals. Fig. 5c displays an arc connecting 

the electrode centers. Fig. 4d compares the electric field magnitude for both methods 

computed along the arc connecting the electrode centers. The FEM curve is shown in red, 

while the BEM-FMM curve is blue.

Next, Table 3 compares both simulations. For BEM-FMM, the required RAM did not 

exceed 6 Gbytes for the iterative solution while the FEM solution required 8 Gbytes for 

three adaptive passes and nearly 30 Gbytes of RAM for 6 adaptive passes. Its power loss 

error is ~0.2%.

4. Results – Application Examples

In the following, we investigated the performance of BEM-FMM for two application 

examples: one for a more realistic DBS scenario and another – for an epidural ICMS array 

embedded into a multicompartment high-resolution head model. Both examples require fine 

(submillimeter or better) resolution close to the electrodes.

4.1. DBS electrodes in a multicompartment model: Potential, field, and dE/dl distributions

A multi-compartment head-body model with a fully implanted DBS device (including IPG – 

internal pulse generator) and DBS electrodes (Fig. 6a) was constructed based on a realistic 

device configuration extracted from CT images of a patient at Northwestern University, 

Chicago IL (Figs. 6b,c).
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A head model was further combined with a torso of another subject having multiple tissue 

objects to additionally model the fields close to the IPG when necessary. The device 

trajectory was manually segmented, and a 3D model of the implant was constructed and 

registered to a heterogeneous human body model consisting of 77 individual head/upper 

torso compartments. The DBS electrode is a Medtronic 3389 electrode (Medtronic® Inc, 

Minneapolis, MN, USA) implanted into the thalamus volume. The resulting surface-based 

CAD model was imported into FEM software Ansys® Maxwell 3D Electromagnetics Suite 

2019 R1 and assigned the corresponding DC conductivity values adopted from [85]. The 

identical model was used in the BEM-FMM algorithm.

Fig. 6a shows the BEM-FMM electrode mesh assembly around the insulating urethane lead 

(assigned zero conductivity). Every electrode is assigned an independent voltage vs IPG 

(which is held at zero volts), or no specific voltage is assigned to some electrodes (the 

floating condition, Appendix A, Section A4.4). For better visibility, the non-conducting 

lead in Fig. 6a is shown transparent. However, only the BEM formulation on the external 

problem is solved; nothing is solved inside electrode body (Appendix A).

Fig. 6b shows an original CT image of the IPG device with embedded lead and electrode 

assembly. Fig. 6c shows the resulting multi-tissue human model with the registered lead and 

electrodes.

Figs. 6d,e show a variable part of the activating function, i.e. the magnitude of the 

derivative of the tangential electric field, dE/dl (the second derivative of the electric potential 

[87]-[93]), along a small straight external observation line with the length of 3 mm shown 

in Fig. 6a. The line itself starts just outside the active electrode (#1) held at –1 V for 

both homogeneous (d) and inhomogeneous (e) head/torso models, respectively. It has 

an incidence angle of 30°degrees with respect to the surface of electrode #1. All other 

electrodes are floating. The Ansys Maxwell FEM solution is marked in red and the BEM-

FMM solution is marked in blue in both plots. We emphasize that the entire observation line 

in Fig. 6a is external to the lead; a lacuna seen in Figs. 6d,e occurs in the external space, at 

the distance of approximately 0.5 mm away from the electrode.

The ANSYS Maxwell FEM solution with 7 adaptive passes executes in approximately 1 h 

36 min using a PowerEdge R815 4 AMD Opteron 6378/32 cores 2.4 GHz Windows S 2016 

workstation using the high-performance parallel computing (HPC) option of ANSYS. The 

BEM-FMM solution with 50 iterations, sixteen neighbor integrals, and a relative residual 

of 10−6 executes in approximately 2.2 min using an Intel Xeon E5–2683 v4 CPU/48 cores 

2.1 GHz Windows S 2016 workstation and MATLAB® 2020b platform. This relatively 

large execution time (the model has only 0.4 M facets) is due to (i) a larger number of 

iterations needed and; (ii) a larger number of neighbor analytical integrals (128) needed in 

the solution. Such a number is found to be important because the model has facets of very 

different sizes.

Close to the electrode surface in Fig. 6a, the tangential electric fields along the line are very 

similar to each other for both numerical solutions. However, the tangential-field derivatives, 
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which are proportional to the activating function of an axonal fiber [87]-[93], are not. The 

BEM-FMM solution in Figs. 6d,e is much smoother as compared to the FEM solution.

For a longer polyline that starts exactly as shown in Fig. 6a and then eventually terminates 

at the IPG, i.e. connects the center of the active electrode and the IPG, the least-squares 

error for the electric potential between the two solutions is 2.3%. The least-squares error 

in the tangential component of the electric field along the polyline is 2.0% despite the fact 

that both solutions change abruptly when passing through the tissue interfaces. Overall, both 

solutions for the electric potentials and the electric fields are hardly distinguishable visually. 

Similar results have been obtained for the homogeneous model.

4.2. Epidural planar ICMS array

A planar rectangular epidural ICMS array on the size of 5×5×0.5 mm with 100 circular 

electrodes (each with radius of 167 μm) was embedded into the head model of a 27 year 

old healthy female above the M1HAND area of the left hemisphere. The surface meshes 

were generated with T1 and T2 images (Siemens Skyra fit 3 T, Max Planck Inst., Leipzig) 

using the “headreco” pipeline from SimNIBS 3.1 and extra refined. The default SimNIBS 

conductivity values have been used. Additionally, a dura (combined with arachnoid) mater 

shell was constructed with a thickness of 1.21 mm and a conductivity of 0.1 S/m by 

expanding the CSF shell and reducing the overall skull thickness accordingly. Fig. 7 shows 

the topology of the surface mesh superimposed onto T1 NIfTI data of the subject in the 

sagittal plane along with the synthetic dura shell. Fig. 8a shows the array electrode assembly 

and dimensions.

The array case in Fig. 8a is made insulating. The electrodes are driven as follows. Electrode 

#91 is assigned +1 V, electrode #10 is assigned – 1 V, and all other electrodes are assigned 

zero volts. After appropriate mesh refinement and adding the dura mater, the total number of 

faces in the full head model with the embedded array approached 2.6 M. The solution time 

of the BEM-FMM with four neighbor integrals was approximately 200 secs for 20 iterations 

and the relative residual of 10−3 on a 2.1 GHz Windows workstation (MATLAB 2020b); the 

required RAM did not exceed 11 Gbytes.

Fig. 8b shows the computed magnitude of the electric field along array centerline which 

crosses different tissues. Note the logarithmic scale of the plot. Array cross-section is 

marked by yellow rectangle. The array is targeting the M1HAND area (Ω-shaped in the 

figure) of the left hemisphere. Simulation results reveal that, for the given array position 

and assembly, relatively small values of the electric field in the cortical volume will be 

generated. These values still approach ~1 V/m, despite the small array size. The distance 

between the array and the white matter shell is 8 mm. The same array could be used for 

iEEG recordings.

To examine the spatial array field distribution into the depth, Fig. 9 demonstrates magnitude 

distributions of the total electric field obtained just inside the following interfaces from Fig. 

7a: CSF (Fig. 9a), gray matter or GM (Fig. 9b), a mid-surface between GM and WM (Fig. 

9c), not shown in Fig. 7a, and white matter or WM (Fig. 9d). The initial focality is well 

preserved just inside the CSF interface where the electric field is also very high.
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However, the array focality significantly deteriorates just inside the GM interface in Fig. 9b. 

There, the field also decreases by almost two orders of magnitude. Even a thin CSF volume 

thus blocks the bulk of the electric field of the embedded array. In the present case, the CSF 

effect may resemble the well-known blocking effect of the skull for TES.

When moving deeper, the focal spot in Fig. 9 approaches the array size at the mid-surface 

between gray and white matter, and continues to behave similarly just below the white 

matter interface. Other electrode excitation patterns leaded to similar results.

5. Discussion

5.1. Some general remarks

The examples presented in this study demonstrate that the BEM-FMM approach, whose 

background is described in detail in Appendix A, may be a viable tool for modeling electric 

brain stimulation with macro- and microelectrodes. In particular, it may potentially be 

beneficial for

i. Modeling TES problems for MRI-derived head models (Section 3.4) with a high 

tissue heterogeneity. For example, Ref. [94] specifically underscores a critical 

value of tissue heterogeneity for DBS simulations. This conclusion is partially 

based on a numerical study with a detailed FDA MIDA head model of 0.5 mm 

isotropic resolution [95] reduced to 12 compartments. On the other hand, BEM-

FMM described here can perform accurate simulations for the same but complete 

MIDA model with 116 separate (yet isotropic) compartments in approximately 

30 min as it was recently shown in [96],[97].

ii. Modeling embedded ICMS arrays and other similar devices using a coupled 

meso- or multi-scale head-device model (Section 4.2) with a numerically 

unconstrained field resolution.

iii. Accurate modeling of the activating function for embedded DBS electrodes 

and similar devices in a homogeneous (Section 3.3) medium and in realistic 

(Section 4.1) human models, with a numerically unconstrained spatial resolution. 

BEM-FMM offers the possibility to calculate field derivatives more accurately 

and faster than FEM as shown in Fig. 4, 6, and 10. A basic example for a 

homogeneous anisotropic medium that replicates the results for the DBS probe 

from Fig. 4 is discussed later in this section (Fig. 10). Authors are not aware of 

any similar result created with FEM.

iv. Modeling EEG forward problems with a very large number of elementary 

dipoles (corresponding to a high cortical resolution) via the Helmholtz 

reciprocity principle (Section 3.3) and with a sufficiently high accuracy. This 

task likely requires a separate dedicated study.

While the concepts of the voltage, shunt, and floating electrodes are common, the model 

of the true current electrodes (Appendix A) is rarely used and not implemented in any 

software packages known to the authors. On the other hand, it may be useful for the surface 

electrodes with sponges. Another immediate application is related to bioelectrodes with an 
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impedance boundary condition [60], which involves both the voltage and the current density. 

This boundary condition is due to an electrochemical effect that takes place at the contact 

interface between the electrode and the biological medium [60].

5.2. Speed and memory consumptions

The BEM-FMM execution times are ~ 3 sec per iteration for a realistic head model with 

0.86 M facets and ~10 sec per iteration for an accurate model with 2.55 M facets using a 2.1 

GHz workstation. Thus, the simulation time scales nearly linearly with increasing mesh size 

for the surface-based model. In consequence, we observed that the memory requirements of 

the BEM-FMM may be twofold or even sixfold less than for the FEM (Section 3.4) when 

the same problem is solved. It should be noted that the differences between BEM-FMM and 

FEM are not solely originating from inaccuracies of the BEM-FMM. They also result from 

the approximate nature of the FEM model due to too coarse discretizations as it is shown by 

Gomez et al. 2020 [101] in the framework of TMS. In this case, the FEM solution should not 

be interpreted as a reference solution. Rather, it is a comparative solution.

While the memory requirements of the BEM-FMM are more advantageous, the FMM 

algorithm used in this study requires a heavy parallelization. All results reported above 

have been obtained on the workstations with 40 and 48 cores, respectively. Our experience 

indicates that the number of cores is much more critical than the amount of RAM. The low 

RAM requirement and the good scalability in terms of CPU cores opens the possibility of an 

efficient GPU implementation which may reduce the computing time significantly.

The BEM-FMM computational speeds reported in this study are slower than those for TMS 

modeling [50] due to inclusion of a larger number of neighbor potential integrals and due 

to the fact that a typical electrode-based solution requires around 20–40 iterations to resolve 

the field singularities at the electrodes reasonably well. It is well known that both the surface 

charge density and the electric field are singular at the electrode rims [55].

5.3. Numerical accuracy as compared to analytical results

The multi-sphere validation example with imprinted electrodes from Section 3.2 

summarized in Table 2 is perhaps most interesting from the numerical and/or testing point 

of view. The quasistatic reciprocity theorem [62],[63],[76],[77] applied in this study allows 

us to test the TES numerical solutions against the well-known and powerful EEG (and 

MEG) analytical results for the challenging geometries. The accuracy of the comparison 

results given in Table 2 is remarkable despite the finite electrode size (strictly speaking, 

a point electrodes are required for the reciprocity). These results are rather general; they 

were obtained without using tailored improvements such as solution error subtraction for a 

degenerate case of a zero-conductivity skull shell [99],[73]. The error for a very low skull 

conductivity in Table 2 indeed increases but it could likely be tolerated in the range of 

realistic tissue conductivity values.

The modern and powerful FEM EEG/MEG modeling software DUNEuro ([100], see also 

[81],[82]) may reach a comparable accuracy for the given problem. There are ways to further 

reduce the numerical error of the BEM-FMM solution too. One can apply the well-known 
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approach such as solution error subtraction for the fully non-conducting skull [99],[73], 

reduce electrode size, increase the number of accurate neighbor integrals, etc.

However, the reported sub-percent numerical accuracy may already be good enough. Other 

physical error sources (conductivity, segmentation, and electrode impedance uncertainties) 

will certainly more substantially contribute to the final modeling solution.

5.4. Open problems pertinent to numerical accuracy of BEM-FMM

There is a dilemma between precomputing and storing more neighbor potential integrals or, 

conversely, putting more integration points over (all or selected) triangular facets themselves 

and then employing the power of the FMM. The first approach seems to be faster, but it 

requires larger preprocessing times and extensive storage. The second approach is equivalent 

to internal triangle subdivision while keeping the original mesh topology the same. It is 

trivially handled by the FMM engine using barycentric or Gaussian triangle subdivisions 

into smaller triangles. Moreover, the triangular mesh does not have to be manifold for 

the pulse basis functions defined on individual triangles. We attempt to achieve a balance 

between the two approaches. The average triangle size for two tightly spaced interfaces 

should likely be chosen smaller than the separation between the interfaces (cf. Appendix 

A). Otherwise, a prohibitively large number of the precomputed potential integrals might be 

necessary.

In every case, the accuracy and convergence of the BEM-FMM solver strongly depend 

on the proper inclusion of potential integrals. They must always be present, for at least 

immediate neighboring facets. One can distinguish between neighbor facets belonging to the 

same interface or neighbor facets on the tightly coupled interfaces. A proper selection of the 

number of neighbors should be done carefully in this case and in the case when the objects 

with very different surface mesh sizes (as in the ICMS array example) are modeled, in the 

vicinity of each other. This procedure is not automated. An adaptive mesh refinement at the 

electrodes and elsewhere is another highly desired step.

5.5. On inclusion of tissue anisotropy

The present modeling approach does not include tissue anisotropy into consideration. In 

terms of the method of volume integral equation (cf. for example, [103],[104]) and the 

charge-based approach, the anisotropy results in appearance of some volumetric dipolar 

charge density distributed in the entire anisotropic volume. To support this charge density, a 

tetrahedral mesh could be used, either in a region of interest or in the entire volume. Then, 

a proper coupling could be made between the surface and volume integral equations as 

suggested in Ref. [103], and both equations can be solved simultaneously. If the tetrahedral 

mesh is used in the entire volume, the advantages of the BEM (and BEM-FMM) approach 

could become questionable. A very interesting approach by introducing a spatial distribution 

of one-dimensional “brain fibers” instead of the tetrahedral mesh has been discussed in 

[104].

The effect of anisotropy is particularly important for DBS, especially in a small volume 

close to the electrodes themselves [98]. A simple anisotropic BEM-FMM solution is 

possible in this case that is described below and illustrated in Fig. 10. It is assumed that 
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the anisotropic conductivity tensor is (locally) constant and that the medium is (locally) 

homogeneous. The solution is based on an almost trivial co-ordinate transform discussed yet 

by Smythe [105] that makes the Laplace equation isotropic by normalizing each Cartesian 

coordinate by the square root of the corresponding conductivity. Similar transform can be 

applied to locally spherical models.

The example of Section 3.3 is considered again but the homogeneous medium surrounding 

the electrode body is now anisotropic with the conductivity tensor given by

σ =
0.3 0 0
0 0.1 0
0 0 0.1

S/m (8)

i.e. with the predominantly x-directed axonal fiber. A BEM-FMM solution again executes in 

under 2 sec while a concurrent FEM solution (Ansys® Maxwell ED 2020 R2) requires up to 

30 min to achieve a sufficient solution accuracy. The comparison results are given in Fig. 10 

that follows.

This figure is an exact replica of Fig. 4, but with the anisotropic conductivity tensor. The 

same scales have been used in both cases. Figs. 10c,d show comparison with the lower-

resolution FEM solution for the electric field magnitude along the line and dE/dl along 

the line, respectively. For FEM, dE/dl is found by direct differentiation of the numerical 

solution. The corresponding results for the finer FEM solution (~ 30 min execution time) 

are given in Figs. 10e,f. Figs. 10g,h show dE/dl for the x-directed fiber in two observation 

planes obtained with the help of the BEM-FMM solution. The spatial resolution has been 

chosen as 33 μm.

As compared to Fig. 4, the distribution of dE/dl substantially “stretches” in the x-direction 

dure to anisotropy. The corresponding stretching factor can be estimated analytically as 

3 ≈ 1.7. Compared to Fig. 4, the FEM solution indicates more noisiness in the activating 

function while the BEM-FMM solution does not.

Another point of concern is that the linear Lagrangian P1 FEM approach used in this 

study for comparison purposes does not lead to current preserving solutions and therefore 

may lead to inaccuracies, especially in the modeling of embedded electrodes. Other FEM 

approaches [81],[82] might lead to more accurate results than the used FEM approach.

The method suggested and discussed in this section could probably be useful for efficient 

approximation of deep brain stimulation and the induced electric fields in the immediate 

vicinity of DBS electrodes or for approximation of electric fields close to microarrays. For 

example, it could replace isotropic FEM computations with commercial software COMSOL 

used in clinically oriented modern DBS modeling software [46] by providing a much 

higher speed, better accuracy and resolution of the activating function, and by additionally 

including any required local tissue anisotropy in a simple way.
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6. Conclusions

In this study, the boundary element fast multipole method (BEM-FMM) was formulated as 

an alternative to the finite element method (FEM) for modeling electrode-induced fields in 

the brain. The suggested method implementation is based on two properly coupled integral 

equations: one for tissue interfaces and another for the electrodes. It supports voltage, shunt, 

floating, and current electrodes.

Comparison with the analytical solutions and with the commercial FEM software 

demonstrated higher accuracy of the BEM-FMM algorithm for various models, both in 

the vicinity of the electrodes as well as in the entire tissue volume. The method can be easily 

combined with existing head modeling pipelines such as headreco or mri2mesh by using the 

segmented and meshed surfaces. The simulation time is similar to fast TES FEM solvers 

such as SimNIBS and exceeds the speed of the commercial solvers (Ansys Maxwell and 

COMSOL) by approximately two orders of magnitude.

Two application examples demonstrated the advantage of the BEM-FMM, namely its 

potential applicability to model multiscale problems with submillimeter (and finer if 

necessary) resolution.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.

Acknowledgements

The authors are thankful to Drs. Eduard G. Fedorov and Tal Marciano of Novocure, Inc. (Israel, Switzerland) for 
the help with the formulation of the composite-brick validation example. The authors wish express their gratitude 
to Mr. P. Lunkenheimer and Prof. C. Wolters of U. Muenster, Germany for an inspiration and useful discussions 
leading to the improvement of the overall solver accuracy.

The authors are grateful to Dr. Leslie Greengard of Flatiron Inst. and Courant Inst. of Mathematical Sciences 
(NYC, USA) for his continuous algorithmic and conceptual support. This work has been partially funded by 
P41EB030006, a P41 Center for Mesoscale Modeling Resource Grant supported by the National Institute of 
Biomedical Imaging and Bioengineering (NIBIB), National Institutes of Health, NIH, USA, the German Science 
Foundation (DFG) (grant number WE 59851/2), and by NIMH/NINDS/NIH grant 1R01MH111829, National 
Institutes of Health, NIH, USA.

The mention of commercial products, their sources, or their use in connection with material reported herein is not to 
be construed as either an actual or implied endorsement of such products by the Department of Health and Human 
Services, USA.

References

[1]. Gent E, Adepoju P. COVID’s Mental-health toll: how scientists are tracking a surge in 
depression. Nature Briefing. 03 Feb. 2021. doi: 10.1038/d41586-021-00175-z. Online: https://
www.nature.com/articles/d41586-021-00175-z

[2]. National Institutes of Mental Health (NIMH). Major Depression. Feb.2019. Online: https://
www.nimh.nih.gov/health/statistics/major-depression.shtml.

[3]. Stern AP. Transcranial magnetic stimulation (TMS): Hope for stubborn depression. Harvard 
Health Publishing. Feb. 23 2018. Online: https://www.health.harvard.edu/blog/transcranial-
magnetic-stimulation-for-depression-2018022313335

Makarov et al. Page 19

J Neural Eng. Author manuscript; available in PMC 2022 August 19.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

https://www.nature.com/articles/d41586-021-00175-z
https://www.nature.com/articles/d41586-021-00175-z
https://www.nimh.nih.gov/health/statistics/major-depression.shtml
https://www.nimh.nih.gov/health/statistics/major-depression.shtml
https://www.health.harvard.edu/blog/transcranial-magnetic-stimulation-for-depression-2018022313335
https://www.health.harvard.edu/blog/transcranial-magnetic-stimulation-for-depression-2018022313335


[4]. FDA 510(k)/De Novo Clearance and Premarket Approval Applications: https://
www.accessdata.fda.gov/scripts/cdrh/cfdocs/search/default.cfm, accessed Nov. 2020.

[5]. Jack CR Jr, Thompson RM, Butts RK, Sharbrough FW, Kelly PJ, Hanson DP, Riederer SJ, Ehman 
RL, Hangiandreou NJ, Cascino GD. Sensory motor cortex: correlation of presurgical mapping 
with functional MR imaging and invasive cortical mapping. Radiology. 1994 Jan;190(1):85–92. 
doi: 10.1148/radiology.190.1.8259434. [PubMed: 8259434] 

[6]. Grande KM, Ihnen SKZ, Arya R. Electrical Stimulation Mapping of Brain Function: 
A Comparison of Subdural Electrodes and Stereo-EEG. Front Hum Neurosci. 2020 Dec 
7;14:611291. doi: 10.3389/fnhum.2020.611291. [PubMed: 33364930] 

[7]. Collavini S, Fernández Corazza M, Oddo S, Princich JP, Kochen S, Muravchik CH. Improvements 
on spatial coverage and focality of deep brain stimulation in pre-surgical epilepsy mapping. J 
Neural Eng. 2021 Feb 12. doi: 10.1088/1741-2552/abe5b9.

[8]. Crone NE, Miglioretti DL, Gordon B, Lesser RP. Functional mapping of human sensorimotor 
cortex with electrocorticographic spectral analysis. II. Event-related synchronization in the 
gamma band. Brain. 1998 Dec;121 (Pt 12):2301–15. doi: 10.1093/brain/121.12.2301. [PubMed: 
9874481] 

[9]. Ramsey NF, van de Heuvel MP, Kho KH, Leijten FS. Towards human BCI applications based 
on cognitive brain systems: an investigation of neural signals recorded from the dorsolateral 
prefrontal cortex. IEEE Trans Neural Syst Rehabil Eng. 2006 Jun;14(2):214–7. doi: 10.1109/
TNSRE.2006.875582. [PubMed: 16792297] 

[10]. Schalk G, Miller KJ, Anderson NR, Wilson JA, Smyth MD, Ojemann JG, Moran DW, Wolpaw 
JR, Leuthardt EC. Two-dimensional movement control using electrocorticographic signals 
in humans. J Neural Eng. 2008 Mar;5(1):75–84. doi: 10.1088/1741-2560/5/1/008. [PubMed: 
18310813] 

[11]. Miller KJ, Schalk G, Fetz EE, den Nijs M, Ojemann JG, Rao RP. Cortical activity during motor 
execution, motor imagery, and imagery-based online feedback. Proc Natl Acad Sci U S A. 2010 
Mar 2;107(9):4430–5. doi: 10.1073/pnas.0913697107. Erratum in: Proc Natl Acad Sci U S A. 
2010 Apr 13;107(15):7113. [PubMed: 20160084] 

[12]. Yanagisawa T, Hirata M, Saitoh Y, Kishima H, Matsushita K, Goto T, Fukuma R, Yokoi H, 
Kamitani Y, Yoshimine T. Electrocorticographic control of a prosthetic arm in paralyzed patients. 
Ann Neurol. 2012 Mar;71(3):353–61. doi: 10.1002/ana.22613. [PubMed: 22052728] 

[13]. Vansteensel MJ, Pels EGM, Bleichner MG, Branco MP, Denison T, Freudenburg ZV, Gosselaar 
P, Leinders S, Ottens TH, Van Den Boom MA, Van Rijen PC, Aarnoutse EJ, Ramsey NF. Fully 
Implanted Brain-Computer Interface in a Locked-In Patient with ALS. N Engl J Med. 2016 Nov 
24;375(21):2060–2066. doi: 10.1056/NEJMoa1608085. [PubMed: 27959736] 

[14]. Antal A, Alekseichuk I, Bikson M, Brockmöller J, Brunoni AR, Chen R, Cohen LG, Dowthwaite 
G, Ellrich J, Flöel A, Fregni F, George MS, Hamilton R, Haueisen J, Herrmann CS, Hummel FC, 
Lefaucheur JP, Liebetanz D, Loo CK, McCaig CD, Miniussi C, Miranda PC, Moliadze V, Nitsche 
MA, Nowak R, Padberg F, Pascual-Leone A, Poppendieck W, Priori A, Rossi S, Rossini PM, 
Rothwell J, Rueger MA, Ruffini G, Schellhorn K, Siebner HR, Ugawa Y, Wexler A, Ziemann 
U, Hallett M, Paulus W. Low Intensity Transcranial Electric Stimulation: Safety, Ethical, Legal 
Regulatory and Application Guidelines. Clin Neurophysiol. 2017 Sep;128(9):1774–1809. doi: 
10.1016/j.clinph.2017.06.001. [PubMed: 28709880] 

[15]. Bikson M, Brunoni AR, Charvet LE, Clark VP, Cohen LG, Deng ZD, Dmochowski J, Edward 
DJ, Frohlich F, Kappenman ES, Lim KO, Loo C, Mantovani A, McMullen DP, Parra LC, Pearson 
M, Richardson JD, Rumsey JM, Sehatpour P, Sommers D, Unal G, Wassermann EM, Woods 
AJ, Lisanby SH. Rigor and reproducibility in research with transcranial electrical stimulation: 
An NIMH-sponsored workshop. Brain Stimul. 2018 May - Jun;11(3):465–480. doi: 10.1016/
j.brs.2017.12.008. [PubMed: 29398575] 

[16]. Liu A, Vöröslakos M, Kronberg G, Henin S, Krause MR, Huang Y, Opitz A, Mehta A, Pack 
CC, Krekelberg B, Berényi A, Parra LC, Melloni L, Devinsky O, Buzsáki G. Immediate 
neurophysiological effects of transcranial electrical stimulation. Nat Commun. 2018 Nov 
30;9(1):5092. doi: 10.1038/s41467-018-07233-7. [PubMed: 30504921] 

[17]. Mutz J, Vipulananthan V, Carter B, Hurlemann R, Fu CHY, Young AH. Comparative efficacy 
and acceptability of non-surgical brain stimulation for the acute treatment of major depressive 

Makarov et al. Page 20

J Neural Eng. Author manuscript; available in PMC 2022 August 19.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

https://www.accessdata.fda.gov/scripts/cdrh/cfdocs/search/default.cfm
https://www.accessdata.fda.gov/scripts/cdrh/cfdocs/search/default.cfm


episodes in adults: systematic review and network meta-analysis. BMJ. 2019 Mar 27;364:l1079. 
doi: 10.1136/bmj.l1079. [PubMed: 30917990] 

[18]. Karabanov AN, Saturnino GB, Thielscher A, Siebner HR. Can Transcranial Electrical 
Stimulation Localize Brain Function? Front Psychol. 2019; 10: 213. doi: 10.3389/
fpsyg.2019.00213. [PubMed: 30837911] 

[19]. Kasschau M, Reisner J, Sherman K, Bikson M, Datta A, Charvet LE. Transcranial Direct 
Current Stimulation Is Feasible for Remotely Supervised Home Delivery in Multiple Sclerosis. 
Neuromodulation. 2016 Dec;19(8):824–831. doi: 10.1111/ner.12430. [PubMed: 27089545] 

[20]. Lesser RP, Arroyo S, Crone N, Gordon B. Motor and sensory mapping of the frontal and occipital 
lobes. Epilepsia. 1998;39 Suppl 4:S69–80. doi: 10.1111/j.1528-1157.1998.tb05127.x. Erratum in: 
Epilepsia 1998 Aug;39(8):912. [PubMed: 9637595] 

[21]. Tarapore PE, Tate MC, Findlay AM, Honma SM, Mizuiri D, Berger MS, Nagarajan SS. 
Preoperative multimodal motor mapping: a comparison of magnetoencephalography imaging, 
navigated transcranial magnetic stimulation, and direct cortical stimulation. J Neurosurg. 2012 
Aug;117(2):354–62. doi: 10.3171/2012.5.JNS112124. Epub 2012 Jun 15. [PubMed: 22702484] 

[22]. Berger MS, Ojemann GA. Intraoperative brain mapping techniques in neuro-oncology. Stereotact 
Funct Neurosurg. 1992;58(1–4):153–61. doi: 10.1159/000098989. [PubMed: 1439333] 

[23]. Ebeling U, Reulen HJ. Space-occupying lesions of the sensori-motor region. Adv Tech Stand 
Neurosurg. 1995;22:137–81. doi: 10.1007/978-3-7091-6898-1_3. [PubMed: 7495418] 

[24]. Fernandes RA, Diniz B, Ribeiro R, Humayun M. Artificial vision through neuronal stimulation. 
Neurosci Lett. 2012 Jun 25;519(2):122–8. doi: 10.1016/j.neulet.2012.01.063. Epub 2012 Feb 3. 
[PubMed: 22342306] 

[25]. Billock VA, Tsou BH. Elementary visual hallucinations and their relationships to neural pattern-
forming mechanisms. Psychol Bull. 2012 Jul;138(4):744–74. doi: 10.1037/a0027580. Epub 2012 
Mar 26. [PubMed: 22448914] 

[26]. Flesher SN, Collinger JL, Foldes ST, Weiss JM, Downey JE, Tyler-Kabara EC, Bensmaia SJ, 
Schwartz AB, Boninger ML, Gaunt RA, Intracortical microstimulation of human somatosensory 
cortex. Sci Transl Med. 2016 Oct 19;8(361):361ra141. doi: 10.1126/scitranslmed.aaf8083.

[27]. Voigt MB, Hubka P, Kral A. Intracortical microstimulation differentially activates cortical 
layers based on stimulation depth. Brain Stimul. 2017 May-Jun;10(3):684–694. doi: 10.1016/
j.brs.2017.02.009. [PubMed: 28284918] 

[28]. Richardson AG, Ghenbot Y, Liu X, Hao H, Rinehart C, DeLuccia S, Torres Maldonado S, Boyek 
G, Zhang M, Aflatouni F, Van der Spiegel J, Lucas TH. Learning active sensing strategies using 
a sensory brain-machine interface. Proc Natl Acad Sci U S A. 2019 Aug 13. pii: 201909953. doi: 
10.1073/pnas.1909953116.

[29]. Mayberg HS, Lozano AM, Voon V, McNeely HE, Seminowicz D, Hamani C, Schwalb JM, 
Kennedy SH. Deep brain stimulation for treatment-resistant depression. Neuron. 2005 Mar 
3;45(5):651–60. doi: 10.1016/j.neuron.2005.02.014. [PubMed: 15748841] 

[30]. Dandekar MP, Fenoy AJ, Carvalho AF, Soares JC, Quevedo J. Deep brain stimulation for 
treatment-resistant depression: an integrative review of preclinical and clinical findings and 
translational implications. Mol Psychiatry. 2018 May;23(5):1094–1112. doi: 10.1038/mp.2018.2. 
[PubMed: 29483673] 

[31]. Schuepbach WM, Rau J, Knudsen K, Volkmann J, Krack P, Timmermann L, Hälbig TD, 
Hesekamp H, Navarro SM, Meier N, Falk D, Mehdorn M, Paschen S, Maarouf M, Barbe 
MT, Fink GR, Kupsch A, Gruber D, Schneider GH, Seigneuret E, Kistner A, Chaynes P, 
Ory-Magne F, Brefel Courbon C, Vesper J, Schnitzler A, Wojtecki L, Houeto JL, Bataille B, 
Maltête D, Damier P, Raoul S, Sixel-Doering F, Hellwig D, Gharabaghi A, Krüger R, Pinsker 
MO, Amtage F, Régis JM, Witjas T, Thobois S, Mertens P, Kloss M, Hartmann A, Oertel WH, 
Post B, Speelman H, Agid Y, Schade-Brittinger C, Deuschl G; EARLYSTIM Study Group. 
Neurostimulation for Parkinson’s disease with early motor complications. N Engl J Med. 2013 
Feb 14;368(7):610–22. doi: 10.1056/NEJMoa1205158. [PubMed: 23406026] 

[32]. Aström M, Zrinzo LU, Tisch S, Tripoliti E, Hariz MI, Wårdell K. Method for patient-specific 
finite element modeling and simulation of deep brain stimulation. Med Biol Eng Comput. 2009 
Jan;47(1):21–8. doi: 10.1007/s11517-008-0411-2. [PubMed: 18936999] 

Makarov et al. Page 21

J Neural Eng. Author manuscript; available in PMC 2022 August 19.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



[33]. Malaga KA, Costello JT, Chou KL, Patil PG. Atlas-independent, N-of-1 tissue activation 
modeling to map optimal regions of subthalamic deep brain stimulation for Parkinson disease. 
Neuroimage Clin. 2021;29:102518. doi: 10.1016/j.nicl.2020.102518. [PubMed: 33333464] 

[34]. Parvizi J, Kastner S. Promises and limitations of human intracranial electroencephalography. Nat 
Neurosci.2018;21(4):474–483. doi: 10.1038/s41593-018-0108-2. [PubMed: 29507407] 

[35]. Buzsáki G, Anastassiou C, Koch C. The Origin of Extracellular Fields and currents--EEG, 
ECoG, LFP and Spikes. Nat Rev Neurosci. 2012 May 18;13(6):407–20. doi: 10.1038/nrn3241. 
[PubMed: 22595786] 

[36]. Saturnino GB, Puonti O, Nielsen JD, Antonenko D, Madsen KH, Thielscher A. SimNIBS 
2.1: A Comprehensive Pipeline for Individualized Electric Field Modelling for Transcranial 
Brain Stimulation. 2019 Aug 28. In: Makarov S, Horner M, Noetscher G, editors. Brain and 
Human Body Modeling: Computational Human Modeling at EMBC 2018 [Internet]. Cham (CH): 
Springer; 2019. Chapter 1.

[37]. Saturnino GB, Madsen KH, Thielscher A. Electric field simulations for transcranial brain 
stimulation using FEM: an efficient implementation and error analysis. J Neural Eng. 2019 Nov 
6;16(6):066032. doi: 10.1088/1741-2552/ab41ba. [PubMed: 31487695] 

[38]. Huang Y, Datta A, Bikson M, Parra LC. Realistic volumetric-approach to simulate transcranial 
electric stimulation-ROAST-a fully automated open-source pipeline. J Neural Eng. 2019 Jul 
30;16(5):056006. doi: 10.1088/1741-2552/ab208d. [PubMed: 31071686] 

[39]. SiRun. The NIH/NIGMS Center for Integrative Biomedical Computing. Online https://
www.sci.utah.edu/cibc-software/scirun.html

[40]. Anderson DN, Osting B, Vorwerk J, Dorval AD, Butson CR. Optimized programming 
algorithm for cylindrical and directional deep brain stimulation electrodes. J Neural Eng. 2018 
Apr;15(2):026005. doi: 10.1088/1741-2552/aaa14b. [PubMed: 29235446] 

[41]. Vorwerk J, Brock AA, Anderson DN, Rolston JD, Butson CR. A retrospective evaluation 
of automated optimization of deep brain stimulation parameters. J Neural Eng. 2019 Nov 
6;16(6):064002. doi: 10.1088/1741-2552/ab35b1. [PubMed: 31344689] 

[42]. Duffley G, Anderson DN, Vorwerk J, Dorval AD, Butson CR. Evaluation of methodologies 
for computing the deep brain stimulation volume of tissue activated. J Neural Eng. 2019 Oct 
29;16(6):066024. doi: 10.1088/1741-2552/ab3c95. [PubMed: 31426036] 

[43]. Athawale TM, Johnson KA, Butson CR, Johnson CR. A statistical framework for quantification 
and visualisation of positional uncertainty in deep brain stimulation electrodes. Comput Methods 
Biomech Biomed Eng Imaging Vis. 2019;7(4):438–449. doi: 10.1080/21681163.2018.1523750. 
[PubMed: 31186994] 

[44]. Åström M, Diczfalusy E, Martens H, Wårdell K. “Relationship between Neural Activation and 
Electric Field Distribution during Deep Brain Stimulation,” Ieee T Bio-Med Eng, vol. 62, no. 2, 
pp. 664–672, Feb 2015.

[45]. Johansson JD, Alonso F., Wårdell K. “Modelling details for electric field simulations of deep 
brain stimulation,” in World Congress on Medical Physics & Biomedical Engineering, Prague, 
2018, vol. 68, no. 1: Springer, pp. 645–648.

[46]. Baniasadi M, Proverbio D, Gonçalves J, Hertel F, Husch A. FastField: An open-source 
toolbox for efficient approximation of deep brain stimulation electric fields. Neuroimage. 2020 
Dec;223:117330. doi: 10.1016/j.neuroimage.2020.117330. [PubMed: 32890746] 

[47]. Wenger C, Miranda PC, Salvador R, Thielscher A, Bomzon Z, Giladi M, Mrugala MM, 
Korshoej AR. A Review on Tumor-Treating Fields (TTFields): Clinical Implications Inferred 
From Computational Modeling. IEEE Rev. Biomed Eng. 2018;11:195–207. doi: 10.1109/
RBME.2017.2765282. Epub 2018 Feb 13. [PubMed: 29993870] 

[48]. Makarov SN, Noetscher GM, Raij T, Nummenmaa A. A Quasi-Static Boundary Element 
Approach with Fast Multipole Acceleration for High-Resolution Bioelectromagnetic Models. 
IEEE Trans. Biomed. Eng 2018;65(12):2675–2683. doi: 10.1109/TBME.2018.2813261. 
[PubMed: 29993385] 

[49]. Htet AT, Saturnino GB, Burnham EH, Noetscher G, Nummenmaa A, Makarov SN. Comparative 
performance of the finite element method and the boundary element fast multipole method 

Makarov et al. Page 22

J Neural Eng. Author manuscript; available in PMC 2022 August 19.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

https://www.sci.utah.edu/cibc-software/scirun.html
https://www.sci.utah.edu/cibc-software/scirun.html


for problems mimicking transcranial magnetic stimulation (TMS). J Neural Eng. 2019 
Apr;16(2):024001. doi: 10.1088/1741-2552/aafbb9. [PubMed: 30605893] 

[50]. Makarov SN, Wartman WA, Daneshzand M, Fujimoto K, Raij T, Nummenmaa A. A 
software toolkit for TMS electric-field modeling with boundary element fast multipole 
method: An efficient MATLAB implementation. J Neural Eng. 2020 Aug 4;17(4):046023. doi: 
10.1088/1741-2552/ab85b3. [PubMed: 32235065] 

[51]. Makarov SN, Hämäläinen M, Okada Y, Noetscher GM, Ahveninen J., Nummenmaa A 
Boundary Element Fast Multipole Method for Enhanced Modeling of Neurophysiological 
Recordings. IEEE Trans on Biomed Eng., vol. 68, no. 1, pp. 308–318, Jan. 2021, doi: 10.1109/
TBME.2020.2999271.

[52]. Vladimirov VS. 1971, Equations of Mathematical Physics (Marcel Dekker, New York).

[53]. Barnard ACL, Duck IM and Lynn MS. The application of electromagnetic theory to 
electrocardiology: I. Derivation of the integral equations. Biophys J. 1967 Sep;7(5):443–62. DOI: 
10.1016/S0006-3495(67)86598-6. [PubMed: 6048873] 

[54]. Rahmouni L, Adrian SB, Cools K, Andriulli FP. Conforming discretizations of boundary element 
solutions to the electroencephalography forward problem. Comptes Rendus Physique. 2018 
Jan-Feb; 19(1–2):7–25. doi: 10.1016/j.crhy.2018.02.002

[55]. Van Bladel JG. Electromagnetic Fields. 2nd Ed. IEEE Press/Wiley, 2007, Piscataway NJ, 
ISBN-10: 0471263885.

[56]. Lean MH, Wexler A. Accurate field computation with the boundary element method, IEEE 
Trans. MAG. 1982. 18, 331–335.

[57]. Kobayashi M, Ishikawa Y. Surface magnetic charge distributions and demagnetizing factors of 
circular cylinders, IEEE Trans. MAG. 1992. 28, 1810–1814.

[58]. Ozaki K, Kobayashi M, Rowlands G. Surface magnetic charge distribution of a long, thin 
cylinder and its edge singularity, IEEE Trans. MAG 1998 34, 2185–2191.

[59]. Makarov SN, Noetscher GM, Nazarian A. Low-Frequency Electromagnetic Modeling for 
Electrical and Biological Systems Using MATLAB, Wiley, New York 2015. 648 p. ISBN-10: 
1119052564.

[60]. Cheney M, Isaacson D, and Newell JC, “Electrical Impedance Tomography,” SIAM Review, vol. 
41, no. 1, pp. 85–101, Mar., 1999.

[61]. Nitsche MA, Cohen LG, Wassermann EM, Priori A, Lang N, Antal A, Paulus W, Hummel F, 
Boggio PS, Fregni F, Pascual-Leone A, “Transcranial Direct Current Stimulation: State of the Art 
2008”, Brain Stimulation, vol. 1, pp. 206–223, 2008. [PubMed: 20633386] 

[62]. Helmholtz H Űber einige Gesetze der Vertheilung elektrischer Ströme in körperlichen Leitern 
mit Anwendung auf die thierisch-elektrischen Versuche. Ann. der Phys. (und Chemie). 1853;89: 
353–377. 3rd ser.

[63]. Rush S, Driscoll DA. EEG electrode sensitivity--an application of reciprocity. IEEE Trans 
Biomed Eng. 1969;16(1):15–22. doi:10.1109/tbme.1969.4502598. [PubMed: 5775600] 

[64]. Vladimirov VS, 1971, Equations of Mathematical Physics, Marcel Dekker, New York, ISBN-10 
0824717139.

[65]. Saad Y Iterative Methods for Sparse Linear Systems. 2nd edition, Society for Industrial and 
Applied Mathematics. 2003. ISBN 978–0-89871–534-7.

[66]. TT-Toolbox. FGMRES. 2016. Oseledets V, Dolgov S, Kazeev V, Savostyanov D, Lebedeva O, 
Zhlobich P, Mach T, Song L. Online: https://github.com/oseledets/TT-Toolbox/blob/master/solve/
fgmres.m

[67]. Greengard L, Rokhlin V. A fast algorithm for particle simulations. J. Comput. Phys 
1987;73(2):325–348. doi: 10.1016/0021-9991(87)90140-9.

[68]. Gimbutas Z, Greengard L, Magland J, Rachh M, Rokhlin V. fmm3D Documentation. Release 
0.1.0. 2019–2021. Online: https://github.com/flatironinstitute/FMM3D.

[69]. Wilton DR, Rao SM, Glisson AW, Schaubert DH, Al-Bundak OM, Butler CM. Potential integrals 
for uniform and linear source distribution on polygonal and polyhedral domains. IEEE Trans. 
Antennas and Propagation. 1984 March; 32(3):276–281. doi: 10.1109/TAP.1984.1143304.

Makarov et al. Page 23

J Neural Eng. Author manuscript; available in PMC 2022 August 19.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

https://github.com/oseledets/TT-Toolbox/blob/master/solve/fgmres.m
https://github.com/oseledets/TT-Toolbox/blob/master/solve/fgmres.m
https://github.com/flatironinstitute/FMM3D


[70]. Wang Z, Volakis J, Saitou K, Kurabayashi K. Comparison of semi-analytical formulations and 
Gaussian-quadrature rules for quasi-static double-surface potential integrals. IEEE Antennas and 
Propagation Magazine 2003;45(6):96–102. doi: 10.1109/MAP.2003.1282185.

[71]. Cools R, “An Encyclopedia of Quadrature Formulas,” J. Complexity, vol. 19, 445–453, 2003. 
Available onl.: http://www.cs.kuleuven.ac.be/ñines/research/ecf/ecf.html

[72]. Ding C, Zhou D, He X, Zha H. R1-PCA: Rotational Invariant L1-norm Principal Component 
Analysis for Robust Subspace Factorization”. Proceedings of the 23rd International Conference 
on Machine Learning. ICML ‘06. Pittsburgh, Pennsylvania, USA: ACM. 2006 June. pp.281–288. 
doi:10.1145/1143844.1143880. ISBN 1–59593-383–2.

[73]. Meijs JW, Weier OW, Peters MJ, van Oosterom A. On the numerical accuracy of the boundary 
element method. IEEE Trans Biomed Eng. 1989 Oct;36(10):1038–49. doi: 10.1109/10.40805. 
[PubMed: 2793196] 

[74]. Electrical Stimulation with BEM-FMM - Validation Examples. 05.29.2. Dropbox folder: https://
www.dropbox.com/sh/gf2jpx5gi0oso8m/AADed5hdZXZExszPb6Od2slva?dl=0

[75]. GitHub. BEM-FMM applications to transcranial electrical stimulation (TES)- high resolution 
individualized TES targeting. MATLAB/Windows. Online https://tmscorelab.github.io/TES-
Modeling-Website/.

[76]. Vallaghé S, Papadopoulo T, Clerc M. The adjoint method for general EEG and 
MEG sensor-based lead field equations. Phys Med Biol. 2009 Jan 7;54(1):135–47. doi: 
10.1088/0031-9155/54/1/009. [PubMed: 19075359] 

[77]. Wagner S, Lucka F, Vorwerk J, Herrmann CS, Nolte G, Burger M, Wolters CH. Using reciprocity 
for relating the simulation of transcranial current stimulation to the EEG forward problem. 
Neuroimage. 2016 Oct 15;140:163–73. doi: 10.1016/j.neuroimage.2016.04.005. [PubMed: 
27125841] 

[78]. Zhang Z A fast method to compute surface potentials generated by dipoles within multilayer 
anisotropic spheres. Phys. Med. Biol 1995 March;40(3):335–349. [PubMed: 7732066] 

[79]. Mosher JC, Leahy RM, Lewis PS. EEG and MEG: forward solutions for inverse methods. IEEE 
Trans Biomed Eng. 1999. Mar;46(3):245–59. [PubMed: 10097460] 

[80]. Vorwerk J, Engwer C, Pursiainen S, Wolters CH. A Mixed Finite Element Method to Solve 
the EEG Forward Problem. IEEE Trans Med Imaging. 2017 Apr;36(4):930–941. doi: 10.1109/
TMI.2016.2624634. Epub 2016 Nov 2. [PubMed: 27831869] 

[81]. Engwer C, Vorwerk J, Ludewig J, Wolters CH. A Discontinuous Galerkin Method to Solve 
the EEG Forward Problem Using the Subtraction Approach. SIAM J. Sci. Comput 2017;39(1): 
B138–B164. doi. 10.1137/15M1048392.

[82]. Piastra MC, Nüßing A, Vorwerk J, Bornfleth H, Oostenveld R, Engwer C, Wolters CH. 
The Discontinuous Galerkin Finite Element Method for Solving the MEG and the Combined 
MEG/EEG Forward Problem. Frontiers in Neuroscience. 2018;12(Article 30):1–18. doi: 10.3389/
fnins.2018.00030. [PubMed: 29403346] 

[83]. Htet AT, Burnham EH, Noetscher GM, Pham D, Nummenmaa A, Makarov SN. Collection of 
CAD human head models for electromagnetic simulations and their applications. Biomedical 
Physics & Engineering Express 5(6). Oct. 2019. DOI: 10.1088/2057-1976/ab4c76

[84]. Van Essen DC, Ugurbil K, Auerbach E, Barch D, Behrens TE, Bucholz R, Chang A, 
Chen L, Corbetta M, Curtiss SW, Della Penna S, Feinberg D, Glasser MF, Harel N, Heath 
AC, Larson-Prior L, Marcus D, Michalareas G, Moeller S, Oostenveld R, Petersen SE, 
Prior F, Schlaggar BL, Smith SM, Snyder AZ, Xu J, Yacoub E. The Human Connectome 
Project: A data acquisition perspective. NeuroImage. 2012; 62(4):2222–2231. doi: 10.1016/
j.neuroimage.2012.02.018. Online: https://db.humanconnectome.org [PubMed: 22366334] 

[85]. Database of Tissue Properties. IT’IS Foundation website. 2019. doi: 10.13099/VIP21000-04-0. 
Online: https://itis.swiss/virtual-population/tissue-properties/database/

[86]. Lee HH, Yaros K, Veraart J, Pathan JL, Liang FX, Kim SG, Novikov DS, Fieremans E. Along-
axon diameter variation and axonal orientation dispersion revealed with 3D electron microscopy: 
implications for quantifying brain white matter microstructure with histology and diffusion MRI. 
Brain Struct Funct. 2019 May;224(4):1469–1488. doi: 10.1007/s00429-019-01844-6. Epub 2019 
Feb 21. [PubMed: 30790073] 

Makarov et al. Page 24

J Neural Eng. Author manuscript; available in PMC 2022 August 19.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

http://www.cs.kuleuven.ac.be/ñines/research/ecf/ecf.html
https://www.dropbox.com/sh/gf2jpx5gi0oso8m/AADed5hdZXZExszPb6Od2slva?dl=0
https://www.dropbox.com/sh/gf2jpx5gi0oso8m/AADed5hdZXZExszPb6Od2slva?dl=0
https://tmscorelab.github.io/TES-Modeling-Website/
https://tmscorelab.github.io/TES-Modeling-Website/
https://db.humanconnectome.org
https://itis.swiss/virtual-population/tissue-properties/database/


[87]. Klee M, Plonsey R. Stimulation of spheroidal cells-The role of cell shape. 1976. IEEE Trans 
Biomed Eng. Jul;23(4):347–54. [PubMed: 1278928] 

[88]. Cartee LA, Plonsey R. The transient subthreshold response of spherical and cylindrical cell 
models to extracellular stimulation. IEEE Trans Biomed Eng. 1992 Jan;39(1):76–85. DOI: 
10.1109/10.108130. [PubMed: 1572684] 

[89]. Krassowska W, Neu JC. Response of a single cell to an external electric field. Biophys J. 1994 
Jun;66(6):1768–76. doi: 10.1016/S0006-3495(94)80971-3. [PubMed: 8075318] 

[90]. Pourtaheri N, Ying W, Kim JM, Henriquez CS. Thresholds for transverse stimulation: fiber 
bundles in a uniform field. IEEE Trans Neural Syst Rehabil Eng. 2009 Oct;17(5):478–86. doi: 
10.1109/TNSRE.2009.2033424. [PubMed: 19887308] 

[91]. Rattay F Analysis of the electrical excitation of CNS neurons. IEEE Trans. Biomed. Eng 1998;45 
(6): 766–772. doi:10.1109/10.67861. [PubMed: 9609941] 

[92]. Ruohonen J, Panizza M, Nilsson J, Ravazzani P, Grandori F, Tognola G. Transverse-
field activation mechanism in magnetic stimulation of peripheral nerves. Electroencephalogr 
Clin Neurophysiol. 1996 Apr;101(2):167–74. doi: 10.1016/0924-980x(95)00237-f. [PubMed: 
8647021] 

[93]. Wang B, Grill WM, Peterchev AV. Coupling Magnetically Induced Electric Fields to Neurons: 
Longitudinal and Transverse Activation. Biophys J. 2018 Jul 3;115(1):95–107. doi: 10.1016/
j.bpj.2018.06.004. [PubMed: 29972816] 

[94]. Howell B, McIntyre CC. Role of Soft-Tissue Heterogeneity in Computational Models of Deep 
Brain Stimulation. Brain Stimul. 2017 Jan-Feb;10(1):46–50. doi: 10.1016/j.brs.2016.09.001. 
[PubMed: 27720186] 

[95]. Iacono MI, Neufeld E, Akinnagbe E, Bower K, Wolf J, Vogiatzis Oikonomidis I, Sharma D, 
Lloyd B, Wilm BJ, Wyss M, Pruessmann KP, Jakab A, Makris N, Cohen ED, Kuster N, Kainz W, 
Angelone LM. MIDA: A Multimodal Imaging-Based Detailed Anatomical Model of the Human 
Head and Neck. PLoS One. 2015 Apr 22;10(4):e0124126. doi: 10.1371/journal.pone.0124126. 
[PubMed: 25901747] 

[96]. Wartman WA, Burnham EH, Makarov SN, Davids M, Daneshzand M, Nummenmaa A. “High 
Resolution Computational Modeling of Transcranial Stimulation using the MIDA Head Model”. 
2021 10th International IEEE/EMBS Conference on Neural Engineering (NER), 2021, pp. 1044–
1047, doi: 10.1109/NER49283.2021.9441170.

[97]. Wartman WA, Fujimoto K, Daneshzand M, Nummenmaa A, and Makarov SN. “Investigation of 
TES Simulation Sensitivity to Skull Simplification using a Multimodal MR-Based Detailed Head 
Model”. Poster presented at: 2021 ISMRM & SMRT Annual Meeting & Exhibition. 2021 May 
15–20. Virtual Conference. Online: https://www.ismrm.org/21/accepted_abstracts.pdf

[98]. Horn A, Reich M, Vorwerk J, Li N, Wenzel G, Fang Q, Schmitz-Hübsch T, Nickl R, Kupsch 
A, Volkmann J, Kühn AA, Fox MD. Connectivity Predicts deep brain stimulation outcome 
in Parkinson disease. Ann Neurol. 2017 Jul;82(1):67–78. doi: 10.1002/ana.24974. [PubMed: 
28586141] 

[99]. Hämäläinen MS, Sarvas J. Realistic conductivity geometry model of the human head for 
interpretation of neuromagnetic data. IEEE Trans Biomed Eng. 1989 Feb;36(2):165–71. doi: 
10.1109/10.16463. [PubMed: 2917762] 

[100]. Schrader S, Westhoff A, Piastra MC, Miinalainen T, Pursiainen S, Vorwerk J, Brinck H, Wolters 
CH, Engwer C. DUNEuro-A software toolbox for forward modeling in bioelectromagnetism. 
PLoS One. 2021 Jun 4;16(6):e0252431. doi: 10.1371/journal.pone.0252431. [PubMed: 
34086715] 

[101]. Gomez LJ, Dannhauer M, Koponen LM, Peterchev AV. Conditions for numerically accurate 
TMS electric field simulation. Brain Stimul. 2020 Jan-Feb;13(1):157–166. doi: 10.1016/
j.brs.2019.09.015. Epub 2019 Oct 3. [PubMed: 31604625] 

[102]. Schaubert D, Wilton D, Glisson A. A tetrahedral modeling method for electromagnetic 
scattering by arbitrarily shaped inhomogeneous dielectric bodies. IEEE Trans. Antennas 
Propagat, Vol. 32, No. 1, 77–85, Jan. 1984. doi: 10.1109/TAP.1984.1143193.

[103]. Monin MY, Rahmouni L, Andriulli FP. A Hybrid Integral Equation Approach to Solve the 
Anisotropic Forward Problem in Electroencephalography. 2018 IEEE International Symposium 

Makarov et al. Page 25

J Neural Eng. Author manuscript; available in PMC 2022 August 19.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

https://www.ismrm.org/21/accepted_abstracts.pdf


on Antennas and Propagation & USNC/URSI National Radio Science Meeting, 2018, pp. 2395–
2396, doi: 10.1109/APUSNCURSINRSM.2018.8608390.

[104]. Monin MY, Rahmouni L, Merlini A, Andriulli FP. A Hybrid Volume-Surface-Wire Integral 
Equation for the Anisotropic Forward Problem in Electroencephalography. IEEE Journal of 
Electromagnetics, RF and Microwaves in Medicine and Biology, vol. 4, no. 4, pp. 286–293, Dec. 
2020, doi: 10.1109/JERM.2020.2966121.

[105]. Smythe WR. Static and Dynamic Electricity. 1950. McGraw Hill; 2nd Edition. 616 p. ASIN: 
B0000CHRSD.

Makarov et al. Page 26

J Neural Eng. Author manuscript; available in PMC 2022 August 19.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Fig. 1. 
Different electrode types modeled by BEM-FMM: (i) imprinted TES surface electrodes, (ii) 

embedded ICMS electrode arrays of (planar or laminar), and (iii) embedded DBS electrodes.
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Fig. 2. 
a) – Problem geometry under study. The top electrode (+10 V) is marked in red. Coarse b) 

and fine c) surface meshes used for the solution are shown. The inner facets separating every 

conducting layer are not shown.
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Fig. 3. 
a) – TES problem geometry with imprinted voltage electrodes (± 1 V). Only outer (skin) 

spherical shell is shown. Every sphere has 47,492 facets; average edge length of the skin 

shell is 2.3 mm. b) – Total electric field (magnitude) distribution in the xz-plane using a 

logarithmic scale. Blocking effect of the low-conducting skull shell (0.01 S/m) is clearly 

visible.
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Fig. 4. 
a,b) – Problem geometry with the observation planes. The insulating lead is 18 mm long. 

Four ring electrodes are driven with –1 V each. c,d) – Comparison with a lower-resolution 

FEM solution; e,f) – the same results for a finer FEM solution with a larger enclosing box. 

BEM-FMM solution is red; FEM solution is blue. g,h) – dE/dl for the x-directed fiber in two 

observation planes – BEM-FMM solution.
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Fig. 5. 
a) – Conformal electrodes with a fronto–medial placement for Connectome subject 

#110411; b) – Electric field magnitude in the intracranial volume in the sagittal plane; c) 

– Electric field magnitude in a plane containing an arc connecting electrode centers. Tissue 

intersections (CSF and GM) are shown by green dots. d) – Comparison of electric field 

magnitude along the arc connecting electrode centers with Ansys Maxwell FEM software. 

The same green dots – tissue interfaces – as in c) are depicted. Conductivity values are 

(S/m): scalp – 0.333 (avg.); skull – 0.0203; CSF – 2.0; GM – 0.106; WM – 0.065.
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Fig. 6. 
a) – BEM-FMM Electrode mesh assembly around insulating urethane lead. Active electrode 

is assigned –1 V vs IPG (held at zero voltage), and no specific voltage is assigned to other 

electrodes (floating condition). b) –CT of insulating lead/IPG with the electrodes; the second 

electrode relates to another device. c,d) – IPG Device with the lead and electrodes embedded 

into the CAD model; d,e) – magnitude of the derivative of the tangential electric field, dE/dl 
(the second derivative of the electric potential), along a small fraction of the polyline with 

the length of 3 mm shown in Fig. 6a which starts in the middle of the active electrode held 

at –1 V for homogeneous (d) and inhomogeneous (e) head/torso model, respectively. Ansys 

Maxwell FEM solution is marked red; BEM-FMM solution is marked blue.
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Fig. 7. 
Topology of the surface mesh (sagittal plane) along with the synthetic dura shell 

superimposed onto T1 NIfTI data of the subject and the cross-section of the embedded 

array. The array cross-section is given by a white rectangle. Fig. 7b shows a zoomed in 

topology of the region of interest.
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Fig. 8. 
a) – Planar ICMS array assembly. Electrode radius is 167 μm. The insulating case is 

yellow. The array thickness is 0.5 mm. b) – Magnitude of the total electric field along array 

centerline which crosses different tissues. Array cross-section is marked by yellow rectangle. 

The array is targeting the M1HAND area of the left hemisphere. Conductivity values in S/m 

are: scalp – 0.465 (avg.); skull – 0.01; Dura mater – 0.1; CSF – 1.654; GM – 0.275; WM – 

0.126.
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Fig. 9. 
Magnitude distributions of the total electric field of the array just inside CSF interface (Fig. 

9a), GM (Fig. 9b), mid-surface between GM and WM (Fig. 9c), and WM (Fig. 9d).
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Fig. 10. 
a,b) – Problem geometry with the observation planes. The insulating lead is 18 mm long. 

Four ring electrodes are driven with –1 V each. c,d) – Comparison with a lower-resolution 

FEM solution; e,f) – the same results for a finer FEM solution with a larger enclosing box. 

BEM-FMM solution is red; FEM solution is blue. g,h) – dE/dl for the x-directed fiber in two 

observation planes – BEM-FMM solution.
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Table 1.

Relative error values from Eqs. (3) and (4) computed at the center of each voxel for two different BEM-FMM 

meshes. Voxels are used for error calculations only. All simulations have been performed on a Windows 

multicore workstation with Intel 6148 CPUs at 2.4 GHz (MATLAB 2020b).

Voxel size ε: mesh with 
7,693 facets

ε: mesh with 
69,593 facets

RDM: mesh 
with 7,693 

facets

RDM: mesh 
with 69,593 

facets

Solution time: 
mesh with 7,693 

facets

Solution time: 
mesh with 69,593 

facets

0.5 mm (0.11 M 
voxels)

1.92% 0.73% 0.86% 0.36% 2 sec 7 sec

0.2 mm (1.8 M 
voxels)

2.07% 0.84% 0.93% 0.41% 2 sec 7 sec
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Table 2.

Relative tangential- and normal-field error values computed from Eq. (7) with the help of auxiliary dipoles 

nearly uniformly distributed at 1 mm below the innermost shell in Fig. 3b. Every shell of the model has 47,492 

facets. Preprocessing (to be done only once) time is ~40 sec. Solution run times with 35 iterations are ~40 sec. 

Field restoration time via FMM at 855,232 dipole positions is ~8 sec. Simulations have been performed on a 

Windows multicore workstation with Intel 6148 CPUs at 2.4 GHz (MATLAB 2020b). Last row gives the error 

of the Ansys FEM for one value of skull conductivity.

Skull cond., S/m

Testing tangential field with 855,232 auxiliary 
horizontal dipoles located 1 mm below the innermost 

shell

Testing vertical field with 855,232 auxiliary vertical 
dipoles located 1 mm below the innermost shell

ε from Eq. (3) using 2 
norm

RDM from Eq. (4) using 
2 norm

ε from Eq. (3) using 2 
norm

RDM from Eq. (4) using 
2 norm

0.005 1.40% 0.37% 1.50% 0.48%

0.01 0.85% 0.23% 0.93% 0.29%

0.02 0.69% 0.21% 0.77% 0.26%

FEM software Ansys Maxwell Electronics Desktop 2020 R2

0.01 26.7%/10.0% 2.08% 27.3%/9.35% 2.17%
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Table 3.

Comparative performance of two modeling methods for a realistic (isotropic) head model. The FEM run times 

are for Intel Xeon E5–2698 v4 CPU (2.20 GHz) workstation with 256 Gbytes of RAM. The BEM-FMM run 

times are given for Intel Xeon E5–2683 v4 CPU (2.1 GHz) based workstation. The relative error in the field 

magnitude (based on 2 norm) is given for intracranial tissues (CSF, gray/white matter) only.

Ansys FEM Ansys sol. time (8 
cores) BEM-FMM sol. Time

Intracranial rel. field 
magn. error for an arc 

in Fig. 4c

Intracranial rel. field 
magn. error in the 

entire coronal plane

4.8 M tets, 3 adapt. 
passes 2 h 29 m

~60 sec (rel. residual of 
10−3)

3.1% 6.31%

6.9 M tets, 4 adapt. 
passes 6 h 23 m 3.0% 6.15%

9.0 M tets, 5 adapt. 
passes 8 h 43 m 2.9% 6.06%
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