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Abstract

Objectives.—Listening to speech in adverse listening conditions is effortful. Objective 

assessment of cognitive spare capacity during listening can serve as an index of the effort 

needed to understand speech. Cognitive spare capacity is influenced both by signal-driven 

demands posed by listening conditions and top-down demands intrinsic to spoken language 

processing, such as memory use and semantic processing. Previous research indicates that 

electrophysiological responses, particularly alpha oscillatory power, may index listening effort. 

However, it is not known how these indices respond to memory and semantic processing demands 

during spoken language processing in adverse listening conditions. The aim of the current study 

was twofold: first, to assess the impact of memory demands on electrophysiological responses 

during recognition of degraded, spoken sentences, and second, to examine whether predictable 

sentence contexts increase or decrease cognitive spare capacity during listening.

Design.—Cognitive demand was varied in a memory load task in which young adult participants 

(n = 20) viewed either low-load (one digit) or high-load (seven digits) sequences of digits, then 

listened to noise-vocoded spoken sentences that were either predictable or unpredictable, and 

then reported the final word of the sentence and the digits. Alpha oscillations in the frequency 

domain and event-related potentials (ERP) in the time domain of the electrophysiological data 

were analyzed, as was behavioral accuracy for both words and digits.

Results.—Measured during sentence processing, event-related desynchronization (ERD) of alpha 

power was greater (more negative) under high load than low load and was also greater for 

unpredictable than predictable sentences. A complementary pattern was observed for the P300/late 

positive complex (LPC) to sentence-final words, such that P300/LPC amplitude was reduced under 

high load compared to low load and for unpredictable compared to predictable sentences. Both 

words and digits were identified more quickly and accurately on trials in which spoken sentences 

were predictable.

Conclusions.—Results indicate that during a sentence recognition task, both cognitive load and 

sentence predictability modulate electrophysiological indices of cognitive spare capacity, namely 
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alpha oscillatory power and P300/LPC amplitude. Both electrophysiological and behavioral results 

indicate that a predictive sentence context reduces cognitive demands during listening. Findings 

contribute to a growing literature on objective measures of cognitive demand during listening, and 

indicate predictable sentence context as a top-down factor that can support ease of listening.

Introduction

For listeners with normal hearing in quiet environments, speech perception seems effortless. 

However, speech perception becomes effortful when sensory representations of speech are 

degraded either by environmental factors, such as a noisy environment, or factors internal to 

the listener, such as hearing loss or cochlear implants (Mattys et al., 2012). Listening effort 

(LE) draws from a capacity-limited pool of general cognitive resources in order to support 

speech processing in adverse listening conditions (J. Rönnberg et al., 2013; Pichora-Fuller 

et al., 2016). Speech perception is one of many everyday activities that draw on general 

cognitive capacity; other examples include participating in a spoken or typed conversation, 

remembering the name of a new acquaintance, or navigating to a destination. The amount of 

one’s cognitive capacity that is available for the performance of a given task is not constant 

but varies due to factors such as fatigue, motivation, and the extent to which capacity is 

allocated to other concurrent tasks (Pichora-Fuller et al., 2016). The concept of a capacity-

limited, general cognitive resource available for allocation to a wide variety of mental tasks 

was introduced by Kahneman (1973), and overlaps with the concepts of working memory 

(Baddeley & Hitch, 1974; Engle, 2002) and fluid cognitive ability (Conway et al., 2003). 

Behaviorally, a trade-off between performance on concurrently performed tasks has long 

been used as a measure of cognitive spare capacity, that is, the capacity remaining after 

an individual’s total capacity has been temporarily depleted by task demands. For example, 

in the cognitive load paradigm, having to remember sequences of digits while performing 

another task is known to reduce performance on the other task, with greater decrements in 

performance with more digits to be remembered (Baddeley & Hitch, 1974).

For the purposes of the current study, cognitive spare capacity refers to the amount of 

general cognitive resources that remain available during listening to spoken language for 

allocation to concurrent tasks, such as processing the informational content of spoken 

language, storing or retrieving memories, or multitasking (Pichora-Fuller et al., 2016; 

Rönnberg et al., 2013; Rudner, 2016). The impact of LE on cognitive spare capacity can be 

measured behaviorally as a decrement in performance on cognitive tasks done concurrently 

with speech processing that occurs as speech becomes degraded (for a review, see Gagne, 

Besser, & Lemke, 2017). Physiological measures of arousal and cognitive demand also 

reflect increased effort in adverse listening conditions (Obleser et al., 2012; Koelewijn et 

al., 2014; Winn, Edwards, & Litovsky, 2015). Interestingly, the tradeoff between LE and 

performance on concurrent cognitive tasks appears to some extent bidirectional, such that 

the cognitive load created by a concurrent attentional or memory task can impair speech 

processing (Francis & Nusbaum, 2009; Mattys, Brooks, & Cooke, 2009; Mattys & Wiget, 

2011; Mattys, Barden, & Samuel, 2014; Hunter & Pisoni, 2018). Individuals who have 

enough overall cognitive capacity appear able to improve speech perception in adverse 

listening conditions by allocating those resources to listening (for reviews, see Akeroyd, 

2008; Dryden et al., 2017; however, also see Füllgrabe & Rosen, 2016 for evidence that this 
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may not be the case among young adults with normal hearing). In the longer term, cognitive 

demands of listening may impact fatigue and quality of life among people with hearing loss 

(Hornsby, 2013; Bess & Hornsby, 2014; Hornsby, Naylor, & Bess, 2016).

Multiple electrophysiological measures are known to be generally sensitive to attentional 

allocation and cognitive demand, including event-related potentials (ERPs) in the time 

domain as well as neural oscillations in the frequency domain (Luck, Woodman, & Vogel, 

2000; Klimesch, 2012). Notably among recent studies, oscillations in the alpha frequency 

band (8–13 Hz) have been observed to track with the effort involved in speech perception. 

Alpha oscillations are a prominent feature of the frequency domain of EEG that are known 

to reflect cognitive resource availability (Pfurtscheller & Da Silva, 1999; Pfurtscheller, 

Stancak Jr, & Neuper, 1996; Ray & Cole, 1985), and alpha has been used in other domains 

for purposes ranging from controlling brain-computer interfaces (Wolpaw & McFarland, 

1994; Yuan & He, 2014) to assessing mental fatigue in machine operators (Borghini et 

al., 2014). Recent studies have shown that power fluctuations in the alpha band track 

variations in speech signal quality, consistent with the idea that alpha tracks LE during 

speech perception (Obleser & Weisz, 2011; Obleser et al., 2012; Bernarding et al., 2014; 

Wöstmann et al., 2015; McMahon et al., 2016; Miles et al., 2017). Further, alpha power has 

been observed to track the combined impact of adverse listening conditions and cognitive 

(memory) load (Obleser & Weisz, 2011; Obleser et al., 2012), indicating that alpha can serve 

as a general index of cognitive spare capacity that captures the impact of both acoustic and 

cognitive factors.

There is growing interest in developing objective measures of LE and cognitive spare 

capacity for research and clinical settings (N. Rönnberg et al., 2014; Rudner, 2016; Smith, 

Pichora-Fuller, & Alexander, 2016). Such measures would have a range of clinical uses, 

for example indexing the cognitive benefit of a hearing aid, or improving prediction of 

how well an individual with hearing loss will function in everyday spoken communication 

(McGarrigle et al., 2014). Subjective measures of LE such as rating scales are simple to 

administer and indicate an individual’s self-assessment of listening difficulty, but may tap 

different aspects of effort than objective measures (Feuerstein, 1992; Gosselin & Gagne, 

2011; Pals, Sarampalis, & Başkent, 2013). Objective dual-task or memory behavioral tests 

administered during a speech perception task can index the cognitive demand of listening 

by tapping into downstream cognitive performance decrements resultant from reduced 

availability of cognitive resources (Rudner, 2016; Smith et al., 2016). Even more direct 

indices of cognitive demand may be obtained from physiological measures, such as pupil 

dilation (for a review, see Zekveld, Koelewijn, & Kramer, 2018) or electrophysiology, which 

track responses of the central nervous system to changing cognitive demands with high 

temporal precision.

Currently, clinical prediction of how well an individual with hearing loss will be able 

to use spoken language in their everyday life often relies on behavioral accuracy in a 

sentence recognition task. Due to relatively high face validity, sentence recognition tasks are 

often preferred to single word or nonsense word tests for assessing everyday functioning 

with spoken language. Sentence recognition engages cognitive and language understanding 

processes that are used in everyday language spoken communication, including syntactic, 
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semantic, and coarticulatory cues that can scaffold accurate speech perception (Theunissen, 

Swanepoel, & Hanekom, 2009). For example, it is well known that when words are 

embedded in a predictive sentence context, adults with substantial hearing loss often identify 

spoken words as accurately as those without hearing loss, a finding that has motivated the 

development of clinical assessments that include predictable sentences (Kalikow, Stevens, 

& Elliott, 1977; Bilger et al., 1984). Importantly however, such behavioral tests cannot 

accurately measure the amount of effort needed to reach a given level of performance, nor 

do they provide an index of the cognitive spare capacity available during speech recognition.

The first aim of the current study was to examine electrophysiological measures of 

cognitive demand, taken as indices of reduction in cognitive spare capacity, during a 

sentence recognition task. The broader goal was to begin to develop an electrophysiological 

measure of cognitive spare capacity during a task that could provide an index of the 

cognitive demand of listening with high face validity as a model of everyday listening. 

Task design is of particular importance in measuring EEG oscillations in the alpha band 

because the directionality of the alpha response can switch depending on whether the 

brain areas most affected by the task are relevant to task performance and hence become 

activated by the task, or are irrelevant to task performance and hence are inhibited during 

task performance (Klimesch, 2012). Generally, alpha oscillations reflect widespread, phase-

synchronized neural firing in the alpha band across broad regions of cortex (Klimesch, 

1999; Pfurtscheller et al., 1996). This synchronized firing in the alpha frequency range tends 

to be strongest when external task demands are minimal. As particular brain regions are 

recruited to process external events, global alpha power drops due to desynchronization 

of the recruited brain regions in order to form local, functional networks for task-relevant 

processing (Klimesch, 1999; Palva & Palva, 2007; Pfurtscheller & Da Silva, 1999). The 

amount of desynchronization typically tracks with the difficulty of a task, being greater for 

more demanding tasks (Klimesch, 1999). For these reasons, event-related desynchronization 

(ERD) in the alpha band, reflecting processing in task-relevant brain areas, has long been 

regarded as an index of cortical activation or engagement.

However, recent work in the visual modality has shown that synchronization in the alpha 

band, as opposed to desynchronization, plays a role in the functional inhibition of task-

irrelevant processing (Klimesch, Sauseng, & Hanslmayr, 2007; Jensen & Mazaheri, 2010; 

Händel, Haarmeier, & Jensen, 2011). This inhibitory function of alpha may be observed 

when the inhibition of task-irrelevant brain areas is central to task performance, such as 

when participants must withhold or control the execution of a response, selectively attend 

to one signal while ignoring other signals (Kerlin, Shahin, & Miller, 2010; Wilsch et al., 

2014), or anticipate a stimulus in a cued location (Banerjee et al., 2011). In fact, the classic 

observation of alpha ERD as an index of cortical activation may reflect a release from 

inhibition of task-relevant areas. Obleser and colleagues have provided substantial evidence 

for the inhibitory function of alpha in the auditory modality in a series of studies on LE. 

Using experimental designs in which alpha is measured during a post-stimulus delay period 

that follows presentation of a speech signal and precedes a response cue, these researchers 

showed that alpha power increases relative to a pre-trial baseline as speech signal quality 

declines (Obleser, Wöstmann, Hellbernd, et al., 2012; Petersen, Wöstmann, Obleser, et al., 

2015; Strauß, Wöstmann, & Obleser, 2014; Wilsch, Henry, Herrmann, et al., 2014), or as 
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cognitive load increases (Obleser et al., 2012). This pattern of event-related synchronization 

(ERS) with greater cognitive demand is consistent with the functional inhibition account, 

wherein high alpha power inhibits processing in task-irrelevant areas when task demands 

are high. In such a design, alpha power has been observed to track the combined impact of 

adverse listening conditions and cognitive demand (Obleser et al., 2012).

Fewer studies of the cognitive demand of listening have focused on alpha oscillations 

measured in designs for which activation in task-relevant brain areas is central to task 

performance. However, alpha oscillations from task-relevant areas have potential for use 

as objective indices of cognitive spare capacity during listening. For example, during a 

sentence recognition task, alpha ERD in task-relevant brain areas may determine the overall 

pattern observed in the scalp-recorded EEG response because listening to spoken language 

requires active processing of the incoming speech signal. Given a task such as sentence 

recognition that would be expected to engage active processing, it is reasonable to expect 

that, compared to task-irrelevant sources, task-relevant sources of alpha power modulation 

may be more numerous, moderated more strongly, or both, and thus have a greater influence 

on the summed activity measured at scalp electrodes. Multiple studies have observed alpha 

suppression during speech perception, and have interpreted the alpha suppression as an 

indicator of active, attentive processing of spoken language (Becker, Pefkou, Michel, et 

al., 2013; Bowers, Saltuklaroglu, Harkrider, et al., 2014; Edwards et al., 2009; Jenson, 

Harkrider, Thornton, et al., 2015; Krause, Pörn, Lang, et al., 1997; Strauß, Kotz, Scharinger, 

et al., 2014). Moreover, in a sentence recognition task, response inhibition and/or selective 

attention are not necessarily central to performance (Lavie, 2005) (although note that 

selective attention, posited to require alpha ERS to inhibit processing of task-irrelevant 

information, may become engaged, particularly if sentences are masked by background 

noise (Strauß et al., 2014)).

In the current study, electrophysiological indices of cognitive demand including both 

alpha oscillatory activity and event-related potentials were examined in a design in which 

participants listened attentively to the speech signal in a sentence recognition task. In order 

to manipulate cognitive demand, a concurrent memory task was deployed during attentive 

listening to spoken sentences. Specifically, a cognitive load design was used in which 

either several digits (high load) or a single digit (low load) were presented visually at the 

beginning of each trial. Listeners were asked to remember the digits as they listened to a 

spoken sentence in order to identify the final word of each sentence. Given that attending 

to speech was central to task performance, it was hypothesized that alpha power during 

sentence processing would track the engagement of task-relevant brain areas used in speech 

processing rather than the functional inhibition of task-irrelevant processing. Therefore, it 

was expected that alpha would desynchronize during speech processing relative to a pre-trial 

baseline. Further, it was predicted that the event-related desynchronization (ERD) of alpha 

power in task-relevant areas would be greater under high cognitive load than low cognitive 

load, tracking a decrease in cognitive spare capacity under high load. All spoken sentences 

were degraded in order to make the listening task effortful and thereby model a listening 

situation that presents both speech processing and cognitive demands. Speech degradation 

was accomplished by spectrally vocoding the sentence stimuli with noise-band vocoding. 

Vocoding, rather than background noise, was chosen in order to maximize the opportunity 
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to observe alpha dynamics of task-relevant brain areas, given that a noisy background could 

elicit selective attention to the speech signal and trigger alpha-band functional inhibition 

of the background noise (Strauß et al., 2014). Although few studies to date have examined 

alpha oscillatory indices of LE during speech recognition, existing studies using noise 

degradation have observed alpha ERS as a function of intelligibility (Dimitrijevic, Smith, 

Kadis, et al., 2017; McMahon et al., 2016). In contrast, studies using vocoding have 

observed decreased alpha power with more severe spectral degradation, consistent with 

alpha ERD (McMahon et al., 2016; Miles et al., 2017).

The second aim of the current study was to examine how the use of sentence predictability 

during speech processing affects electrophysiological measures of cognitive spare capacity. 

Prediction is ubiquitous in perceptual and linguistic processing, and is especially important 

for processing degraded signals (Morton, 1969; Bar, 2007; Huettig, 2015). As discussed 

above, a well established finding is that if spoken words are embedded in predictable 

sentences, adults with substantial hearing loss can match the performance of adults without 

hearing loss, whereas lower levels of performance are observed for isolated words (Kalikow 

et al., 1977; Bilger et al., 1984). Yet, it is not known whether the benefit to speech 

recognition accuracy from a predictive context is effortless and results in increased ease 

of listening, or conversely, requires cognitive resources and thereby reduces cognitive 

spare capacity. Both effortful and effortless routes to prediction are possible, and may be 

accomplished via distinct neural systems (Huettig, 2015; Kahnehman, 2011). Prediction that 

is fast, automatic, and effortless may take place via simple associative, spreading activation 

among the neural representations of related words (Bar, 2007; Huettig, 2015). Prediction 

that is effortful may require attentional allocation and draw on central cognitive capacity 

subserved largely by the frontal cortices of the brain (Bonhage, Mueller, Friederici, et al., 

2015; Dikker & Pylkkänen, 2013; Friederici, Fiebach, Schlesewsky, et al., 2006).

Given that working memory is used to maintain earlier parts of a sentence for processing 

and integrate those with later words to form a higher-order understanding, it has been 

suggested that listening effort may increase when degraded speech is held in memory 

awaiting disambiguating context (Pichora-Fuller, Schneider, & Daneman, 1995; Zekveld 

et al., 2012). Further, several studies have linked individual differences in the recognition 

benefit from a sentence context or semantic prime to overall working memory capacity 

(for a review, see Besser et al., 2013). These studies have found that individuals with 

greater working memory capacity get a greater word recognition benefit from sentence 

predictability, which suggests that working memory resources may be used to benefit from 

sentence predictability (Zekveld et al., 2011; Zekveld, Rudner, Johnsrude, et al., 2013). 

However, more recent evidence that LE is reduced when sentences are predictable suggests 

the opposite conclusion. For example, in a behavioral study with a task similar to the current 

study, Hunter and Pisoni (2018) observed downstream benefits of a predictable context 

on memory for visually-presented digits such that more digits were remembered on trials 

in which sentences were predictable. In another study using a subjective measure, ratings 

by hearing-aid users indicated decreased listening effort for sentences that matched versus 

mismatched the topic of a previous sentence (Holmes et al., 2018). Few physiological 

studies to date have examined the cognitive demand of processing a semantic context; 

however, in a recent pupillometry study, Winn (2016) observed reduced cognitive demand 
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during and after listening to predictable versus unpredictable sentences. In sum, it is not yet 

clear whether the use of context to support speech recognition requires active processing that 

reduces cognitive spare capacity, or alternatively, whether context makes speech recognition 

both more accurate and less effortful. This question is addressed in the current study by 

comparing electrophysiological and behavioral measures of cognitive demand in predictable 

and unpredictable sentences.

In addition to oscillatory electrophysiological activity, event-related potential (ERP) indices 

of cognitive load and sentence predictability time-locked to sentence-final spoken words 

were examined in the current study. Analysis focused on the N400 semantic context 

effect and the P300 or late positive potential (LPC), both of which reflect cognitive-level 

processing (Kok, 2001; Kutas & Federmeier, 2011; Polich, 2007; Polich & Kok, 1995). The 

N400 is a negative deflection appearing at approximately 400 ms after the onset of a visual, 

spoken, or pictured word and is an established index of lexical-semantic processing (Kutas 

& Federmeier, 2000, 2011; Laszlo & Federmeier, 2009). The N400 semantic context effect 

refers to larger amplitude of the N400 for sentence-final words that appear in unpredictable 

compared to predictable sentences (Kutas & Hillyard, 1980, 1984). Therefore, an N400 

semantic context effect was expected to differentiate the predictable and unpredictable 

sentences in the current study. The high-amplitude N400 to words in unpredictable sentences 

reflects an increased difficulty of word recognition (Lau, Phillips, & Poeppel, 2008) and/or 

contextual integration (Hagoort, Hald, Bastiaansen, et al., 2004) when the final word of a 

sentence is not predictable. It was hypothesized that the N400 might be sensitive to cognitive 

load because it has been shown in prior work to be sensitive to attentional allocation (Kutas 

& Federmeier, 2011). An effect of load on the N400 would suggest that context use is 

at least to some extent effortful, whereas if the N400 reflects effortless prediction, then it 

should not be affected by cognitive load.

In addition, a P300/LPC was expected to be time-locked to sentence-final words and to 

show effects of cognitive load and sentence predictability. The P300/LPC is associated with 

attentional and memory processes and is often observed in tasks that require evaluation 

of a stimulus (for reviews, see Kok, 2001; Polich, 2007; Polich & Kok, 1995; Verleger, 

1997). Both the amplitude and latency of the P300/LPC vary with the attentional resources 

elicited by a perceptual task, such that stimulus evaluations that elicit greater attention 

induce later latency and larger amplitude (Donchin & Coles, 1988; Polich & Kok, 1995). For 

example, adding a memory load increases P300 latency and reduces amplitude (Kok, 1997, 

2001; Verleger, 1997). In addition, the P300/LPC tends to covary with alpha spectral power 

(Intriligator & Polich, 1994; Polich, 2007; Polich & Kok, 1995; Yordanova, Kolev, & Polich, 

2001). Therefore, similar to alpha oscillations, it was expected that P300/LPC amplitude 

would index effects of both cognitive load and sentence predictability on cognitive spare 

capacity, such that amplitude would be larger and latency would be later under high than low 

cognitive load and for unpredictable than predictable sentences.

Finally, with respect to behavioral responses, based on a prior behavioral study with 

a similar design to the current study, it was expected that pre-load digits would be 

recalled more accurately following predictable than unpredictable sentences, consistent with 

downstream benefits of a release of cognitive resources in high-predictability sentences. 
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Based on the same study, it was also expected that behavioral accuracy for the recognition 

of sentence-final words would decrease under high cognitive load, reflecting a syphoning off 

by the digit processing task of attentional resources needed for word recognition (Hunter & 

Pisoni, 2018).

In summary, the current study focused on higher-level cognitive and linguistic demands on 

cognitive spare capacity in a design in which electrophysiological responses were measured 

during a sentence recognition task. Predictable and unpredictable spoken sentences were 

presented in a memory load design, and spectral degradation of the sentences was employed 

to make listening effortful. This task was used to examine how the factors of memory load 

and sentence predictability would modulate electrophysiological and behavioral indices of 

cognitive demand, or, inversely, of reductions in cognitive spare capacity. The main aims 

of the current study were twofold: first, to identify and track the directionality at scalp 

electrodes of electrophysiological indices of cognitive demand, operationalized as cognitive 

(memory) load, in a sentence recognition task, and second, to determine whether and how 

sentence predictability would affect those measures of cognitive demand.

Materials and Methods

Participants

Twenty-two young adults recruited from the Indiana University campus participated in this 

study (12 females, age range 19–26). Data from two participants (1 female) were excluded 

from further analysis due to to an unacceptably low number of EEG trials (< 20 per 

condition) remaining after data preprocessing. All participants were native English speakers 

who reported no history of hearing or speech disorders. Participants all gave informed 

consent and were paid $10 for each hour of participation, in accordance with procedures 

approved by the Institutional Review Board at Indiana University at Bloomington. All 

participants provided their written informed consent for the study

Stimuli

The speech stimuli were a subset of the sentences from the revised version of the Speech 

Perception in Noise (SPIN-R) test (Bilger et al., 1984). The target stimuli for this test are 

the final words of sentences, which are either predictable from the preceding context (e.g., 

“Stir your coffee with a spoon”) or are not easily predicted from the preceding context 

(e.g., “John discussed the spoon.”). For each word there is a predicable and an unpredictable 

sentence version. A total of 148 sentence-final words were selected. A male talker with a 

Midwestern accent recorded predictable and unpredictable sentences for each sentence-final 

word. Stimuli were recorded in a sound-attenuating booth using a free-field microphone. 

Each sentence was spliced into a separate .wav file and normalized to a root-mean-square 

amplitude of 68 dB SPL. Mean sentence duration was 1.70 sec (range = 1.14 – 2.58, SD = 

0.223).

Spectral degradation was accomplished by noiseband vocoding using Tiger CIS (http://

www.tigerspeech.com). Noise vocoding involved an analysis phase, which divides the signal 

into frequency bands and derives the amplitude envelope from each band, and a synthesis 
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phase, which replaces the frequency content of each band with noise that is modulated 

with the appropriate amplitude envelope. Stimuli were bandpass filtered into eight spectral 

channels between 200 and 7000 Hz using Greenwood’s filter function (24 dB/octave slope). 

The temporal envelope of each channel was then derived using a low pass filter with an 

upper cutoff at 160 Hz with a 24 dB/octave slope. In the synthesis phase, the spectral 

information in each channel was replaced with band-pass noise that was modulated by the 

corresponding temporal envelope.

The visual stimuli for the digit pre-load task were strings of either one (low-load) or seven 

(high-load) digits in 36-point font. Digit strings were randomly selected on each trial from 

a set of digit strings. The set contained all possible combinations of the digits 1 through 9 

with a set size of one (low-load) or seven (high-load), with no repetitions and no forward 

consecutive sequences (e.g., “1 2” did not occur in any of the digit sequences, although “1 

3” and “2 1” did occur). On low load trials, the single digit was flanked by zeros (three on 

each side) in order to approximate the visual processing of high load trials.

Procedure

Stimulus presentation and behavioral data collection was accomplished with Eprime 

2.0. Audio signals were presented binaurally through Etymotic ER-3A insert earphones. 

Participants performed the task while continuous EEG was recorded from the scalp. Prior to 

the experimental trials, participants received a pre-practice familiarization with vocoded 

sentences as well as a block of practice trials. In the pre-practice block, ten SPIN-R 

sentences that were degraded to the same number of vocoded channels as the stimuli in 

the experimental block were presented. Following each spoken sentence, its written version 

was displayed on the computer screen for one second and was immediately followed by 

an on-screen response box in which participants were asked to type the final word of each 

sentence. The practice block had the same structure as the experimental block and used a 

set of ten additional SPIN sentences. None of the items for the experimental trials were 

used in the practice or pre-practice. On-screen instructions preceded each block to orient 

participants to the materials and requirements of the upcoming task.

Each trial began with visual presentation of the digit pre-load stimuli on the computer 

screen. The digits were displayed for one second and followed by a blank screen for 

the duration of an inter-stimulus interval (ISI). Following the ISI, the spoken sentence 

was presented. A second ISI followed the offset of the spoken sentence, after which a 

response box appeared on the computer screen to prompt participants to type the final 

word of the sentence. Immediately after the participant entered their response, a second 

response box appeared, in which participants typed the digits. The inter-trial interval (ITI) 

began immediately after the keypress response to the second response box and was jittered 

randomly from values of 1.75, 2.00, and 2.25 seconds in order to prevent alpha phase-

locking to stimulus presentation rate (Woodman, 2010). Similarly, each ISI was jittered 

randomly from values of 1.00, 1.25, and 1.5 seconds.

A total of 148 trials were presented to each participant, consisting of 37 trials for each 

combination of sentence type (predictable or unpredictable) and level of digit load (high- or 

low-load). A set of four counterbalanced lists were used such that across participants, each 

Hunter Page 9

Ear Hear. Author manuscript; available in PMC 2022 January 23.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



word was presented in a predictable and unpredictable sentence, and within each level of 

predictability, each word was presented with both a high and low cognitive load. Order of 

presentation of items within a list was randomized. The experiment lasted on average 1.5 

hours, including EEG cap fitting.

EEG Recording and Preprocessing

Electroencephalogram (EEG) was recorded with a 64-channel Geodesic Sensor Net 

(Electrical Geodesics Inc.) using a high-impedance EGI NetAmps 400 amplifier and EGI 

Netstation software. Data was recorded with a vertex reference at a sampling rate of 1000 

Hz and a band-pass filter of 0.1 to 200 Hz. Electrode impedances were kept below 50 

kOhm as per the manufacturer’s recommended guidelines. Impedances were tested at the 

beginning of the experiment session and then approximately every 15 minutes, allowing any 

high-impedance electrode contacts to be corrected if necessary.

Post-acquisition, all cortical recordings were analyzed using the EEGLAB toolbox (Delorme 

& Makeig, 2004), an analysis toolbox for Matlab, including in-house routines written to run 

in EEGLAB. The data was digitally high-pass filtered 0.1 Hz and low-pass filtered at 100 

Hz. The continuous data was initially segmented into epochs beginning 1 sec before the 

onset of the digit stimuli and extending for 7 sec. This period included the onset and offset 

of the spoken sentences. These epochs were visually inspected to identify bad channels, 

which were removed – the most channels removed for any participant was four, and the 

median removed was zero. Epochs with gross electro-ocular and/or electromyographic 

artifacts (>500 μv) were removed using visual inspection (a mean of 5.24 percent of trials 

were removed (SD = 4.00, range: 0.00 – 12.84). Independent component analysis (ICA) was 

then used to remove remaining eye and muscle movement artifacts (Bell & Sejnowski, 1995; 

Delorme & Makeig, 2004). After pre-processing, data were re-referenced to an average 

mastoids reference. Note that trials with incorrect responses for either the word recognition 

task and the digit recall task, or both, were included in analysis. Given large effects of the 

predictability factor on word recognition and of the load factor on digit recall, excluding 

incorrect trials for either behavioral response would have resulted in a highly unbalanced 

number of trials across conditions, with concomitant effects on signal-to-noise ratio in the 

EEG data (Cohen, 2014), and would also have created fewer trials per condition than the 

cutoff value for participant exclusion (< 20 trials).

Event-related potentials (ERPs).—The data were re-epoched into 1.6 s epochs (0.1 s 

before and 1.5 s after the onset of the sentence-final word) and baseline corrected for 100 

ms before target onset. All ERPs were generated by averaging epochs. The number of trials 

in the averaged ERP was similar across conditions, as follows: predictable, high load M = 

35.35, SD = 1.76, range: 32 – 38; predictable, low load, M = 35.35, SD = 1.93, range: 30 – 

38; unpredictable, high load M = 34.80, SD =1.40, range: 32 – 37; unpredictable, low load, 

M = 34.45, SD = 2.70, range: 27 – 38.

Event-related spectral perturbations (ERSPs).—ERSPs are event-related changes in 

spectral power from baseline across a range of frequencies. Using the EEGLAB function 

newtimef(), time-frequency analysis was conducted with Hanning-windowed sinusoidal 
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wavelets, for which the cycle number linearly increases with frequency, from a minimum 

of 2 cycles for 3 Hz to 13.3 cycles for 100 Hz. The wavelets were 743 ms in length and 

overlapped approximately every 20 ms. To compute the ERSPs, log-transformed spectral 

power in a baseline period of the second half of the ITI (−3 to −2.5 sec relative to 

sentence onset) was subtracted from the log power during the trial, an interval (−2.5 to 

2 sec relative to sentence onset (Makeig, 1993)) that included the following: a portion of 

the ITI (approximately 500 ms, depending on trial-to-trial jitter), digit onset and offset, and 

sentence onset and offset. For statistical analysis, mean ERSPs were then extracted in the 

alpha frequency range (8–13 Hz) for an interval including sentence presentation (0 to 2 sec, 

relative to sentence onset) for each electrode, participant, and condition.

Spectral power.—For epochs time-locked to sentence-final words, it was not feasible 

to subtract power in the baseline period to calculate an ERSP due to the short length of 

single-word epochs and the combined factors of jitter in ISIs and differences across trials in 

the relative timing of sentence-final word onsets and sentence onsets. However, in order to 

provide an index of spectral power time-locked to sentence-final word processing, absolute 

spectral power was examined within short epochs time-locked to sentence-final words. First, 

new 500 ms epochs were created (0 s before and 0.5 s after the onset of the sentence-final 

word). Power across the entire epoch was then calculated in 0.69-Hz frequency bins using 

the EEGlab function spectopo(). For statistical analysis, mean spectral power was then 

extracted across the alpha frequency range (8 to 13 Hz) for each electrode, participant, and 

condition.

Statistical Analyses

Statistical analysis for sentence-final word recognition and digit recall used generalized 

linear mixed-effects models (GLMM) (Jaeger, 2008). All analyses were conducted using 

R open-source statistical software (R Development Core Team, 2013), and analysis 

of behavioral accuracy used the lme4 package for linear mixed-effects models (Bates, 

2005). Electrophysiological data (ERSPs and ERPs) were analyzed with repeated-measures 

ANOVAs including within-subjects factors of cognitive load (low, high), sentence 

predictability (predictable, unpredictable), and scalp region (midline, left, right).

Results

Behavior

Mean accuracy for word and digit responses are shown in Table 1. Accuracy for words and 

digits was analyzed using GLMM with binomial link function using the lme4 package in R. 

Fixed factors were load and predictability. The model included the random effects structure 

that was justified by the data (Baayen, Davidson, & Bates, 2008). For the model of word 

accuracy, this structure included by-subjects and by-item random intercepts and by-subject 

random slopes for predicability. For the model of digit accuracy, this structure included 

by-subjects random intercepts and by-subject random slopes for load.

As shown in Table 1, sentence-final words were identified more accurately in predictable 

than unpredictable sentences (beta = −2.26, SE = 0.15, p < .0001), with a mean 
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context benefit of approximately 25 percent more accurate word recognition in predictable 

sentences. No other effects were significant for word identification accuracy (all z < 1). 

Digits were identified more accurately under low load, that is, on trials for which there 

were fewer digits to remember (beta = 3.14, SE = 0.27, p < .0001). Importantly, digits 

were also identified more accurately on trials in which the spoken sentence was predictable 

(beta = −0.33, SE = 0.11, p < .01). However, in a re-analysis of digit recall that included 

only trials for which the word recognition response was correct, the effect of predictability 

was no longer significant (beta = −0.16, SE = 0.12, p = 0.19). The effect of load remained 

significant (beta = 3.33, SE = 0.30, p < .0001).

ERSPs

The scalp distribution of alpha was strongest at centro-posterior sites, as is typical (Obleser 

& Weisz, 2011; see Supplementary Figure 3). Thus, centro-posterior sites distributed across 

the midline, left, and right lateral regions were chosen for analysis of the ERD (Cz, Pz, 

P0z, Oz, CP3, P3, P03, 01, CP4, P4, P04, O2 (Luu & Ferree, 2005)). Figure 1 shows the 

event-related change in alpha activity within a trial for each condition, averaged across 

electrodes. Event-related desynchronization (ERD) of alpha power began with the onset of 

the visual digits and continued through the presentation of the spoken sentence.

Figure 2 shows the mean alpha ERD during presentation of the spoken sentences. During 

sentence presentation, alpha ERD appears greatest in the condition with the greatest 

hypothesized cognitive demand, that is, low predictability sentences under high cognitive 

load. Similarly, alpha ERD is least evident in the condition with the least hypothesized 

cognitive demand, that is, high predictability sentences under low cognitive load. Statistical 

analysis confirmed that alpha ERD was significantly smaller (less negative) under low load 

compared to high load [F(1,19) = 7.39, MSE = 4.51, p < .02, ges = .043], consistent with 

greater cognitive spare capacity under low cognitive load. Alpha ERD was also significantly 

smaller (less negative) during listening to predictable sentences than unpredictable sentences 

[F(1,19) = 12.81, MSE = 1.68, p < .003, ges = .028], indicating greater cognitive 

spare capacity when sentences were predictable. The interaction between the load and 

predictability factors was not significant [F(1,19) = 3.10, p = .095].

In order to explore the consistency of the main effects of load and predictability on the alpha 

ERSP among individual participants, difference scores for each factor were calculated for 

each participant. As can be seen in the figures of Supplementary Digital Content 1 and 2, 

the difference scores for both main effects were in the expected direction for the majority of 

participants (15 out of 20 for the load factor; 17 out of 20 for the predictability factor).

Spectral Power

Figure 3 shows absolute spectral power in the alpha band during epochs time-locked to the 

onset of sentence-final words. Statistical analysis was consistent with the ERSP analysis 

across presentation of the entire sentence (above), in that alpha power during presentation 

of sentence-final words was reduced under high cognitive load [F(1,19) = 18.29, MSE = 

0.97, p< .001, ges = .005]. That is, during a time window restricted to the processing of the 

sentence-final words, raw alpha power was lower under high load than low load. However, a 
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the effect of predictability was not significant [F(1,19) = 3.42, MSE = 0.44, p = 0.08, ges = 

.0005].

ERPs

Figure 4 shows mean ERPs time-locked to the onset of sentence-final words at fronto-central 

sites (Fz, FCz, Cz, F3, FC3, C3, F4, FC4, C4 (Luu & Ferree, 2005)) and at centro-posterior 

sites (see above for a list of electrodes). At fronto-central sites, a negative potential centered 

at approximately 500 ms (N400) is evident. At centro-posterior sites, a positive potential 

centered at approximately 800–900 ms (P300 or late positive complex (LPC)) is evident. 

Mean amplitude and 50 percent area latency of the N400 and P300/LPC potentials were 

analyzed within time windows and across electrodes determined based on visual inspection 

and the typical time course and scalp distribution of each potential (Luck, 2014). The N400 

time window was set as 400 – 600 ms, as is typical for this potential (Kutas & Federmeier, 

2011). The P300/LPC time window was set as 700 – 1,000 ms as in prior research on spoken 

word recognition (Hunter, 2016; Woodward, Owens, & Thompson, 1990).

The amplitude of the N400 appears to differ across conditions, with unpredictable sentences 

having a greater negative deflection than predictable sentences. The N400 also appears to 

be slightly larger and/or to have an earlier latency under low memory load, particularly 

for low-predictability sentences. For N400 amplitude, there was no statistical support for 

either visual impression (Fs < 2). However, N400 latency was significantly shorter under low 

load than high load (F(1,19) = 11.53, MSE = 286.68, p < .003, ges = .061). A three-way 

interaction of load, predictability, and region (F(1,38) = 3.84, MSE = 56.00, p < .04, ges 

= .008), followed up at each level of predictability, showed that the effect of load on N400 

latency was significant in low-predictability sentences (F(1,19) = 13.98, MSE = 300.47, p < 

.003, ges = .123) but not in high-predictability sentences (F < 1). Among low predictability 

sentences, load interacted with region, and when followed up at each region separately, 

yielded a significant effect of load at left hemisphere (F(1,19) = 17.26, MSE = 208.05, p < 

.001, ges = .326) and midline sites (F(1,19) = 6.03, MSE = 154.88, p < .03, ges = .080) that 

was marginal at right hemisphere sites (F = 4.18, p < .06).

The amplitude of the P300/LPC appears to differ across conditions, with greater amplitude 

under low than high cognitive load, and greater amplitude for predictable than unpredictable 

sentences. These observations were confirmed statistically by main effects of load (F(1,19) 

= 6.10, MSE = 5.41, p < .03, ges = .037) and sentence predictability (F(1,19) = 4.91, MSE 

= 7.69, p < .04, ges = .042) on P300/LPC amplitude. For P300/LPC latency, an interaction 

of predictability with region (F(2,38) = 3.54, MSE = 41.86, p < .04, ges = .003) was 

followed up at each region, yielding a significant effect of predictability at left hemisphere 

sites (F(1,19) = 4.57, MSE = 317.64, p < .05, ges = .045), where latency was shorter for 

high-predictability (M = 851.44, SD = 17.88) than low-predictability (M = 858.41, SD = 

16.07) sentences.

Discussion

The current study examined the impact of cognitive (memory) load and sentence 

predictability on electrophysiological and behavioral indices of cognitive demand in order 
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to track cognitive spare capacity during effortful listening in a sentence recognition task. 

The two main aims were to (a) use a memory load manipulation to identify and track 

the directionality of electrophysiological and behavioral effects of cognitive demand in a 

sentence recognition task, and (b) determine whether the use of sentence predictability 

during speech processing would affect the same measures, and if so to compare the effects 

of load and predictability to infer whether predictable or unpredictable sentences were 

more cognitively demanding. Both cognitive load and sentence predictability impacted alpha 

oscillatory power, confirming that both factors impact an electrophysiological measure of 

cognitive demand during spoken language processing. Both factors also modulated event-

related potentials time-locked to sentence-final words, most notably the P300/LPC response. 

Behavioral responses were also sensitive to cognitive load and sentence predictability.

Alpha oscillations

With respect to oscillatory EEG indices of cognitive spare capacity, the initial aim of the 

current study was to confirm that the cognitive load manipulation would modulate alpha 

oscillatory power measured at scalp electrodes during speech processing in a sentence 

recognition task, and if so, to determine in what direction cognitive load modulated alpha 

power. Alpha power was of particular interest because it has emerged in recent literature as 

a potential index of cognitive spare capacity, having been shown to reflect both cognitive 

load and changes in listening effort as a function of speech signal degradation (Obleser et 

al., 2012). Given that the design used in the current study measured alpha during attentive 

listening to speech in the absence of background noise, it was predicted that a decrease in 

cognitive spare capacity under high cognitive load would be indexed by an ERD of alpha 

power in task-relevant neural areas, rather than an ERS in task-irrelevant areas. Indeed, 

alpha power during sentence processing was desynchronized relative to baseline, and greater 

cognitive load during spoken sentence processing was accompanied by greater alpha ERD. 

The results indicate that alpha measured during attentive listening to degraded speech in the 

absence of background noise reflects task-relevant neural processing, such that a decrease in 

alpha power reflects a decrease in available capacity (Klimesch, 1999).

Notably, the observed ERD in alpha power as a function of cognitive load was a change 

relative to baseline in the opposite direction as the ERS that has been observed when alpha 

is measured during a stimulus-free delay period during which spoken items are held in 

memory (see Obleser et al., 2012). This difference is likely due to the extent to which 

the different task demands engage active processing in task-relevant brain areas versus 

inhibition of processing in task-irrelevant areas. Specifically, holding items in working 

memory during a delay in which no stimuli are presented is a task that requires inhibition of 

task-irrelevant processing to maintain items in memory, and during this task cognitive spare 

capacity appears to be indexed by alpha ERS (Freunberger, Werkle-Bergner, Griesmayr, 

et al., 2011; Jensen, Gelfand, Kounios, et al., 2002; Obleser et al., 2012). In contrast, 

attentive listening to spoken language requires activation of task-relevant neural areas, and 

the observed ERD as a function of cognitive load suggests that during this task changes in 

cognitive spare capacity are reflected by alpha ERD, as in other tasks that require active, 

attentive processing (Edwards et al,. 2009; Klimesch, 1999; Krause et al., 1997; Palva & 

Palva, 2007; Pfurtscheller & Da Silva, 1999). However, even during sentence processing, 
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top-down factors can also trigger functional inhibition. For example, in a recent study in 

which to-be-ignored spoken stimuli were presented in quiet, it was found that the need 

to ignore the speech as task-irrelevant triggered the functional inhibition mechanism of 

alpha, causing listening effort to be indexed by alpha synchronization (Wöstmann, Lim, & 

Obleser, 2017). The current observation of alpha power desynchronization, as opposed to 

synchronization, may also reflect the choice to degrade speech with noise vocoding rather 

than background maskers. In designs that use background noise to degrade speech signals, 

the functional inhibition mechanism of alpha may be triggered by the maskers (Strauß 

et al., 2014). In order to fully develop paradigms for research and clinical measurement 

of alpha oscillations as an index of cognitive spare capacity, further work is needed to 

systematically examine the impacts of top-down cognitive-linguistic and task-relevance 

factors, as well as bottom-up factors such as type and degree of stimulus degradation. An 

ideal task design for an electrophysiological measure of cognitive spare capacity will likely 

be one in which both top-down, cognitive-linguistic and bottom-up, signal-related factors 

modulate electrophysiological indices in the same direction.

The second aim of the current study was to compare the effects of cognitive load and 

sentence predictability, and to infer whether electrophysiological measures indicated a 

decrease or an increase in cognitive spare capacity when sentences were predictable. 

Although it has long been known that speech perception accuracy in adverse listening 

conditions is boosted by sentence predictability, an open question has been whether that 

accuracy boost comes at the cost of using limited cognitive resources, for example via 

active processing of sentence meanings in working memory, or whether instead, predictable 

contexts reduce the effort needed to process spoken sentences. Previous studies have yielded 

mixed results. Recent studies of subjective ratings of listening effort (Holmes et al., 2018), 

objective downstream behavioral measures of cognitive spare capacity (Hunter & Pisoni, 

2018), and physiological pupil size measures (Winn, 2016) have indicated that cognitive 

spare capacity is greater during listening to predictable than unpredictable sentences, 

indicating that predictable contexts increase available cognitive capacity. However, other 

studies have observed correlations of working memory scores with the extent of the 

accuracy boost in the presence of semantic context or semantic cues, such that individuals 

with higher working memory scores benefited more from meaningful sentence context or 

cues (Zekveld et al., 2011, 2013). These results suggest that cognitive capacity is used in 

order to get a context benefit in speech perception (for a review, see Besser et al., 2013).

In the current study, electrophysiology was used to track measures of cognitive demand 

during listening to predictable and unpredictable sentences. It was observed that alpha ERD 

was greater for unpredictable than predictable sentences. To interpret this effect in terms 

of cognitive spare capacity a linking assumption is needed as to whether the effect was 

generated by an alpha ERD that was greater for unpredictable sentences, or instead an ERS 

that was greater for predictable sentences. The former would indicate that unpredictable 

sentences were more cognitive demanding than predictable sentences, and the latter would 

indicate the opposite. There are multiple reasons to infer that the predictability effect in 

the current study is driven by an ERD. First, alpha ERD reflects task-relevant processing 

and sentence contexts were highly relevant to the sentence-final word recognition task, as 

shown by the large behavioral effect of predictability. Also consistent with task-relevant 
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neural processing, the overall spectral power change during the experimental trials was a 

desynchronization relative to baseline (see Figure 1). Further, during sentence processing in 

the same time window, the effect of cognitive load on alpha power was an ERD that was 

greater under high than low cognitive load, such that a larger ERD corresponded to greater 

cognitive load and hence lower cognitive spare capacity (see Figure 2). Finally, converging 

findings from the P300/LPC potential and the behavioral data (see below) indicate reduced 

cognitive demand when sentences were predictable. Thus, it seems reasonable to infer that 

the effect of predictability most likely reflects an alpha ERD that was reduced during 

listening to predictable sentences. As such, the findings indicate that sentence predictability, 

similar to a reduction in memory load, led to a decrease in cognitive demand, and hence 

an increase in cognitive spare capacity, during sentence processing. This suggests that the 

well-known boost in word recognition accuracy for predictable sentences is accompanied by 

a boost in cognitive spare capacity during listening.

Finally, absolute spectral power was used to quantify alpha oscillatory power time-locked 

to sentence-final words, complementary to the ERSP analysis that focused on the sentence 

as a whole. The analysis of absolute alpha power showed a significant reduction under 

high load compared to low load. This confirmed that the effects of cognitive load on 

sentence processing persisted through the final word of the sentence. The main effect of 

predictability on absolute alpha power was not significant, although the pattern of means 

was in the expected direction. That is, the main effect of predictability was significant 

when examined across the full sentence in the ERSP analysis, but was not significant 

when examined as absolute alpha power in a time interval restricted to the sentence-final 

word. These results are consistent with the idea that sentence predictability influences 

cognitive demand throughout a sentence, rather than uniquely during processing of the final, 

most predictable word. Predictable sentences used in the current study generally contained 

semantically-related content words prior to the sentence-final word (e.g., “The girl swept the 

floor with a broom”), whereas unpredictable sentences did not (e.g., “Ruth’s grandmother 

discussed the broom”.) Thus, the sentence stimuli in the current study would have enabled 

an influence of predictability on sentence processing prior to the sentence-final word. This 

is in line with prior evidence that lexical-level predictions build incrementally as evidence 

accumulates during language processing (Berkum, Hagoort, & Brown, 1999; Federmeier, 

2007; Payne, Lee, & Federmeier, 2015).

Event-related potentials

Analysis of event-related potentials focused on the N400 semantic context effect and 

the P300/LPC. With respect to N400 amplitude, an unexpected null result was that this 

potential was not significantly modulated by sentence predictability, although a visible trend 

in the expected direction was noted. Similarly, N400 amplitude was not modulated by 

cognitive load. However, cognitive load did have an effect on the latency of the N400 for 

unpredictable sentences, such that latency was shorter under low than high load. This finding 

suggests that the timing of cascading activation of semantic information during sentence 

processing may be sensitive to cognitive resource availability. This would be consistent 

with prior studies in which a processing load or dual-task was used to manipulate cognitive 
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resource availability during word processing (Hohlfeld, Mierke, & Sommer, 2004; Hohlfeld, 

Sangals, & Sommer, 2004; D’Arcy, Connolly, & Hawco, 2005).

With respect to the P300/LPC potential, given the well-established sensitivity of this 

potential to attention and working memory resources (cf. Polich & Kok, 1995), it was 

expected that the P300/LPC amplitude would index effects of both cognitive load and 

sentence predictability on cognitive spare capacity during processing of sentence-final 

words. Indeed, P300/LPC amplitude was reduced under high cognitive load and was also 

reduced for unpredictable sentences compared to predictable sentences. It is unlikely that 

either effect could be attributed to overlapping effects in the N400 time window, given the 

difference in scalp topography of the two potentials, the late time window of the P300/LPC 

(700 – 1,000 ms), and the absence of significant effects of either load or predictability on 

amplitude during the N400 time window. Thus, the modulation of P300/LPC amplitude 

by both cognitive load and predictability indicates that attentional resource availability was 

reduced during processing of the final word of spoken sentences both under cognitive 

load and when sentences were not predictable. In line with the observed alpha oscillatory 

dynamics, these findings with respect to the P300/LPC support the conclusion that predictive 

context increases ease of listening in adverse listening conditions.

Behavioral responses

In addition to basic findings that words would be recognized more accurately in predictable 

than unpredictable sentences, and that a single digit would be recalled more accurately 

than several digits, it was predicted that pre-load digits would be recalled more accurately 

following predictable than unpredictable sentences, consistent with a downstream benefit 

of release of cognitive resources due to sentence context. As predicted, the behavioral 

data indicated that digits were more accurately remembered on trials in which the spoken 

sentence was predictable, replicating a finding of Hunter & Pisoni (2018). However, it was 

also observed that when trials with incorrect responses on the sentence-recognition task were 

excluded from analysis of digit recall, the effect of predictability on digit recall was no 

longer significant. A possible explanation for these results is that it was not unpredictable 

sentences but rather the failure to report the sentence-final word that disrupted digit recall. 

On the other hand, removing trials on which sentence-final words were not recognized 

arguably removes from analysis the most difficult trials, for which the most effort would 

have been needed, and this could also account for the null result once these trials were 

removed.

Also based on the prior study, it was expected that behavioral accuracy for the recognition 

of sentence-final words would decrease under high cognitive load, reflecting a syphoning off 

by the digit processing task of attentional resources needed for word recognition. However, 

no effect of cognitive load on word recognition accuracy was observed in the current study. 

The reason for this discrepancy between the studies is not clear, although it is worth noting 

that in the previous study the modulation of word recognition accuracy at the level of 

vocoding that matches that of the current study (i.e., eight spectral channels) was rather 

small, approximately a three percent difference across high and low load conditions. Also, 
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given that words were always reported prior to digits in the current study, listeners may have 

prioritized the word recognition task.

Indices of Cognitive Spare Capacity in a Sentence Recognition Task

Adverse listening conditions, such as background noise or having a hearing loss or cochlear 

implant, make listening effortful. Standard clinical measures of speech recognition accuracy 

do not capture the effort needed to reach any given level of performance, and thus fail 

to index an important impact of hearing loss on quality of life and the ability to function 

in everyday listening situations. Multiple measures of listening effort and cognitive spare 

capacity, including subjective, objective behavioral, and objective physiological measures, 

are currently being developed across multiple laboratories to assess the cognitive demands 

of listening. For the purpose of assessing the ability to function in complex, everyday 

listening environments, the most useful measures of the cognitive demand of listening may 

be those that encompass not only bottom-up demands due to adverse listening conditions but 

also cognitive and linguistic demands intrinsic to spoken language understanding, such as 

memory and semantic processing demands.

To this end, the current study examined electrophysiological and behavioral indices of 

external cognitive and linguistic demand during a sentence recognition task in which spoken 

sentences were degraded in order to induce listening effort. It was observed that alpha 

oscillations, the P300/LPC ERP, and behavioral responses in the secondary digit memory 

task (unless incorrect trials in the sentence recognition task were removed) were all sensitive 

to cognitive (memory) load and to semantic processing demands (sentence predictability). 

Alpha oscillations and the P300/LPC are both closely associated with cognitive resource 

allocation and are related measures that are known to covary (Intriligator & Polich, 1994; 

Kok, 1997; Polich, 2007; Polich & Kok, 1995; Yordanova et al., 2001). For these reasons, 

the strongest hypotheses of the current study for the electrophysiological measures were that 

alpha and the P300/LPC would reflect cognitive load and sentence predictability, and these 

hypotheses were confirmed.

In contrast, the N400 is not closely associated with cognitive resource allocation. Although 

the N400 can be modulated by attentional allocation (Deacon & Shelley-Tremblay, 2000), 

it is also elicited when attention to meaning is minimized (Holcomb, 1988). Insofar as the 

N400 does reflect the allocation of attention, it may do only insofar as attention heightens 

the processing of information relevant to meaning (Kutas & Federmeier, 2011). In the 

current study, N400 amplitude was not modulated by either predictability or load. However, 

given that absence of a statistically significant effect of predictability on N400 amplitude 

represents a failure to obtain the well-known N400 context effect, the absence of load 

effects may reflect a lack of power in the current study. It was found that N400 latency was 

sensitive to load such that latency for sentence-final words of unpredictable sentences was 

shorter under low load than high load. This appears to reflect sensitivity to cognitive load in 

the expected direction, that is, such that the less cognitively demanding condition exhibited a 

facilitated N400 latency.

The N400 effect that was obtained did not have the same pattern as the alpha and P300/LPC 

effects, wherein both load and predictability had significant main effects. However, even 
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if the N400 were to follow the same pattern of modulation by these factors as alpha and 

the P300/LPC, this would not necessarily indicate that these electrophysiological measures 

reflect the same underlying components of cognitive demand. As noted above, the N400 

may reflect attentional demand only insofar as attention has a downstream influence on the 

processing of information that feeds into the N400 processing stage (Kutas & Federmeier, 

2011). In contrast, alpha oscillations and the P300/LPC appear to be more direct indices of 

cognitive demand as it is allocated in real time (Klimesch, 2012; Polich, 2007).

A related question is whether any of the electrophysiological effects reflect the same 

underlying processes as the behavioral measures. As opposed to electrophysiological 

measures which were measured during processing of the spoken sentences, behavioral 

responses are known to reflect the sum total of neurocognitive operations leading up to a 

response, which may include post-perceptual guessing or other response strategies (Balota 

& Chumbley, 1984; Ratcliff, McKoon, & Verwoerd, 1989). In addition, extensive prior 

research has dissociated P300 amplitude and latency from response-related processing (see 

Kok, 2001). In short, behavioral measures are unlikely to reflect exactly the same underlying 

processes as the electrophysiological measures. Nevertheless, there was broad agreement 

across the behavioral, event-related potential, and alpha oscillatory data on the basic finding 

that cognitive demand was reduced under low cognitive load and for sentences that were 

predictable.

Future work could systematically assess the sensitivity of electrophysiological and 

behavioral measures to cognitive-linguistic demand across a variety of listening conditions 

in order to understand the potential for the various measures to capture the combined 

influence of bottom-up processing demands posed by degraded speech signals and higher-

level cognitive and linguistic demands during spoken sentence recognition. Ultimately, the 

development of tools to track overall level of cognitive demand during spoken language 

listening in ecologically valid conditions could improve prediction of the capacity of 

listeners to cope in everyday, adverse listening environments.

Predictable Sentences and Cognitive Spare Capacity

It has long been recognized that people with hearing loss are able to recognize spoken 

words that are embedded in predictable contexts more accurately than words in isolation or 

in unpredictable contexts (Kalikow et al., 1977; Bilger et al., 1984). The current findings 

indicate that sentence predictability also influences listening effort. Sentence predictability 

modulated alpha oscillations, the P300/LPC, and behavioral responses, such that each 

measure indicated that cognitive spare capacity was greater when sentence were predictable. 

These results indicate that listening effort is reduced by predictable sentence contexts. 

However, it should be noted that word recognition accuracy was also affected by sentence 

predictability. Given that word recognition accuracy was not equivalent for predictable 

and unpredictable sentences and that analysis of electrophysiological data included trials 

with both correct and incorrect sentence recognition responses, the current study has not 

shown that cognitive spare capacity increased in predictable sentences independently of 

word recognition accuracy. Further, when trials with incorrect responses on the sentence-
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recognition task were excluded from the analysis of digit recall, the effect of predictability 

on digit recall accuracy was no longer significant.

Importantly, unlike prior studies that relied on behavioral measures alone, the 

electrophysiological measures used in the current study tracked cognitive spare capacity 

during speech processing with high temporal precision. Results indicate that when the 

cognitive demands of listening are measured with brain electrophysiology, predictable 

contexts can be shown to support ease of listening. Interestingly, in a recent pupillometry 

study, a similar result was found, in that reduced cognitive demand during and after listening 

to predictable sentences was observed in young listeners with normal hearing for sentences 

presented in quiet. However, in that study when stimuli were noise-vocoded as in the current 

study, pupil size differences were not observed until after sentence offset (Winn, 2016). It 

may be that the electrophysiological measures used in the current study are more sensitive 

than pupillometry to real-time changes in cognitive demand when listeners needed to cope 

with both top-down linguistic demands and bottom-up demands from stimulus degradation. 

To date, little is known of the relative sensitivity of pupillometry and electrophysiological 

measures of cognitive demand during listening (although see McMahon et al., 2016; Miles 

et al., 2017). Finally, a clinical implication of the present findings is that predictable 

sentence contexts could prove useful for improving ease of listening for patients with 

hearing loss.

Limitations

In the current study, accuracy in the primary speech recognition task varied across 

conditions, specifically across predictable and unpredictable sentences. Thus, from the 

current results it cannot be determined whether the increase in cognitive spare capacity 

during listening to predictable as compared to unpredictable sentences that was indicated 

by the electrophysiological measures is a function of sentence predictability per se, or 

rather the covarying influence of intelligibility, or a combination of both. In many prior 

studies examining listening effort as a function of speech degradation, intelligibility has 

also covaried with speech degradation (Dimitrijevic et al., 2017; e.g., McMahon et al., 

2016; Obleser & Kotz, 2011; Obleser & Weisz, 2011; Obleser, Wöstmann, Hellbernd et 

al., 2012). However, unlike these prior studies, speech intelligibility in the current study 

was not a function of signal intelligibility, given that sentences were presented at the same 

level of degradation. That is, acoustic-phonetically, all conditions were equally intelligible. 

Moreover, because sentence-final words were counterbalanced across predictable and 

unpredictable conditions, intelligibility was also not a function of lexical characteristics 

such as word frequency or neighborhood density (Luce & Pisoni, 1998). In other words, 

intelligibility was a function of sentence predictability. Given the substantial top-down, 

linguistic influence of sentence predictability on word intelligibility, it is not possible to 

equate intelligibility without introducing additional confounds either by removing incorrect 

trials from analysis (introducing a confound of very different numbers of trials across 

conditions) or by presenting predictable and unpredictable sentences at different signal-to-

noise ratios (introducing a confound of acoustic-phonetic intelligibility across predictability 

conditions).
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A related point is that the current study has provided evidence that both cognitive load 

and sentence predictability impact cognitive spare capacity during listening to spoken 

sentences. However, the cognitive demand assessed in this study may have been created by 

a variety of underlying processes, including but not limited to attentional allocation, arousal, 

perceptual or response uncertainty, lexical access and selection, and contextual integration. 

It is generally agreed that the construct of LE is imprecisely defined and that the various 

measures of LE in the current literature may index differing underlying cognitive processes 

(see McGarrigle et al., 2014; Ohlenforst et al., 2017; Pichora-Fuller et al., 2016 for reviews 

on this issue). Given that cognitive spare capacity during listening to speech is defined as 

those central, fluid cognitive resources that are not currently allocated to effortful listening 

(see Rudner, 2016), it was not the aim of the current study to delineate the cognitive 

processes underlying cognitive spare capacity at a mechanistic level. Further, no attempt 

was made to localize the underlying neural generators of the electrophysiological effects. 

Particularly given that the underlying sources were not localized, it is likely that multiple 

cortical generators contributed to the alpha ERD observed at scalp electrodes as a function 

of cognitive load and sentence predictability, Also, some of the contributing sources may 

have been modulated in amplitude in the opposite direction as the effect measured at the 

scalp (i.e. an ERS, presumably from task-irrelevant areas). If so, these contributions were 

not observable from the scalp measures due to combination with the task-relevant sources 

that were evidently more numerous, located closer to the scalp, or modulated more strongly 

as a function of the independent variables. Finally, as discussed above, the alpha oscillatory 

power, P300/LPC, N400, and behavioral measures used in the current study may reflect 

somewhat differing underlying sources of cognitive demand.

Finally, the young adults in the current study likely varied to some degree in working 

memory capacity, oral language skills, and hearing loss. Neither working memory nor oral 

language skills were assessed independently of the experiment itself. Also, audiological 

testing was not done to confirm that young adults in the current study indeed had 

normal hearing as they reported. Although young adult college students are a relatively 

homogeneous group in these areas, nevertheless individual differences certainly exist in 

this population. There was no attempt made in the current study to measure or statistically 

account for such individual differences.

Conclusions

The current study used electrophysiology to track the cognitive demand of listening to 

spoken language in adverse listening conditions. Specifically, electrophysiological and 

behavioral measures of cognitive spare capacity were examined as a function of cognitive 

(memory) load and sentence predictability in a sentence recognition task in which sentences 

were spectrally degraded. Modulations of the amplitude of EEG alpha oscillations during 

listening to spoken sentences as well as the P300/LPC time-locked to sentence-final 

words both indicated greater cognitive spare capacity under low cognitive load and 

during listening to predictable sentences. Together with downstream behavioral effects 

of sentence predictability on digit recall, these findings from the electrophysiological 

tracking of cognitive spare capacity during listening indicate that predictable sentences 

increase cognitive spare capacity. Results highlight the potential of highly temporally 
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precise electrophysiological measures to capture top-down cognitive and linguistic demands 

intrinsic to spoken language processing in everyday environments. The current results also 

indicate that predictable linguistic contexts support ease of listening in adverse listening 

conditions.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
ERSP response during a trial

Note. Shown is the mean ERSP response across a trial for each level of predictability and 

memory load. Time range shown on the x-axis is 2.5 sec before and 2 sec after sentence 

onset. Sentence onset is marked as time zero. Arrow marks approximate onset of visual 

digits, which appeared approximately 2 sec before sentence onset and remained for 1 sec, 

followed by an ISI of approximately 1 sec (see text for details). The mean ERSP is collapsed 

across participants, regions, and electrodes. Pred, predictable; Unpred, unpredictable.
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Figure 2. 
Alpha ERSP during sentence processing

Note. Mean alpha ERSP during spoken sentence presentation (0 – 2 sec following sentence 

onset). Shown is mean ERSP in the alpha band collapsed across participant, region, and 

electrode. Error bars show +/− 1 SE, where SE is scaled to represent within-subjects 

variance for the repeated-measures design (Cousineau, 2005). Pred, predictable; Unpred, 

unpredictable.
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Figure 3. 
Absolute alpha spectral power during sentence processing

Note. Mean absolute alpha power time-locked to sentence-final words (0 – 0.5 sec following 

word onset). Shown is mean power in the alpha band collapsed across participant, region, 

and electrode. Error bars show +/− 1 SE, where SE is scaled to represent within-subjects 

variance for the repeated-measures design (Cousineau, 2005). Pred, predictable; Unpred, 

unpredictable.
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Figure 4. 
ERP response to sentence-final words

Note. Mean ERP to sentence-final words averaged across participant, region, and electrode. 

Left, N400 averaged across frontocentral sites; right, P300/LPC averaged across posterior 

sites.
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Table 1.

Behavioral accuracy for words and digits.

Predictable Unpredictable

High Load Low Load High Load Low Load

Words 97.46 (.01) 98.14 (.01) 75.67 (.02) 74.89 (.02)

Digits 37.59 (.05) 91.26 (.02) 34.26 (.04) 86.81 (.02)

Note. Shown is accuracy with standard error in parentheses for sentence-final words and pre-load digits at each level of sentence predictability and 
memory load.
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