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Abstract

Trust in artificial intelligence (AI) by society and the development of trustworthy AI systems and 

ecosystems are critical for the progress and implementation of AI technology in medicine. With 

the growing use of AI in a variety of medical and imaging applications, it is more vital than 

ever to make these systems dependable and trustworthy. Fourteen core principles are considered 

in this article aiming to move the needle more closely to systems that are accurate, resilient, fair, 

explainable, safe, and transparent: toward trustworthy AI.
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Introduction

The question is no longer whether artificial intelligence (AI) will impact the future of 

medicine but instead “by whom, how, where, and when this beneficial or harmful impact 

will be felt.” 1 The rate of development of new and enhanced AI-based technologies is 

accelerating and permeating every industry. AI has enormous potential to improve human 

life and the environment around us; however, we must tread carefully ahead in order to 

realize the opportunities it provides and avoid potential pitfalls.

Acknowledgment of the current and future benefits of AI systems in health care safety, 

quality, 2 equity, and access 3 is the first step toward developing clear plans to harness its 

potential. In medical imaging, AI has aided and will be aiding physicians in evaluation of 

disease progression, prediction, and/or assessment of treatment effectiveness, and tracking 

disease patterns over time as discussed by Hasani and colleagues in “ Artificial Intelligence 

in Lymphoma PET Imaging: A Scoping Review (Current Trends and Future Directions),” 

in this issue. AI also plays an important role in improving the effectiveness of imaging 

workflow and efficiency of time-consuming tasks such as segmentation. 4, 5, 6 Yousefirizi 

and colleagues evaluated the role of AI in segmentation in oncological PET imaging. 7

At the same time, AI can pose certain risks and a slew of unexpected ethical, 8 legal, 9 and 

societal 10 challenges that, if not addressed properly, may substantially limit its value. We 

are becoming increasingly aware that AI systems might be fragile. 11 Graffiti on a stop sign 

may trick a machine learning (ML)-based classification system into not identifying a stop 

sign. 12 Additional noise in an picture of a benign skin lesion tricks an AI classification 

system into identifying the lesion as cancerous. 13 A small section of an image of a cat 

has been classified as guacamole with 100% confidence by a Google AI-based image 

recognition algorithm. 14

So, how can we deliver on the promise of AI’s advantages while also dealing with 

circumstances that have life-or-death repercussions for individuals in medical settings? How 

can we develop “reliable AI”?

AI progression has been hindered due to limitations in computer performance the 

complicated nature of AI research including exaggerated claims, confusion, and issues 

of public trust. This necessitates tight collaboration among scientists at various phases 

of translational research. 15, 16 One topic that continues to be controversial is the 

trustworthiness of AI. Trust is an important element in the implementation of AI medical 

devices (AIMDs) into routine practice. One measure of a tool’s “trustworthiness” is the 

desire of physicians and patients to rely on it in a dangerous scenario. 17

The aviation sector has served as a paragon for safety of its passengers and often inspires 

efforts to improve patient safety and reduction of medical errors. 18 The recent tragic losses 

of two Boeing 737 MAX aircraft can teach us lessons on AI systems and how they may be 

improved as deployed in medical imaging. 19 Such performance failures highlighted the fact 

that an AI system’s output is only as good as its inputs, and therefore the correctness of AI 

input data is as crucial as the AI’s ability to interpret those inputs. The quality assurance and 
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control mechanisms must encompass single or a few isolated algorithms as well as the entire 

system. 20

There are presently more than 70 frameworks and lists of AI ethical principles. 21, 22 The 

abundance of such guidelines creates inconsistency and confusion among stakeholders over 

the most acceptable document. 23 Although the trustworthiness of AI can be an element of 

ethical principles, not everything related to trustworthiness is a matter of ethics. Specifically, 

some of the concerns surrounding trustworthiness that are more practical components of 

clinical practice implementation cannot be addressed in ethical standards and frameworks.

Thus, in this article, we highlight the importance of addressing trustworthiness in the era of 

medical AI devices, and we suggest a set of essential, but not exhaustive, requirements for 

an AI system to be considered trustworthy.

Trust and trustworthiness from the theoretic standpoint

Human interaction is predicated on trust. The entire fabric of our daily lives, of our social 

order, is based on trust, 24 (p443) and lack of it would paralyze societies and individuals by 

inaction. Humans are wired with an innate need to trust and to be trusted by those with 

whom they engage. 25 When trust is misplaced or abused, the trustor may incur significant 

costs 26; hence, trusting entails taking a chance and a willingness to be vulnerable. 27, 28 In 

medicine, patients put trust in their physicians and health care providers when the cost may 

be the difference between life, death, or disability.

Trust is an attitude we have toward people devices, or systems (ie, an AI-based medical 

software or device) that we believe are trustworthy. Trustworthiness on the other hand is a 

characteristic, not an attitude. This dichotomy refers to the notion that someone trustworthy 

may or may not be trusted, and that someone who is trusting may trust someone who is 

not trustworthy. Trust and trustworthiness are thus distinct notions. In an ideal world, what 

we trust will also be trustworthy, and those trustworthy will be trusted. To trust someone or 

something means to (1) be vulnerable to what the trustee does to the extent that interests 

are entangled with the trustee’s performance; (2) rely on the individual or technology to be 

competent to accomplish the intended goal; and (3) rely on them to be willing to perform the 

intended task. 17

Following Annette Baier, 29 a widely shared assumption among philosophers is that to trust 

someone or something is to rely on them to deliver what was expected. 17, 30 However, trust 

is not mere reliance, as a violation of that trust leads to a sense of betrayal rather than mere 

disappointment. 31 By trusting, we run the danger of losing precious things we entrust to 

others, in this case, our health. 17 Karen Jones 32 proposes a different perspective on trust, 

arguing that there is an emotional component to trust, which means that the attitude central 

to trust is not simply belief, but also a perceived optimism toward the proposition that the 

trustee would do what they are trusted to do for the right reasons.

So, why do we need trust in society and health care when formal constructs, such as 

contracts, instructions, and standard operating procedures, are available? These devices and 

contracts have limitations and are insufficient considering the complex and ever-changing 
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needs of the world, societies, and, on a smaller scale, health care systems. As suggested 

by the findings of Giddens, 33 the need for trustworthiness does not arise from a lack of 

driving force but rather a lack of complete information. In addition, a fundamental core of 

contracts between parties is the element of trust in the counterparties and those engines of 

enforcement (ie, Food and Drug Administration [FDA], health systems). According to Adam 

Smith’s theory of moral sentiments, people are linked by strong relationships of sympathy, 

empathy, and trust, and it is on top of this bond that markets and systems within a society 

may exist. 34

To address the issue of trust, we must deal with two elements of uncertainty and 

vulnerability. We can either deal with uncertainty by acquiring more information or by 

managing the vulnerabilities, which means finding ways to mitigate harm and future actions 

of the trustee (in this case AI).

Importance of trustworthiness in artificial intelligence–enabled medicine: 

dissemination and implementation science

Trust has been at the heart of the patient-caregiver relationship from humankind’s earliest 

forays into health care, when shamans, priests, and medicine practitioners ministered to 

the sick. People choose to put themselves in the hands of others in their most vulnerable 

moments, trusting, or at least believing, that they would benefit and be relieved.

Although there is now improved regulation surrounding many medical claims, patient’s trust 

is equally needed in today’s scientific and technological environment. The rapid progress in 

medicine over the past 50 years, especially the exponential increases in the past 25 years, 

opened possibilities that could not have been conceived a few generations earlier.

AI is advancing at a tremendous speed, with new avenues for its routine application in 

preclinical, clinical, and administrative health care, as well as promising evidence of its 

benefits to existing practice. However, these systems are complicated and opaque. Judging 

and interpreting their outcomes as fair and trustworthy is challenging, and they have shown 

to be vulnerable to major errors. For example, “heatmaps” corresponding to components 

of an image that are most important in the decision-making process of an algorithm have 

demonstrated that AI frequently pays attention to parts of an image that are irrelevant or 

might be called out as “cheating” by a human (eg, learning the hospital marker and using 

that knowledge to “predict” pneumonia or using the presence of chest drains to “diagnose” 

pneumothorax). These kinds of incidents may well be harmful not only to the adoption of AI 

in medical care, but also to general patient trust in medicine and the technology used within 

this field.

There are several levels of trust depending on the degree of automation and the risk 

associated with the work performed. With increased automation and risk involved with 

the task, a higher level of trust is required. Trusting an algorithm to segment the kidney 

as a preliminary task for evaluation by a radiologist falls on one end of this spectrum, 

whereas trusting the algorithm to identify cancer and initiate chemotherapy falls on the 

other. Therefore, AI-based medical imaging systems can be classified into 5 categories 
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based on their degree of automation, similar to the categorization set forth by Society of 

Automation Engineers (SAE) for automation of vehicles. 35, 36 This 6-layered trust model 

offers a novel perspective through which the heterogeneity of trust in AIMDs can be realized 

( Table 1 ).

Furthermore, the distinction between high-risk and low-risk computer-aided device (CAD) 

is reflected in the law. The FDA distinguishes between two types of CAD used in medical 

imaging: computer-aided detection (CADe) and computer-aided diagnosis (CADx). 37 The 

agency distinguishes between CADe, which is designed to simply highlight regions of 

interest, and CADx, which shows the likelihood of the disease’s presence or specifies a 

disease type. 38 Because CADx presents a greater risk it may be regulated more stringently. 

Therefore, CADs should adhere to the regulatory and trust standards that are developed 

based on their category and the risks associated with their task.

There are limited recognized standards or methods to manage and test medical AI systems. 
39 It has also been documented that these systems can operate unjustly, resulting in 

dangerous consequences. Unprepared and inequitable AI adoption and general application in 

medical services, on the other hand, may bring new obstacles, potentially triggering a chain 

of skepticism, distrust, criticism, budget reduction, and, ultimately, the third winter of AI. 

Therefore, appropriate implementation and dissemination of AI in health care necessitate 

trustworthy applications.

Trust is a challenging subject that has inspired several academic arguments in recent years. 

The conceptualization of what makes AI trustworthy, as of today, remains ambiguous and 

highly debated in research and practice. 40 To address this need, frameworks and guidelines 

for ethical AI, 10, 41 beneficial AI, 42 and trustworthy AI (TAI) 39, 40, 43 have been set forth 

to advance AI while minimizing the potential risks associated with it.

The technology sector has been a leader in seeking the implementation of TAI. Microsoft 

emphasized the significance of trustworthy software in its January 2002 “Trustworthy 

Computing” message to personnel, users, shareholders, and the rest of the information 

technology sector. 44 According to an internal Microsoft white paper, security, privacy, 

dependability, and commercial integrity are the four pillars around which trust is founded. 44

Others have proposed using the Formal Methods approach of computer science for achieving 

TAI. 45, 46 In this approach, TAI requires a shift away from conventional computer systems’ 

deterministic approach and toward a more probabilistic nature. 47 To create end-user trust, 

this method uses data science and formal verification in which properties are established 

over a wide domain for all inputs or behaviors of a particular distributed or concurrent 

system. 46 On the other hand, the verification mechanism discovers a counterexample, such 

as an input value for which the program delivers an inaccurate outcome that does not meet 

the necessary characteristic. This process can provide useful insights for further improving 

the system. Formal verification provides the advantage of obviating the requirement to test 

each input value or action one by one, which may be a challenging task for vast (or infinite) 

state spaces. Similar methods for the development of AIMDs are necessary.
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Key requirements to promote trustworthy artificial intelligence systems

When we discuss the topic of the trustworthiness of AI in medicine, it is entirely from the 

perspective of the patient. For AI to be trustworthy, it needs to be implemented through 

generalized trust and relational trust. Generalized trustworthiness will encourage the patient 

to consent to or seek AI-augmented medical care while a relational trust will be developed 

over time and enables maintenance of trustworthiness after the patient’s initial encounter 

with an AIMD.

Several components can promote the trustworthiness of the AIMD and all processes and 

individuals who are a part of the AI Ecosystem. In what follows, we list 14 core principles 

and requirements toward TAI; these are listed in Fig. 1 and elaborated in the following 

sections.

Transparency

Transparency promotes informed decision making and is a key component in building 

trustworthy AI systems. As a result, “black box” AI systems that do not place a strong focus 

on various indicators of transparency (data use transparency, clear disclosures, traceability, 

auditability, and understandability) should be avoided in clinical settings as much as 

possible.

Conceptually there are 2 types of opacity in medical AI systems that can influence 

trustworthiness: (1) lack of transparency, and (2) epistemic opacity, 48 which we describe 

next.

Data transparency indicates that data subjects are aware of how their health records are 

used for AI system profiling and decision-making processes. In this regard, AIMD’s public 

confidence and integrity may be jeopardized. Although transparency is essential, one major 

concern for developers is the risk of harmful usage or patient privacy violations. 49 Vendors 

should provide the characteristics of the training and testing data used for validation, as well 

as how an AI system’s influence is verified for the labeled claim (purpose, criteria, and 

limits).

When using a decision support system, a clear distinction must be made on what is conveyed 

by the AI and the information communicated by the clinician. AI systems should have 

mechanisms for recording and identifying whether data, AI models, or rules were utilized 

to generate certain AI outcomes (auditability and traceability). To provide a mechanism 

to assess and challenge AI system outputs, the influence of the input on the output must 

be reported in such a manner that medical professionals and patients can understand the 

relationship.

Epistemic opacity refers to the inability of developers or users (health care providers) to 

understand how an AI system arrives at a certain outcome. Autonomous systems engage 

in actions that are difficult to comprehend or predict from users’ perspectives, although 

there is a plethora of tools to probe the algorithm. For instance, Zeiler and Fergus 50 

created a visualization approach that provides insight into the function of intermediate 
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feature layers and classifier operations in a convolutional network model. Yet, reducing 

epistemic opacity and understanding internal rules used in the decision-making processes of 

evolving AI systems continues to be a challenge. This aspect of AI’s black box nature can 

complicate quality assurance and interpretability or restrict clinician and patient input in the 

decision-making process. 51

Explainability

The issue of explanatory opacity refers to the inability to understand and elucidate how and 

why the system made a particular decision. 48 This differs from epistemic opacity because 

not only do users need to comprehend technical aspects of decision making, but they should 

also be able to explain them in plain terms. 10 But does one need a deep grasp of data 

science, physics, statistics, and epidemiology to understand and describe the residual bias 

and confounding that may exist in AIMDs? At the very least, there must be enough training 

materials and disclaimers for health care workers on how to use the system properly.

Amann and colleagues 52 conducted an ethics-based assessment utilizing the Principles of 

Biomedical Ethics (beneficence, no-maleficence, autonomy, and justice) to establish the 

necessity for explainability in AI systems used in healthcare. Reportedly, to maximize 

the well-being of patients (beneficence) and prevent harm (nonmaleficence) as well as 

trustworthiness, physicians should generally understand and be able to explain the AI 

decision-making processes. The issue of explainability may not be equally important in 

different industries; the stakes are far greater in the health care industry, as explainability 

allows physicians to assess a system’s suggestions based on their clinical judgment and 

expertise. Thus, an explainable system would empower physicians and patients, promoting 

autonomy, trust, and informed decision-making. Otherwise, parties or physicians may not 

fully trust the AIMD suggestions and outcomes, especially when their own opinion is 

different from that of AI. 52

Transparent mechanisms of risk management and accountability should be in place in case 

of any adverse events. According to the principles of safety-critical systems, vendors and 

physicians should be accountable for their claims and the extent that AIMD is involved in 

patient care. For an AI system to be just, clinicians and operators need to be able to explain 

and understand the system, as they are ultimately accountable and therefore responsible for 

addressing if an AI system is for some reason unjust or biased. 53

Clinicians around the world representing diagnostic radiology and nuclear medicine must 

advise the scientific community and industry to commit to moving toward “explainable AI” 

as much as possible. Necessary resources should be allocated to prioritize this aim as a 

component of AIMD products. 54, 55, 56, 57 One strategy to achieve this is by creating a 

second AI system that tries to explain and analyze what the first AIMD decision was based 

on. This AI may not be able to explain how the AIMD came to the decision, but it can show 

what factors were weighed. Overall, a concerted research effort is needed in the frontier of 

explainable AI for medical applications.
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Technical Robustness

Readily available data can be used to train and test the model, whereas unseen data are data 

that the model must (or is expected to) operate on without having previous encounters with 

it. The primary aim of a model is to be capable of function and analyzing novel inputs, often 

with some level of certainty, based on the data it was trained and tested on.

A key aspects of AI systems’ robustness is their ability to reproduce the claimed 

performance accurately and reliably with a certain degree of confidence reported to the 

user (ie, the physician). Additionally, the system must be generalizable to the claimed user 

population. These aspects of AI’s technical robustness must be regularly monitored through 

various standardized quality control measures.

Safety and Security

AI-based medical devices and systems in health care must incorporate strategies to minimize 

any potential harm due security breaches according to the principles of safety-critical 

systems. 58, 59 As such, AIMDs must comply with all existing cybersecurity requirements, 

and their inherent vulnerabilities, such as model evasion or data poisoning, should be 

thoroughly evaluated prior to clinical deployment. Health systems and vendors must be 

transparent regarding the measures taken to mitigate and resolve potential AI vulnerabilities. 
60

Predetermined Change Control Plan

Machine learning systems can be highly iterative and adaptive which may result in 

product performance improvement or changes over time. AI developers and vendors should 

anticipate such alterations and create appropriate change control plans accordingly (ie, 

developing secondary AI-based control system to monitors and reports the changes of 

the original AI system). Strategies for controlling performance quality and assessing the 

robustness and safety of the updated AI system should be clearly anticipated and protocoled. 

Recommendations for retraining systems, performance evaluation, and procedure updates 

should be included in a well-documented algorithm change protocol. Such measures will 

enhance quality control and enable organizational and regulatory oversight. 61

Diversity, Bias-Awareness, Nondiscrimination, and Fairness

Although AI has many benefits for humanity, one of the most serious issues arising from 

its increased usage is its potential to entrench and perpetuate prejudice and discrimination. 
62 The performance of AI medical devices can be impacted if the input training or testing 

data is flawed (ie, incomplete or skewed data) or if the performance monitoring methods 

are suboptimal. 13, 63 These factors may result in AI-enabled biases, subsequent prejudices, 

and unintentional discrimination against a group of patients. As a result, in accordance 

with the Universal Design Principles, any potential bias that could lead to prejudice should 

be carefully addressed and eradicated from AI systems during the conceptualization and 

deployment stages. 64
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Socially created biases are common in current AI-based systems in health care. 53 Another 

form of bias, in addition to bias in training input data, is an overemphasis of particular 

features (ie, skin color or locality) by AI model developers.

Developers must openly document any efforts made to minimize, and thereby quantify, 

unfair effects in their models. Second, regulated firms must develop specific, good faith 

justifications for the models they eventually embrace. 65 AI system performance should be 

generalizable to all patients suffering from a particular condition regardless of extraneous 

personal characteristics. 56, 66 Patients who are underrepresented or suffer from rare diseases 

should not be excluded from AI systems development or evaluation [see Hasani and 

colleagues’ article, “ Artificial Intelligence in Medical Imaging and its Impact on the Rare 

Disease Community: Threats, Challenges, and Opportunities,” in this issue]. Appropriate 

validation testing on standardized sets that include a diverse patient population, including 

rare or unusual presentations of disease, is critical to evaluate the presence of bias in results 

regardless of the training data used. In recent months, the US Federal Trade Commission has 

shown an increased interest in AI fairness, openly suggesting that the agency should broaden 

its monitoring of potentially biased AI. 67

AI solutions should be created with clinical settings in mind, as well as designed and 

implemented to accommodate various cultural and organizational norms. Furthermore, such 

solutions should consider extending access and including those with disabilities or rare 

diseases.

Human Agency

AI systems in clinical settings should not only enhance the workflow of the care team 

but also further enable the patient and the care team to make informed decisions and 

clearly communicate those decisions with others, as in Freidman’s fundamental theorem of 

informatics. 14, 68 This will further empower the autonomy of both parties while limiting 

potential for automation bias. Patients and physicians should understand the extent to which 

AIMD is integrated in care delivery and the scope of physician’s oversight.

Oversight

Appropriate supervision techniques should be used, which may be accomplished using 

methodologies such as “humans in the loop,” “humans on the loop,” and “humans in 

charge.” 39 Such approaches will ensure human values are being considered. According 

to the World Health Organization, AI systems should be thoroughly regulated post-market 

by independent professional credentialing authorities in a way similar to the way in which 

medical practitioners are certified and recertified. 69 The approval and auditing processes 

should not only consider the level of the risk associated with the AI claim, but also the 

level of learning 70 (supervised or unsupervised) and characteristics such as explainability, 

transparency, and accountability. AI systems should be monitored and categorized according 

to their degree of automation and autonomy. Similar to the AI categories set forth by SAE, 

medical imaging can categorize AIMDs into categories such as (1) no automation, (2) 
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physician assistance, (3) partial automation, (4) conditional automation, (5) high automation, 

and (6) full automation. 71

The investigation and validation process should include the AI technology’s assumptions, 

operating procedures, data characteristics, and output decisions. Regular tests and 

assessments should be conducted in a transparent manner and with sufficient breadth 

to account for variances in algorithm performance based on race, ethnic origin, gender, 

age, and other important human traits. Such testing and assessments should be subjected 

to rigorous, independent monitoring to verify their safety and effectiveness. Medical 

institutions, hospital systems, and other related organizations should frequently disclose 

information regarding how choices concerning the deployment of AI technologies were 

made and how the technology will be assessed on a periodic basis. Its applications, 

recognized limits, and degree of involvement in decisions should also be considered, all 

of which can also permit third-party audits and supervision.

Stakeholder Engagement

A comprehensive collaboration and coordination system involving all stakeholders 

which may include patients, clinicians, insurers, health systems, research investigators, 

manufacturers, and regulatory agencies is of paramount importance if our goal is to 

integrate sustainable and trustworthy AI systems in patient care. Active engagement of all 

stakeholders will enable and mediate transparency, inclusiveness, trust, and accountability, 

all of which further enhance long-term sustainability of AI systems in clinical practice. 

Continuous engagement allows stakeholders to provide regular feedback and voice any 

potential concern at each stage of design, development, and implementation.

Sustainability of Societal Well-being

Deployment of AI into the health care system must be with careful consideration of its 

potential impact on the social well-being, trust in the health care system, and the physician-

patient relationship. 72, 73 As such, AI solutions should strive to enhance social interaction 

within the care team and between the physician and the patient. To achieve this goal, all 

health care providers who interact with the AI or are impacted by AI’s implementation 

into their workflow should be given an opportunity have an active voice throughout the 

life cycle of the AI system. Professional societies and health care training programs should 

take necessary measures to ensure AI related skills and knowledge is incorporated into the 

education curricula and board examinations of appropriate health care workers.

Privacy and Data Governance

In 2020, there were 29 million health care records breached, 74 demonstrating the 

widespread theft of patient electronic Protected Health Information (PHI), social security 

numbers, and private financial information. Deployment of not fully secured AI systems to 

this environment could pose a risk. However, AI can also help health systems safeguard 

against cyber threats. AI should have procedures in place to ensure that patient data are kept 

secure and private. Safeguarding devices at all stages is critical, especially if intercepting 
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or modifying data may affect device functionality. Additional AI can be added to AIMDs 

for cybersecurity purposes. 75 Cybersecurity AI has the potential to not only distinguish 

between regular network traffic and harmful hacker activity but can also respond quickly 

to stop the attack from spreading. Only the bare minimum of personal information should 

be used (data minimization). A declaration on the methods used to accomplish privacy-

by-design, such as encryption, pseudo anonymization, aggregation, and de-identification 

should be included. 76 To achieve this goal, standardized protocols and guidelines should be 

recognized and routinely used to safeguard patient privacy and data handling. 77, 78

Accountability

The model’s capacity to justify its judgments to the system’s users is referred to as model 

accountability. This entails accepting responsibility for all decisions taken, regardless of 

whether they were correct or resulted in errors or unanticipated outcomes. Mechanisms 

for guaranteeing accountability and redress should be in place when adverse events occur. 

AI medical device manufacturers must be held liable for the claims made by their AI 

systems. Additionally, clinicians and health systems should be held accountable for the 

proper integration and deployment of the AI technology into the workflow and delivery 

of medical services. According to the principles of safety-critical systems, the capacity to 

independently audit the root cause of a failure in an AI system is vital. Individuals or groups 

who report real concerns must be protected in accordance with risk management standards.

Supportive Context of Implementation

Developer protection, customer protection, and legal protection are all important 

considerations. The “supporting context of implementation” is critical for establishing 

confidence in the AI ecosystem. Patients should be able to seek legal advice and 

representation if necessary. This strengthens their feeling of agency, and as a consequence, 

individuals may be more responsive to the innovative intervention, knowing they would be 

protected in the event of an unforeseen event. This significantly speeds the spread of novel 

technology.

To prevent this technology from dying prematurely while it is still in its infancy, 

governments may adopt methods similar to those utilized decades ago to preserve the 

vaccine industry. In the 1980s, there were a slew of lawsuits filed against vaccine 

manufacturers. Because of the general anticipated risks associated with lawsuits, there was 

widespread anxiety that vaccine developers would leave the field. To entice developers, the 

US government established a federally regulated financial resource, funded by vaccine taxes, 

to award judgments for injuries caused by certain adverse responses. Similar supportive 

strategies for appropriate AI use in health care could not only enforce regulations but also 

foster innovation and advancement toward safe AI deployment.

Promoting Systems for Experimenting Trustworthiness Properties

Health systems, AI developers, and other key stakeholders must collaborate to improve their 

grasp of psychological, sociologic, and cultural trustworthiness properties. Cultures across 
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the globe often have a variety of value systems and fundamental beliefs that may contribute 

to the diversity value systems that deem an AIMD trustworthy. Thus, we must discern and 

implement trustworthy qualities in AI systems in order for them to function across cultural 

and socioeconomic differences.

Summary

Trust in AI by society and the development of trustworthy AI systems and ecosystems are 

critical for the progress and implementation of AI technology in medicine. With the growing 

use of AI in a variety of medical and imaging applications, it is more vital than ever to make 

these systems dependable and trustworthy. Fourteen core principles are considered in this 

article aiming to move the needle more closely to systems that are accurate, resilient, fair, 

explainable, safe, and transparent—toward trustworthy AI.
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Key points

• Trust has been at the heart of the patient-caregiver relationship from 

humankind’s earliest forays into health care.

• Artificial intelligence (AI) systems, rapidly emerging and increasingly used, 

are complicated and remain largely opaque.

• We are becoming increasingly aware that AI systems might be fragile and 

unjust.

• Incidences of broken trust by AI systems will be harmful not only to the 

adoption of AI in medical care but also to general patient trust in medicine 

and technologies used within this field.

• We discuss 14 core principles and key requirements to enable and promote 

trustworthy AI systems.
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Clinics care points

• Trustworthy AI is not just based on the trustworthiness of an AI Medical 

Device; it encompasses the entire ecosystem of AI development, production, 

implementation, and oversight, as well as all the social institutes protecting 

the wellbeing and rights of stakeholders.

• The fourteen key concepts and standards for trustworthy AI outlined in 

this article are all significant, complement one another, and should be 

implemented and evaluated throughout the AI system’s life cycle.

• Addressing the existing and future benefits of AI systems through the lens of 

trust, safety, quality, fairness, and access is the first step toward devising 

specific plans to harness the full potential of trustworthy AI in medical 

imaging.

• Clinicians should understand and be able to explain the AI decision-making 

processes in general to nurture the trustworthiness of AI and enhance patient 

well-being (beneficence) and prevent harm (non-maleficence).

• Broken trust by AI systems will be harmful not only to the adoption of AI 

in medical treatment but also to patient trust in medicine and the technology 

utilized in the profession.
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Fig. 1. 
The 14 core principles and requirements for TAI: the principles are all significant, 

complement one another, and should be applied and assessed over the entire life cycle of the 

AI system.
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Table 1
Six levels of automation based on the Society of Automation Engineers (SAE) model and 
the version appropriate to AI-based medical imaging tools

Adapted from SAE International Releases Updated Visual Chart for Its “Levels of Driving Automation” 

Standard for Self-Driving Vehicles. Accessed September 17, 2021. and Jaremko et al. Canadian Association 

of Radiologists (CAR) Artificial Intelligence Working Group. Canadian Association of Radiologists White 

Paper on Ethical and Legal Issues Related to Artificial Intelligence in Radiology. Can Assoc Radiol J. 2019 

May;70(2):107–118. with permission.

Levels SAE Model Medical Imaging Version

0 No automation
All driving tasks are carried out by humans.

No automation
Interpretation/intervention is done solely by the radiologist.

1 Driving Assistance
The car is equipped with a single automated 
system (ie, cruise control).

Physician assistance
The radiologists are in charge of interpretation and intervention, while Al 
provides secondary oversight (ie, existing CAD software for mammography 
and lung nodules, worklist prioritization).

2 Partial driving automation
The vehicle is capable of steering and 
acceleration. The human is still monitoring all 
tasks and has the ability to take control at any 
moment.

Partial automation
The Al is in responsible for interpretation and intervention, with the radiologist 
providing secondary monitoring (ie, bone age prediction, chest x-ray pathology 
detection and report pre- population).

3 Conditional driving automation
The vehicle is capable of detecting its 
surroundings. The car can do the majority 
of driving responsibilities, although human 
intervention is still necessary.

Conditional automation
The Al is responsible for the interpretation and intervention only for specific 
indications, with the expectation that the radiologist will intervene if the results 
are positive or inconclusive (ie, automated triaging of normal cases where 
radiologist is expected to intervene if positive but not if negative).

4 High driving automation
Under specific situations, the vehicle performs 
all driving tasks. Geofencing is essential. Human 
intervention is still a possibility.

High automation
The Al is the lone interpreter/interventionist for a specific indication, with 
no expectation that the radiologist will intervene. Al can independently reach 
a differential diagnosis and care plan (ie, Al studies thyroid ultrasound and 
advises and/or performs a nodule biopsy).

5 Full driving automation
The vehicle completes all driving duties under 
all situations. No need for human involvement or 
attention.

Full automation
For all indications expected of a radiologist, the Al is the sole interpreter/
interventionist. Al can provide a differential diagnosis and make care 
recommendations on its own (ie, a chest x-ray request indicates “rule out 
pneumonia” Al reports a bone tumor with a differential diagnosis and 
recommendations for more imaging/consultation).

Abbreviations: AI, artificial intelligence; CAD, computer-aided design.
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