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Abstract

Emotions are time-varying internal states that promote survival in the face of dynamic 

environments and shifting homeostatic needs. Research in non-human organisms has recently 

afforded specific insights into the neural mechanisms that support the emergence, persistence, 

and decay of affective states. Concurrently, a separate affective neuroscience literature has 

begun to dissect the neural bases of affective dynamics in humans. However, the circuit-level 

mechanisms identified in animals lack a clear mapping to the human neuroscience literature. As 

a result, critical questions pertaining to the neural bases of affective dynamics in humans remain 

unanswered. To address these shortcomings, the present review integrates findings from humans 

and non-human organisms to highlight the neural mechanisms that govern the temporal features 

of emotional states. Using the theory of affective chronometry as an organizing framework, 

we describe the specific neural mechanisms and modulatory factors that arbitrate the rise-time, 

intensity, and duration of emotional states.
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1 Introduction

1.1 Defining Emotion

There are multiple definitions of emotion. Anderson and Adolphs (2014) argue that emotion 

“constitutes an internal, central (as in central nervous system) state, which is triggered by 

specific stimuli (extrinsic or intrinsic to the organism).” These emotion states then give 

rise to an array of behavioral, cognitive, somatic and physiological responses (Anderson 

& Adolphs, 2014). Others state that an organism’s emotional experience is constructed 
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and resultant from an array of behavioral, cognitive, somatic and physiological inputs 

(Barrett et al., 2007). Still others use the term affect in a similar manner to Adolphs and 

Anderson’s emotion. For example, Bliss-Moreau (2017) suggests that affect is “a global 

state characterized by valence and arousal…Stimuli are said to have affective value when 

they can perturb an individual’s allostasis, creating an affective state. The perturbation 

of allostasis is therefore the mechanism that produces affect. Thus, affective value is a 

barometer indexing an organism’s idiographic relationship to the environment. Critically, 

affect allows for efficient navigation of the environment in order to meet survival needs 

by signaling which stimuli and con-specifics may be harmful or beneficial.” (pg. 185, Bliss-

Moreau, 2017). Indeed, there remains considerable controversy surrounding the precise 

definition of “emotion” (Adolphs et al., 2019).

Throughout this manuscript, we define emotion similarly to Anderson and Adolph’s 

definition. We discuss emotion states as time-varying internal states that are triggered by 

stimuli appraised as having some value or relevance for the organism. In addition, these 

states can be elicited by either extrinsic or intrinsic events. As Anderson and Adolphs 

suggest in their working definition, emotions yield a range of flexible subjective, behavioral, 

and physiological outputs (Anderson & Adolphs, 2014; Frijda, 1988; Scherer, 2005).

We also differentiate emotions from prolonged “mood states.” There are two main ways 

that can be used to distinguish emotions from mood states. First, compared with moods, 

emotions tend to be responses to “concrete events, objects, and situations” (Mulligan & 

Scherer, 2012). Relatedly, emotions are briefer than mood states. Enduring moods generally 

emerge from one or more independent emotional episodes and may not have a single 

precipitant (Mulligan & Scherer, 2012).

In summary, we assert that emotions are central nervous system states that are linked to an 

array of behavioral, cognitive, somatic and physiological responses evolved to meet survival 

needs. Defining emotions this way enables affective scientists to operationalize emotions 

as “states expressed by observable behaviors” (Adolphs et al., 2019). As discussed in the 

sections that follow, this working definition facilitates cohesive cross-species investigations 

of the neural mechanisms that support affective dynamics.

1.2 Function of Emotion

Emotions are considered to be adaptive for survival, as they prime approach towards and 

avoidance of appetitive or aversive stimuli, respectively (Carver & White, 1994; Olds & 

Olds, 1963). Across species, these adaptive responses can range from observable behaviors 

in animals to internal subjective feeling states in humans (Lazarus, 1991). For example, 

reflexive startle responses in rodents constitute simple and observable behavioral outputs 

from neural emotion states that ultimately aid survival (Landis and Hunt, 1939; Anderson 

& Adolphs, 2014). In humans, similar reflexive startle responses, such as eye blinks, are 

associated with emotion states (Hamm, 2015). Moreover, complex emotional responses, 

such as subjective feelings in humans, have likely emerged via progressive evolutionary 

modification of the neural circuits that govern simple reflexes in lower species (Tucker et 

al., 2000). Indeed, reflexive startle and other adaptive behavioral responses in animals are 
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widely referred to as ‘emotion primitives’ (Panksepp, 2004), as they represent evolutionary 

antecedents to human emotional responses.

Though human emotional states and non-human instinctual behaviors used to operationalize 

affective states in animal research may differ in complexity, emotional states across all 

species exhibit functional and dynamic similarities. For example, organisms as simple as 

fruit flies (D. melanogaster) exhibit stronger and more persistent avoidance behaviors as the 

intensity of threatening stimuli increases (Gibson, 2015; Jung, 2020). Similarly, in humans, 

aversive stimuli of increasing intensity elicit more robust conditioned startle responses over 

time (Turpin et al., 2003). These dynamics are also present in humans’ subjective reporting 

of emotion, as naturalistic work suggests that intense, unexpected outcomes elicit stronger 

and more enduring perturbations to self-reported positive and negative emotion (Shepperd & 

McNulty, 2002; Villano et al., 2020).

Regardless of the complexity of the emotional response, both animal and human emotional 

responses to motivationally salient stimuli are similarly beholden to modification through 

learning and experience. Across phylogeny, organisms as simple as sea slugs and insects 

exhibit conditioned behavioral responses to aversive stimuli (Castellucci et al., 1970; Tully 

& Quinn, 1985). Likewise, human emotional responses to even neutral stimuli vary as a 

function of learning and experience (Dolan, 2002; Labar et al., 1995). Therefore, animal 

models may yield insights into the mechanisms through which factors such as learning and 

experience modulate the dynamics of human emotion states.

Across species, emotion states are inherently dynamic responses that vary around one’s 

“baseline” state, or homeostatic set point. Shifts away from a homeostatic baseline can be 

evoked by stimuli that are unexpected or novel and appraised as appetitive or aversive. 

As stimuli in the environment change, an organism’s attention and behavioral responses 

must adapt accordingly. Thus, emotional states are initiated, persist, and decay relative 

to the organism’s evolving external or internal homeostatic environment (Heller, 2018). 

All emotional states naturally decay over time and regress to the organism’s baseline, 

homeostatic state. However, some emotional states may also persist, even long after an 

emotion-evoking stimulus dissipates.

Fundamentally, such emotional dynamics emerge from patterns of neuronal activity 

(Anderson & Adolphs, 2014; LeDoux, 2000; Panksepp, 2011). Neural activity underlies 

central internal states that yield physiological, behavioral, and cognitive processes associated 

with emotion. Therefore, efforts to characterize the nature and dynamics of emotions will 

benefit from an improved characterization of their underlying neural circuits. Across species, 

these emotional dynamics depend on several evolutionarily conserved neural circuit motifs.

First, emotional states endure through persistent neural activity (Major & Tank, 2004). 

While varying emotional responses may depend on distinct neural circuits, the persistence of 

activity within these circuits ultimately dictates the duration of an emotional response.

Second, different emotional states may arise from overlapping regions or circuits. Animal 

models suggest that distinct brain regions or subnuclei within the same region can 

support opposing emotional responses (Berridge, 2019). Thus, specific patterns of neural 
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activity between regions can also explain variability in the dynamics and content of 

emotional states. These patterns may include within-region synchronous activity or phasic 

entrainment between regions. As discussed below, patterns of coordinated activity support 

the transmission of information throughout the brain, and as a result, the emergence of 

emotional states.

Third, the dynamics of emotional states are mediated differentially by distinct 

neurotransmitters. Neurotransmitters alter the properties, firing patterns, and behavioral 

outputs of neural circuits (Marder, 2012). Thus, a single population of neurons might 

contribute to two entirely different emotional responses depending on neurotransmitter type 

and concentration (Flavell et al., 2013; Marder, 2012). Broadly, neurotransmitter activity 

enables coordinated, global shifts from baseline states to states associated with emotional 

responding.

1.3 Affective chronometry

The model of affective chronometry provides a guiding theoretical framework to 

characterize the temporal features of emotional responses (Davidson, 1998; Solomon & 

Corbit, 1974; Tomkins, 1978). The three primary parameters on which the emotional time 

course varies are: 1) rise-time, or the latency between stimulus onset and the initial peak 

of an emotional response, 2) amplitude, or the peak of an emotional response, and 3) 

duration, or the length of time before an emotional response returns to baseline. As has been 

suggested, emotional time-courses are not simple and may have multiple peaks (Verduyn et 

al., 2009). Such circumstances would certainly affect the duration and may simultaneously 

impact the rise-time or intensity parameters. The time course of any emotional response can 

be described by the combination of these three parameters (Figure 1).

In the following sections we describe how neural circuits supporting emotion give rise to 

the rise-time, amplitude, and duration of emotion. These emotional dynamic parameters are 

interrelated as are the neurobiological process that underlie them As such, established neural 

circuits involved in emotional responses, including the midbrain periaqueductal grey (PAG), 

sensory regions, thalamus, amygdala, bed nucleus of the stria terminalis (BNST), nucleus 

accumbens (NAcc) and the striatum, hippocampus, orbitofrontal cortex (OFC), anterior 

cingulate cortex (ACC), insular cortex, and the medial prefrontal cortex (mPFC), among 

others, contribute to the temporal features of affect. Below, we draw from both animal and 

human research to highlight the circuits relevant to each parameter of emotional dynamics 

and describe stimulus and contextual properties that modulate these parameters (for a brief 

overview of how neural circuits and affective states are measured, see Appendix A).

2 Parameter 1 : Rise-time

Conceptually, rise-time refers to the time for an affective response to reach its initial 

peak following the onset of a stimulus (Davidson 1998). For neural and physiological 

signals that follow waveforms (e.g., skin conductance, EMG, EEG, and fMRI BOLD 

signal), rise-time can be operationalized as the latency to the wave’s peak (see “Rise 

Time” in Figure 1). Another way to operationalize rise-time is via the onset of affective 

behaviors, such as reaction time in humans (e.g. ,pressing a button). Similar metrics have 
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been used to index the emotional states of animals, such as the speed of movement in 

environments with rewarding or aversive stimuli (Roelofs et al., 2016). For example, after 

mice housed in standard shoebox cages with minimal enrichment are introduced to a 

larger, complex environments, decreased approach latency when voluntarily re-entering the 

complex environment is suggested to index how rewarding the animals initially found it 

(Ratuski et al., 2021). These latency metrics highlight the many component cognitive and 

motor processes that may contribute to affective rise-time (Nguyen et al., 2020).

It is important to note that affective rise-time relies on multiple information processing 

components, including stimulus detection, (re)orienting, attentional allocation, and stimulus 

valuation. Determining unequivocal boundaries between processes such as stimulus 

detection and valuation is a theoretical and empirical challenge and frequently not possible. 

Some argue that the lines between distinctive cognitive and affective processes are in fact 

illusory and should be removed altogether (Pessoa, 2019). As one source of support for this 

idea, evidence suggests that perception of emotional expressions in conspecifics occurs in 

parallel with the encoding of the face expressing that emotion (Eimer & Holmes, 2002). 

Moreover, putatively “sensory” regions are embedded with emotion schemas: patterns of 

visual cortex activity encode rich, category-specific visual features that can be reliably 

mapped to distinct emotions (Kragel & LaBar, 2016). Thus, the following discussion of 

rise-time necessarily involves the neural systems involved in these various processes and 

how they may contribute to affective rise-time.

2.1 Critical Circuits

The neural systems subserving affective rise-time involve interactions between the thalamus 

and cortical sensory regions, which detect stimuli that are salient and goal-relevant. Faster 

detection of, and orienting to, a stimulus, such as a fearful versus neutral faces, can hasten 

the rise-time of an affective response to that stimulus (Kanske et al., 2011; Mavratzakis et 

al., 2016). This sensory information originates from primary sensory cortical regions (e.g., 

visual, auditory cortices) and then flows through modality-specific cascades toward higher 

association regions (McDonald, 1998; Mesulam, 1998). These association regions not only 

receive information via this cortical cascade, but they also have bidirectional connections 

with the thalamus and amygdala (McDonald, 1998).

The potential role of the cholinergic system in affective rise-time—These 

sensory processing regions, along with many others, are influenced by the cholinergic 

system (Woolf, 1991). Acetylcholine (ACh) is a neurotransmitter that modulates attention, 

perceptual discrimination, memory and more (Picciotto et al., 2012). With projections 

to a wide range of cortical and subcortical structures, cholinergic signals originate from 

brainstem nuclei (laterodorsal tegmental nucleus and peduculopontine tegmentum) and the 

basal forebrain (Woolf, 1991; Figure 2). From these areas, the cholinergic system operates 

both in a diffuse, slower, neuromodulatory fashion as well as a more spatially specific, 

phasic, neurotransmitter fashion (Sarter et al., 2016; Zaborszky et al., 2015), both of which 

appear to support attention and detection.
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Both slow and phasic cholinergic contributions improve attentional, perceptual, and 

behavioral processes that support salience detection, which can ultimately hasten affective 

rise time. For example, long-lasting increases of ACh in the mPFC is related to improved 

performance during a range of perceptual tasks tapping sustained attention, cue detection, 

and signal detection tasks (Kim et al., 2017; Passetti et al., 2000). ACh release in the 

cortex also signals novel stimuli in the environment (Miranda et al., 2000; Rangel-Gomez & 

Meeter, 2016). Beyond the frontal cortex, thalamic cholinergic innervation also predicts 

better signal detection performance in humans (Kim et al., 2017). Importantly, faster 

response speeds across multiple tasks of attention and visuo-spatial detection have been 

linked with a polymorphism of the gene encoding ACh receptors (Schneider et al., 2015), 

highlighting the potential role of the cholinergic system in the speed of cognitive and 

affective processes.

Faster, phasic ACh release lays the foundation for “perceptual” rise-time by facilitating 

shifts in attention and behavior towards salient and goal-relevant sensory inputs, ultimately 

aiding affective rise time too. (Sarter et al., 2014). In rats, fast ACh release during a cue-

detection task occurs specifically on cue trials that are preceded by non-cue trials (Howe et 

al., 2013), suggesting that fast Ach release facilitates goal shifts, and initiation of behavioral 

responses (Howe et al., 2013; Sarter et al., 2014). This phasic ACh activity also increases 

sensitivity to thalamic inputs enhancing the signal-to-noise ratio of incoming information. 

The speed and accuracy of responses to salient sensory inputs in “cold” or non-emotional 

contexts are also important for affective rise time.

In fact, the initiation of aversive emotion states is linked to the cholinergic system. The 

ascending mesolimbic cholinergic system (AMCS) begins within the laterodorsal tegmental 

nucleus and terminates in the forebrain and thalamic areas (Wang & Morales, 2009). 

Evidence of a role for the AMCS in affective rise time comes from animal research on 

fear vocalizations, fundamental manifestations of affective states in cats, monkeys, rats, 

and more (Brudzynski, 2014; Burgdorf et al., 2020). Specifically, stimulation of the AMCS 

results in the onset of dose-dependent aversive states in these animals that are quantified by 

the magnitude and number of fear vocalizations (Brudzynski, 2014). The cholinergic system, 

including but not limited to the AMCS, influences the detection, attention, valuation, and 

initiation of expressions that affective rise time relies upon.

The role of subcortical systems in affective rise-time—While the amygdala is 

relevant for affective chronometry broadly, it is particularly well-positioned to influence rise 

time as it receives sensory cues, imbues them with value, and propagates this information 

to downstream regions. Neurons in the basolateral amygdala (BLA), which includes the 

lateral and basal nuclei (Sah et al., 2003), drive emotional learning (Quirk et al., 1995). This 

has been demonstrated through threat and reward conditioning paradigms (Johansen et al., 

2010; Namubri et al., 2015), and from lesion studies of the lateral amygdala in animals and 

humans (LeDoux et al., 1990; Klumpers et al., 2015).

The learning process is enhanced by Ach, which could hasten affective rise time (Crouse 

et al., 2020). Specifically, stimulation of cholinergic input to the BLA in rodents increased 

firing of BLA principal neurons and enhanced glutamatergic synaptic transmission (Crouse 
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et al., 2020). Moreover, reducing ACh in the BLA during training reduced the acquisition of 

conditioned fear behaviors. Intensifying the firing and transmission in the amygdala during 

learning could lead to faster affective rise-time.

BLA neuronal populations differentially encode fear and reward associations (Beyeler et 

al., 2018; Paton et al., 2006), which engage distinct downstream pathways. BLA neurons 

encoding an appetitive stimulus propagate signals to the NAcc, which drives reward-seeking 

behavior (Stuber et al., 2011). In contrast, neurons encoding an aversive stimulus propagate 

signals to the central nucleus of the amygdala (CeA; Namubri et al., 2015) and the 

neighboring BNST (Fox & Shackman, 2019; Kim et al., 2013; Figure 2). For instance, 

when BLA neurons signal an aversive conditioned auditory stimulus to the CeA, a subset 

of lateral CeA neurons become excited while a separate subset becomes inhibited (Ciocchi 

et al., 2010). The inhibition of that subset of neurons results in increased activity in CeM 

output neurons, resulting in threat-conditioned action (Fadok et al., 2018). Relatedly, BLA 

projections to the BNST also promote emotional behaviors (Davis et al., 2010; Fox & 

Shackman, 2019). These findings highlight the importance of BLA connections with other 

regions to translate stimulus value into motivated behavioral responses.

Conditioning may increase the speed and efficiency of these subcortical circuits, potentially 

generating a faster time-to-peak. In particular, there is evidence that learning increases 

circuit efficiency. Tye and colleagues (2008) conducted a reward conditioning experiment in 

rodents and found that greater task efficiency, defined as the number of rewards earned 

divided by the number of cues, was linked to a higher proportion of cue-responsive 

amygdala neurons and stronger amygdala-thalamic connections. Additional work has shown 

that stimulus valence alters glutamatergic synaptic strength of BLA efferents, such that 

BLA-CeA synapses are weakened during reward conditioning and BLA-NAcc synapses are 

weakened during fear conditioning (Namburi et al., 2015). Whether this circuit streamlining 

yields faster affective rise-time is yet to be determined and may be a fruitful future line of 

research.

Human neuroimaging research also highlights subcortical contributions to affective rise 

time. The time-to-peak for the BOLD signal serves as one metric of rise-time. For instance, 

young adults born with an “inhibited temperament” (a predisposition to be weary of new 

people, places, or things) display more rapid amygdala responses to novel compared with 

familiar faces (Blackford et al., 2009). This effect emerged despite no differences in the 

magnitude of peak amygdala response. The authors posit that faster rise-time for the 

amygdala response to novel faces is likely due to a bias for detecting novelty or threat 

and faster engagement of downstream limbic processes (Blackford et al., 2009). Similarly, 

faster amygdala rise-time has been found in individuals with spider phobia compared to 

healthy controls when viewing images of spiders (Larson et al., 2006).

The role of the subcortical-cortical interactions in affective rise-time—Affective 

rise-time may also be determined, in part, by the mPFC, where information from the BLA, 

the hippocampus, and other subcortical and cortical regions converge. Using contextual 

information, the mPFC can modify the expectedness and value of a stimulus based on the 

appropriateness of the stimulus and context for the organism’s current state and environment 
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(Grace & Rosenkranz, 2002; Calhoon & Tye, 2015). This may also impact affective 

rise-time. For example, Mattavelli and colleagues (2011) measured response time when 

classifying happy and angry faces following a congruent or incongruent priming cue (i.e., 

the word happy or angry). They found that during congruent trials, when subjects were 

contextually primed, response times were longer when a transcranial magnetic stimulation 

pulse disrupted the mPFC (Mattavelli et al., 2011). This suggests that the mPFC can 

streamline affective responses based on environmental cues and context.

Studies measuring the time-to-peak of electrodermal skin conductance responses (SCR), 

an index of sympathetic nervous system activity, implicate the ACC as an additional hub 

coordinating the speed of responses to emotional stimuli (Neafsey, 1990; Vetrugno et al., 

2003). For instance, electrical stimulation of the ACC modulates the SCR (Fredrikson 

et al., 1998). SCR rise-time also predicts emotional arousal above and beyond SCR 

amplitude (Jindrová et al., 2020). Nuanced patterns of activation within the ACC appear 

to differentiate SCR and heart rate, another sympathetic nervous system response to affective 

stimuli (Eisenbarth et al., 2016). These findings highlight the ACC as one potential cortical 

mediator of dynamic, affect-related biological responding across measurement modalities.

Beyond any single region, the coordination and synchrony of neural activity between 

the mPFC, amygdala, and hippocampus during affective processing facilitates information 

transfer and thus the affective rise-time (Buzsáki et al., 2012; Pape et al., 2005; Paz et al., 

2008; Seidenbecher et al., 2003). With regards to affective responding, synchrony between 

the hippocampus and the BLA is increased in response to the conditioned stimulus after 

threat conditioning (Seidenbecher et al., 2003). Moreover, mPFC-originating theta rhythms 

can also promote safety behaviors after extinction (Lesting et al., 2013). Specific to affective 

rise-time, Karalis and colleagues (2016) demonstrated that prefrontal-amygdala synchrony 

predicted the onset of freezing behavior of rodents during threat conditioning. These studies 

demonstrate that dynamic shifts in oscillatory synchrony among regions shape the unfolding 

of emotion states.

2.2 Modulators: What influences rise-time?

There are a number of stimulus and contextual properties that can influence neural circuits 

involved in emotion and the affective rise-time. We posit that rise-time is likely to be faster 

for stimuli that are emotionally in line with expectations given the current environment 

(congruent), salient, or unambiguous. Importantly, these features may correlate differently 

with one another across contexts. For example, stimuli that are salient may be unexpected 

or incongruent. Therefore, while we discuss the literature that supports these modulators of 

rise-time, we acknowledge that more work is needed to determine when, how, and for whom 

these modulators are prioritized.

Congruence.—Emotional rise-time is faster for highly congruent affective material (John 

et al., 2016; Dzafic et al., 2016). As a predictive organ, the brain is constantly forming 

expectations about what is likely to occur (Clark, 2013). As such, it is often functionally 

adaptive and efficient to bias the appraisal of stimuli as threatening in aversive contexts, 

or conversely, to prioritize the appraisal of stimuli as rewarding in appetitive contexts. 
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Prioritizing congruent information, streamlining emotional rise-time, can be achieved 

through the biasing of sensory systems (Pourtois et al., 2013). This biasing is supported, 

in part, by amygdala influence on gating mechanisms in the thalamus (John et al., 2016).

The amygdala can bias attention toward emotionally relevant information in the environment 

through its connection with the thalamus. While the amygdala receives projections from 

the thalamus, it also sends excitatory projections back to the thalamic reticular nucleus 

(TRN), which inhibits the other thalamic nuclei (Pinault, 2004). Specifically, the TRN exerts 

inhibitory control over the sensory thalamus, which promotes competitive gating of thalamo-

cortical signals. The TRN is considered a hub of the attentional system (McAlonan et al., 

2006) and this amygdala-TRN connection suggests that emotionally relevant information 

can influence ongoing attentional and sensory processing (John et al., 2016). Excitatory 

amygdala projections to the TRN can directly influence this attentional controller, biasing 

attention toward emotionally relevant information and suppressing competing sensory 

signals (John et al., 2016). Tuning attention to emotionally relevant and congruent sensory 

information can speed the rise-time of emotional responses.

One demonstration of the modulation of rise-time by congruence in humans comes from 

a structural and functional MRI study employing a dynamic emotion perception task 

(Dzafic et al., 2019). Similar to any Stroop effect, participants classified video clips as 

happy or angry, each of which was preceded with a “happy” or “angry” cue containing 

a still-image and the corresponding emotion word. These cues were either congruent or 

incongruent with the subsequent video (Dzafic et al., 2019). During congruent trials, a 

faster behavioral response time to angry stimuli was associated with greater recruitment and 

connectivity within an amygdala-limbic functional network. This network consisted of the 

right amygdala, hippocampus, mammillary bodies, caudate, and subgenual anterior cingulate 

cortex (Dzafic et al., 2019). This finding supports the amygdala as a key for affective 

rise-time and emotional-congruence as a modulator that can hasten rise-time, including the 

speed of behavioral responses.

Salience—Rise-time is also likely faster for perceptually salient information. Salient 

stimuli (novel or unexpected stimuli) are often prioritized, therefore shortening the rise-time 

for affective responses. In the visual system, salient stimuli are those that “appear to an 

observer to stand out relative to their neighboring parts” (p.185, Borji & Itti, 2010). These 

“stand-out” stimuli or features can be conceptualized as spatial or temporal prediction errors

—deviations from what is anticipated. This definition of salience stands in contrast to the 

argument that stimulus “congruency” facilitates rise-time. However, it may be that either 

congruency or incongruency (salience) promotes affective rise-time, an apparent quadratic 

effect.

Many visual salience models account for the rapidity of attention and orienting by analyzing 

populations of neurons in the visual cortex. According to some models, salient stand-out 

stimuli are encoded in various maps specific to perceptual features, such as luminance 

contrast, edges, color, and motion (Borji & Itti, 2010; Itti et al., 1998). Other models of 

saliency maps suggest that multiple feature maps are not required, but rather, firing rates 

across V1 neurons, regardless of feature tuning, yield a single saliency map (Li, 2002). Still 
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other models focus on subcortical structures that may encode salience, such as the superior 

colliculus (White et al., 2017). According to most of these computational models, bottom-up 

visual saliency maps interact with top-down priority maps, perhaps emanating from medial 

prefrontal cortical regions, to encode the behavioral relevance of stimuli, to guide attention 

and behavior (Fecteau & Munoz, 2006; Tanner & Itti, 2019).

Emotional faces are one example of salient stimuli that modulate the neural processes 

underlying affective rise-time in humans. In support of this, humans exhibit faster detection 

of emotional faces, particularly angry faces, compared with neutral faces (Öhman et al., 

2010). For decades, affective neuroscientists have proposed that fast threat detection is 

possible through a “fast path” or “low road” route to the amygdala that bypasses cortical 

regions (Garrido et al., 2012; LeDoux, 1996). Through the fast path, the amygdala receives 

sensory information subcortically through the pulvinar nucleus of the thalamus, prior to 

reaching the sensory cortex (LeDoux, 1996; Méndez-Bértolo et al., 2016; Morris et al., 

1999). From an evolutionary perspective, this fast path exists to prioritize responding to 

salient survival-related stimuli.

Recent evidence in humans further indicates that emotional faces may be sufficiently 

salient to reach the amygdala through this fast path (McFadyen, 2019; McFadyen et al., 

2017; Méndez-Bértolo et al., 2016). Specifically, an intracranial electrophysiological study 

demonstrated that low spatial frequency fearful faces, which appear as blurred versions 

of the normal faces that maintain the original brightness and contrast, elicited amygdala 

activity approximately 100ms faster than in ventral visual cortex (Méndez-Bértolo et al., 

2016). However, additional MEG work has demonstrated that the fast path amygdala 

responses may extended to faces regardless of spatial frequency or emotional expression 

(McFayden et al., 2017). Additional work exploring which types of stimuli and information 

are prioritized in this fast path will help inform salient features that may modulate affective 

rise-time.

Ambiguity—Rise-time is faster for non-ambiguous stimuli (Neta et al., 2009). Features 

of emotionally ambiguous stimuli, (e.g., a surprised facial expression or a woman crying 

in a wedding dress) convey subtle, inconclusive, or even conflicting information regarding 

valence. Such stimuli may be open to multiple interpretations and may require additional 

contextual information to be appraised. In contrast to controlled experiments that employ 

clearly-valenced and unequivocal stimuli, real-world affective events can be ambiguous. 

More elaborated and prolonged processing is required to resolve ambiguity and determine 

stimulus value.

Resolving ambiguity requires PFC and other cortical input to integrate additional contextual 

information (Bublatzky et al., 2020; Stujenske et al., 2020). Using MEG in humans, 

Bublatzky et al. presented morphed, difficult-to-recognize emotional faces during both 

contextual threat and safety. When subjects classified ambiguous fearful expressions under 

contextual threat or when subjects classified ambiguous happy faces under contextual safety, 

there was an amplification of early activity in centro-parietal (between 63–127 ms) and 

prefrontal regions (between 103–157 ms; Bublatzky et al., 2020). This double dissociation 

highlights the role of cortical regions in contextualizing and evaluating nuanced, ambiguous 
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stimuli. This example also reiterates the influence of context on stimulus appraisal, as 

ambiguous stimuli are more likely to be appraised in congruence with the context.

Another way that cortical regions in general, and the mPFC in particular, help resolve 

ambiguity is through generalization of previous emotional learning to the current ambiguous 

stimulus. Generalization requires that organisms determine whether unconditioned stimuli 

that are similar to, yet distinct from, conditioned stimuli are nonetheless relevant for survival 

(e.g., predict threat; Asok et al., 2019). In mice, for instance, stimulating prelimbic cortical 

(analogous to mPFC in humans) inputs to the BLA enhanced stimulus discrimination, 

meaning mPFC stimulation reduced the probability of threat generalization to ambiguous, 

non-threatening stimuli (Stujenske et al., 2020). Overall, cortex-dependent processing and 

contextualizing that resolves ambiguity could, in turn, modulate affective rise-time in 

response to emotionally ambiguous stimuli.

3 Parameter 2: Intensity

Conceptually, the intensity of an emotional response refers to the absolute value of the 

maximal magnitude or peak of that response (Davidson, 1998; see “Intensity” in Figure 

1). Terms such as the “amplitude” (Russell, 1980) or “scalability” (Anderson & Adolphs, 

2014) of an emotion share conceptual overlap with our use of the term intensity. Similar 

to rise-time, intensity can be quantified by the amplitude of a waveform in physiological 

signals, such as SCR and fMRI. In humans, subjective “feeling ratings” can also serve 

as a metric of emotional intensity, which is often considered to vary continuously (e.g., 

from low to high intensity). In non-human animals, an emotion’s intensity can be inferred 

by certain facial expressions and behaviors within an organism (Dolensek et al., 2020). 

Importantly, these behavioral outputs associated with increasing intensity need not increase 

monotonically. For instance, under increasingly proximal threats, rodent behavior shifts 

from passive observation, to freezing, ultimately to defensive attack (Blanchard et al., 1990; 

Fanselow & Lester, 1988; Mobbs et al., 2007). These quantifiable shifts in behavior depend 

on measurable shifts in stimulus proximity, and likely, increases in affective intensity. 

Moreover, such increases in an emotional intensity are impacted by rise-time and can 

subsequently influence duration.

3.1 Critical Circuits

The neural circuits involved in an emotion’s intensity are deeply intertwined with those 

influencing its rise-time and duration. The intensity of an emotional response can be 

modulated via activity in brainstem, subcortical/limbic, as well as cortical regions (Figure 

3). Panksepp and others have argued that low levels of stimulation of the most evolutionarily 

old and conserved brain regions, including the periaqueductal gray (PAG) of the midbrain, 

causes robust, reliable, and specific emotional responses (Pankesepp, 2004). One reason for 

this assertion is that the level of electrical stimulation needed to cause affective reactions 

is far lower and far more specific in the evolutionarily old midbrain than in regions that 

emerged more recently in phylogeny (even compared to the amygdala and NAcc, let alone 

the cerebral cortex). This may be due in part to the fact that the PAG has more direct 

connectivity with output effector regions. Furthermore, stimulation of midbrain subnuclei 
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appears to cause affective reactions regardless of context. Critically, the intensity of affective 

reaction scales with the magnitude of stimulation.

However, evolutionarily old brain regions, such as the PAG, do not alone drive an emotion’s 

intensity. More recently evolved associative learning structures, including the amygdala, 

hippocampus, NAcc, ventral pallidum, as well as the association cortex (Mesulam, 1998) are 

anatomically connected. These regions encode and represent the life-history of the organism 

and provide the essential context about what to expect and how to make sense of incoming 

information. The interaction between these regions determines the intensity of the emotional 

response and behavioral output.

Empirical neuroimaging research with humans highlights the subcortical-cortical 

interactions that govern emotional intensity. For instance, fMRI work using machine 

learning indicates that increasing subjective ratings of negative emotion in response to 

affective images are predicted by patterns of cortical and subcortical brain responses, 

including the amygdala, insula, PAG, and posterior cingulate cortex, among others (Chang 

et al., 2015). Moreover, simultaneously acquired fMRI and objective facial EMG from the 

corrugator (‘frowning’ muscle) during a similar picture viewing task demonstrates that both 

lower vmPFC activity and higher amygdala activity predicted higher intensity of corrugator 

activity (Heller et al., 2014). Finally, concurrent fMRI and EEG recordings have probed the 

neural structures that give rise to the late positive potential (LPP; Sabatinelli et al., 2007; 

Liu et al., 2012), an event-related potential seen at 300–400ms whose amplitude varies 

with emotional intensity (Cuthbert et al., 2000; Schupp et al., 2000; Keil et al., 2002). In 

particular, trial-by-trial correlations between LPP amplitude and BOLD signal determined 

that the amygdala, insula, prefrontal, and visual cortices were encoding emotional intensity 

during positive- and negative-valenced picture viewing (Liu et al., 2012; Sabatinelli et al., 

2007). Interestingly, the authors found valence effects, such that the modulation of the LPP 

during positive images, not negative images, was related to bilateral amygdalae activity 

whereas LPP modulation during negative images was related to insula and adjacent temporal 

and ventrolateral PFC activities (Liu et al., 2012).

Direct manipulations of cortical regions, such as the insular cortex, in animals and humans 

lead to changes in emotional intensity. For example, neuronal activity within the insula 

correlate with rodent facial expressions that reflect not only specific emotional states, but 

also their intensity (Dolensek et al., 2020). Specifically, the authors used a classifier to 

successfully distinguish emotional states in rodents (i.e. pain, fear, malaise, reward, etc.) 

based on their facial expression. The degree to which these emotion-driven facial patterns 

resembled a prototypical expression tracked with the intensity of the stimulus; for example, 

higher concentrations of rewarding sucrose compared with lower concentrations led to facial 

expressions that most closely matched the prototypical pleasure expression (Dolensek et 

al., 2020). Finally, optogenetics were used to manipulate the insular cortex and identify 

neurons in the posterior and anterior insular cortex that evoke prototypical disgust and 

pleasure expressions, respectively, which scale with emotional intensity (Dolensek et al., 

2020). This animal research is echoed intracranial electrical stimulation research in humans, 

which demonstrates that a higher degree of electrical stimulation delivered to the insula, 

ACC, and OFC lead to more intense emotional experiences (Yih et al., 2019).
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Intensity of hedonic processing, specifically, depends on a distributed circuit including 

cortical and subcortical regions. Human neuroimaging studies report that the OFC and insula 

encode the pleasantness of foods (Kringelbach et al., 2012; Small et al., 2001). For example, 

cortical activity robustly tracks the pleasantness of food and the intensity of this pleasure 

and the concomitant cortical activity decline as individuals become satiated (Kringelbach 

& Rolls, 2004). This evidence is supported by complementary decision-making work 

indicating that the value of a stimulus is encoded in a variety of cortical (mPFC/OFC) 

and subcortical (NAcc) regions (Knutson & Cooper, 2005). Indeed, these brain regions, 

including ventral striatum, not only encode the subjective value of stimuli, but also predict 

within-task ratings of the momentary positive emotion intensity (Rutledge et al., 2014).

3.2 Modulators: What influences intensity?

Stimulus Proximity—As noted above, the proximity of an affective stimulus modulates 

the intensity of the emotional reaction and the accompanying behavior. Fanselow and Lester 

advanced the “Threat Imminence Continuum” model (Fanselow & Lester, 1988) of shifts in 

behavior based primarily on studies in rodents. This model posits that threat-states change 

depending on the proximity of the threat (undetected, detected but far away, or close enough 

to immediately attack). Mobbs and others have applied this framework to create an fMRI 

paradigm where the subject actively evades an artificial predator that can chase, capture, and 

shock the subject. Mobbs and colleagues showed that as an artificial predator came closer to 

the subject, activity shifted from primarily cortical (e.g., vmPFC) to midbrain (PAG) regions 

(Mobbs et al., 2007). Mobbs has replicated and extended this work using more realistic 

stimuli (Mobbs et al., 2010). For instance, when a tarantula was placed progressively closer 

to the subject’s foot, they found that closeness was associated with greater activity in the 

PAG, amygdala, and BNST. Conversely, distance was associated with greater OFC activity. 

Pessoa and colleagues have used a similar paradigm of increasing threat proximity and 

found that threat proximity is similarly related to amygdala and salience network activity 

(Meyer et al., 2018). Together, these studies suggest that higher forebrain areas are involved 

in slower, deliberate responses to distant or potential threats, whereas the midbrain and 

perhaps the amygdala mediate fast, “hard-wired,” defensive reactions to imminent danger 

(Mobbs & Kim, 2015).

Stimulus Repetition—The repeated presentation of identical or similar stimuli (i.e., 

sharing several perceptual or categorical properties) leads to habituation (Thompson, 2009). 

Habituation is a learning process by which the presence of behaviors associated with 

emotion become attenuated. Neuronal habituation to repeated presentation of similar stimuli 

occurs throughout the brain, from the brainstem up to the cortex. The rate of habituation 

is typically a negative exponential function of the number of stimulus presentations. 

Habituation occurs in almost all readouts of emotion, including physiology (Davis, 1934), 

facial reactivity (e.g., startle: Prosser & Hunter, 1936), and exploration of novel contexts 

(Welker, 1961)). Habituation is a type of short-term memory and indicates that more novel 

stimuli (i.e., stimuli of uncertain value) can often evoke stronger affective reactions than 

recently encountered stimuli of known value. Moreover, the capacity for stimulus adaptation 

(i.e., habituation) is present throughout the brain – brainstem regions drive core emotional 

responses (not necessarily subjective human ‘feelings’), as well as evolutionarily newer 
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regions (Sokolov, 1963). Such a conceptual orientation is central to more modern theories of 

“the predictive brain” (e.g., Friston et al., 2009).

Neurochemical modulators of hedonic processing—Rodent models of hedonic 

processing provide insights into the circuits and neurochemical systems influencing 

emotional intensity. Berridge and his colleagues have mapped the neural circuits involved in 

hedonic processing (Berridge & Kringelbach, 2015). They have identified distinguishable 

neural processes underlying the incentive salience (‘wanting’) and hedonic (‘liking’) 

processing of rewards. Moreover, their work has linked neuronal mechanisms of hedonic 

processing with objective affective behaviors during ingestion of pleasant stimuli. These 

objective reward-related behaviors, including lip licking and tongue protrusions, are readily 

observable in rodents, nonhuman primates, and human infants alike.

Neurochemical signals in subcortical regions modulate the intensity of these objective 

affective behaviors in rodents (Berridge, 2019). Stimulation of opioid, orexin, and 

endocannabinoid systems within either the NAcc shell or the ventral pallidum increase 

the frequency of objective liking behaviors. This suggests that enhanced signaling in 

these systems may increase the intensity of the subjective emotional hedonic experience 

(Berridge, 2019; Smith et al., 2011).

Additionally, these effects appear to be specific to opioid, orexin, and endocannabinoid 

systems, as dopamine agonist microinjections into the same regions did not similarly 

modulate hedonic responses (Castro & Berridge, 2014).

Moreover, the NAcc and ventral pallidum receive input from cortical sites, notably the 

prefrontal cortex and insula, which can also amplify hedonic reactions. To that end, Castro 

and Berridge extended earlier findings by injecting the mu-opioid agonist DAMGO and 

the neuropeptide orexin into orbitofrontal and insular regions to map their effects on the 

intensity of hedonic responses. In small (6–8mm3) hedonic hotspots in the anterior OFC and 

posterior insula, they found that mu-opioid or orexin microinjections amplified the hedonic 

impact of sweetness, expressed as a nearly 300% increase in behavioral “liking” reactions to 

the sucrose taste. Further supporting the role of these cortical regions in amplifying hedonic 

processing, stimulation of both the anterior OFC and posterior insula increased activity 

throughout the broader hedonic circuit, including in the NAcc and ventral pallidum (Castro 

& Berridge, 2017). These data suggest that there exist specific neurochemical modulators of 

the intensity of emotional responding within specific neuronal circuits supporting affective 

processing.

4 Parameter 3: Duration

Conceptually, the duration of an emotional response refers to the time that elapses between 

the start and end of the response. Here, the end of an emotional response is defined by an 

individual’s shift to either a different emotional state, or return to a baseline state - that is, 

the internal state that preceded the onset of the emotion. An enduring emotion may similarly 

be construed as a lasting perturbation. Enduring emotional responses are marked by lasting 

shifts in physiology, behavior, and cognition. Thus, the duration of an emotional response 
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can be inferred via the duration of objective physiological and behavioral states in addition 

to subjective self-report.

4.1 Critical Circuits

After an emotional response begins, its duration depends on the persistence of activity in the 

underlying neural circuitry. This applies to all domains of emotional responses, including 

physiological, behavioral, and cognitive states (Major & Tank, 2004). In the sections 

that follow, we describe 1) how neuromodulators drive enduring emotional responses 

by sustaining neural activity in emotion-encoding circuits, 2) how persistent patterns of 

emotion-related network activity contribute to the duration of emotional responses, and 3) 

how evolutionarily conserved subcortical circuits that support the selection and maintenance 

of behavioral states also influence the duration of emotional states.

Role of neuromodulation in maintenance of persistent states—Emotional states 

emerge and persist through the action of a subfamilies of modulatory chemicals known 

as neuromodulators (dopamine, serotonin, acetylcholine, and norepinephrine; Fellous, 

1999) and neuropeptides (Bos et al., 2012). Neuromodulatory neurotransmitters originate 

in distinct brainstem nuclei that project broadly to cortical and subcortical regions. 

Neuromodulatory neurotransmitters are small molecules, synthesized in axon terminals 

within district brainstem nuclei that project broadly to cortical and subcortical regions. 

Unlike neuromodulators, neuropeptides are larger molecules that are synthesized within 

the neurocyton (i.e., cell body) and distributed throughout the brain and viscera, where 

they exert broad effects on the regulation of homeostasis, behavior, and mental states. Via 

their wide distribution throughout the nervous system, neuromodulatory neurotransmitters 

and neuropeptides enable global shifts in neural activity. In contrast to the fast and 

transient action of the excitatory and inhibitory neurotransmitters (glutamate and GABA), 

neuromodulators and neuropeptides exert slow-acting modulatory effects on synaptic 

transmission (Avery & Krichmar, 2017), and thus induce persistent neural and behavioral 

states (Flavell et al., 2013; Lee & Dan, 2012). Critically, neuromodulatory activity enables 

organisms to adjust their behavior in response to dynamic environments and changing 

homeostatic needs (Pool & Scott, 2014).

The persistence of neuromodulatory neurotransmitter activity plays a phylogenetically 

conserved role in the dynamics of internal emotional states. As threats and rewards 

manifest or an organism’s needs change, neuromodulators fundamentally reconfigure 

neural circuits and their outputs (Marder, 2012). Through these context-dependent actions, 

neuromodulators enable flexible shifts in organisms’ behavioral state. Critically, the duration 

of these states is determined in part by the rate at which neuromodulators are cleared from 

neuronal synapses (Gibson et al., 2015). In humans, drugs that regulate the concentration 

and efficacy of neuromodulators at the synapse are widely prescribed to treat psychiatric 

disorders such as depression, OCD, anxiety, ADHD, and psychotic disorders. Interestingly, 

the pathology of each of these disorders involves persistence of some internal state; be it an 

affective state in depression, a behavioral state in ADHD, or a cognitive state in psychosis.
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Studies employing simple organisms with well-characterized neuronal connectomes clearly 

demonstrate that neuromodulators and neuropeptides control the duration of persistent states 

that may be considered ‘affective’ (Lee & Dan, 2012) via modulation of network activity. 

For example, in C. elegans, opposing neurotransmitters and neuropeptides (serotonin and 

pigment-dispersing factor [PDF]) recruit neurons into opposing, bi-stable networks. These 

opposing networks drive opposing behaviors, such as roaming and dwelling (Ji et al., 

2020). Similarly in C. elegans, the neuromodulatory neurotransmitter dopamine exhibits 

dissociable, state-dependent effects on the duration of egg-laying behavior (Cermak et al., 

2020). In larval zebrafish, dopaminergic activity reduces the susceptibility of persistent 

neural states to potential distractors by increasing the gain (i.e., relative strength) of relevant 

neural signals (Randlett et al., 2019). These examples demonstrate that neuromodulatory 

signaling enables an internal state (i.e., a response) to persist for as long as the stimulus that 

evoked it remains salient (Likhtik & Johansen, 2019).

Importantly, opposing neuromodulators such as serotonin and PDF compete for behavioral 

control in a “winner takes all” manner. Thus, the relative balance of neuromodulators 

and neuropeptides may ultimately dictate the duration of behavioral states. While some 

might contend that behavioral states such as roaming and quiescence are instinctual and far-

removed from human affective states, there is substantial evidence that the neuromodulatory 

signaling motifs responsible for behavioral state transitions in simple organisms are 

phylogenetically conserved in higher species (Katz & Lillvis, 2014) and roaming has been 

linked to affective states in humans (Heller et al., 2020). Indeed, in mammals, non-human 

primates, and humans, there is substantial evidence that neuromodulatory systems influence 

synaptic transmission in neocortical regions that govern the dynamics of complex cognitive 

and affective states (Berridge & Waterhouse, 2003; Castro-Alamancos & Gulati, 2014; 

Moran et al., 2013; Shine et al., 2019).

In addition to driving behavioral state duration via competition with neuromodulatory 

neurotransmitters, emerging work suggests that neuropeptides alone govern the dynamics 

of behavioral states by altering the way neuronal populations respond to stimuli (Marder, 

2012). In C. elegans, the neuropeptide FMRMamide enhances the persistence of locomotive 

behavioral responses to food in an aversive environment (Laurent et al., 2015). In this 

example, neuropeptide signaling drives persistent alterations in neural activity, which in 

turn yields a persistent shift in behavior. In other model organisms such as Drosophila, 

the neuropeptide dNPF (an analog of human neuropeptide Y) modulates the retrieval 

of memories for salient appetitive and noxious stimuli (Krashes et al., 2009). Further 

studies demonstrate that neuropeptide-mediated retrieval of appetitive memories governs 

the duration of motivational and roaming states involved in approach and avoidance behavior 

(Yamazoe-Umemoto et al., 2015). In another notable example using rodents, administration 

of the neuropeptide corticotropin releasing hormone (CRH) yields a persistent enhancement 

of acoustic startle responses and enduring facilitation of associative learning (Servatius et al., 

2005). Here, the neuropeptide CRH is theorized to alter the activity of subcortical structures 

involved in learning and conditioning (i.e., CeA, hippocampus), which in turn increases the 

persistence of learned behavioral responses to aversive stimuli.
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One particular neuromodulator, dopamine, influences the duration of internal emotional 

states by, 1) reducing a state’s susceptibility to distractors (Jacob et al., 2016), and 2) 

increasing the signal-to-noise ratio of stimulus representations in neural activity (Vander 

Weele et al., 2018). Dopamine influences behavioral impulsivity and the persistence of 

internal states through its effects on dopamine receptor-expressing neurons in the striatum 

- a region involved in the selection and maintenance of behavioral states (Graybiel, 1998). 

Specifically, dopaminergic activity modulates the stability of neuronal UP and DOWN 

states (Gruber et al., 2006), which refer to shifts in the thresholds at which neuronal 

hyperpolarization and depolarization occur (Major & Tank, 2004). Through these shifts in 

conductance thresholds, neuromodulators confer striatal UP and DOWN states with reduced 

susceptibility to distractors (Gruber et al., 2006). Thus, in motivationally relevant contexts, 

dopamine-mediated activity in striatal medium spiny neurons enables representations of 

salient information to persist in downstream cortical targets (this corticostriatal gating 

mechanism is described in greater detail below). In line with dopamine-mediated neural 

persistence, reduced availability of D2 and D3 dopamine receptors in the ventral striatum is 

associated with increased impulsive behavior in rodents (Barlow et al., 2018). Moreover, 

in humans, reduced structural coherence of dopaminergic projections from the ventral 

tegmental area to the ventral striatum predict greater impulsivity, and thus impaired 

behavioral persistence (MacNiven et al., 2020). Impulsive behavior may indicate impaired 

persistence in neural activity perhaps due to increased susceptibility to distractors (Barlow et 

al., 2018).

In addition to dopamine, serotonin also modulates the duration of emotional states. This 

is accomplished via the effects of serotonin on circuits involved in action selection. To 

illustrate, in zebrafish, inescapable aversive behavioral challenges elicit enduring states of 

neural activity in the ventral habenula. Inhibitory projections from the ventral habenula 

then suppress downstream serotonergic neurons in the dorsal raphe nucleus. The resulting 

reduction in global serotonergic signaling prompts a shift in the organism’s behavioral 

state, from an active to a sustained passive coping strategy. This is consistent with learned 

helplessness behavior in animal models of depression. Here, the shift to a passive behavioral 

state is supported by the phylogenetically conserved, inhibitory effect of serotonin on 

excitatory projections from the basal ganglia to the habenula (Shabel et al., 2012). Via 

these projections, reduced serotonergic activity and resultant habenula hyperactivity increase 

the signal-to-noise ratio of the aversive stimulus representation, which ultimately generates 

an enduring, passive behavioral state (Andalman et al., 2019).

Role of persistent activity in Amygdala – Hippocampus – mPFC network in 
emotion duration—Across species, the duration of an emotional or behavioral state is 

also linked to the persistence of neural activity in emotion-encoding subcortical regions such 

as the amygdala (Kennedy et al., 2020). For instance, enduring emotions, such as anxiety, 

are thought to be supported by enduring neural signals in emotion-encoding regions such 

as the amygdala and BNST (Lee et al., 2017; Waugh et al., 2015). Conversely, transient 

emotional states of the same valence, such as fear, are generated by short-lived signals in the 

same regions (Lee et al., 2017). Human fMRI studies have revealed a similar relationship 

between the duration of subjective emotion and the duration of neural signals in emotion-
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encoding regions such as the amygdala, thalamus, and midbrain (Waugh et al., 2016). 

However, the duration of emotional responses is not only determined by these subcortical 

structures, but also by synchrony within a frontolimbic network comprised of the amygdala, 

hippocampus, and mPFC.

Oscillatory synchronization between the amygdala and connected regions contributes to 

the duration of emotional states. One particularly important region in this network is 

the mPFC, which maintains neural representations of affective stimuli even after they 

dissipate (Bliss-Moreau & Rudebeck, 2020; Powell & Ginsberg, 2005). Moreover, persistent 

oscillatory entrainment between the mPFC, amygdala, and hippocampus support enduring 

freezing responses to conditioned fear stimuli in rodents (Seidenbecher et al., 2003). 

In particular, the duration and power of 4 Hz oscillatory synchronization between the 

mPFC and BLA predicts the duration of freezing behavior in rodents when exposed to 

aversive conditioned stimuli (Karalis et al., 2016). Even after stimuli are no longer present, 

enduring stimulus representations in the mPFC are transmitted to the BLA to produce these 

behavioral responses. In related rodent threat-conditioning paradigms, fear memory retrieval 

and behavioral responses are supported by phase-correlated interactions between mPFC 

neurons and the BLA (Bocchio et al., 2017). However, the functional role of oscillatory 

entrainment extends beyond fear conditioning. For example, entrainment within this circuit 

further transmits state-dependent contextual information to the striatum during behavioral 

decision-making. As detailed below, this information biases the duration of emotional states 

(Sharpe et al., 2019).

Role of Cortico-striatal-thalamo-cortical circuitry in neural states and state 
transitions—An emerging literature posits that corticostriatal circuitry involved in motor 

planning and action selection (Gurney et al., 2015; Redgrave et al., 2011) maintains 

persistent behavioral, cognitive, and emotional states (Awh & Vogel, 2008; McNab 

& Klingberg, 2008; O’Reilly & Frank, 2006). Though primarily implicated in action 

planning and execution, evolutionary accounts suggest that the basal ganglia has undergone 

exaptation across phylogeny (Stephenson-Jones et al., 2011). Thus, corticostriatal circuits 

which govern the selection and duration of behavioral states in lower species are theorized 

to modulate the duration of emotional states in higher organisms (Pierce & Peron, 2020). In 

support of this perspective, recent neural evidence from humans suggests that basal ganglia 

circuitry plays a key role in governing the onset and duration of emotional responses (Ory et 

al., 2017; Peron et al., 2013)

The cortico-striatal-thalamo-cortical (CSTC) circuit receives multiple sources of information 

from the cortex and gates relevant neural signals into behavior (Figure 4). This is 

accomplished via the CSTC circuit’s recurrent, closed loop architecture. In this circuit, 

multiple sources of information are routed from distinct cortical regions to the basal ganglia, 

through the thalamus, and back to the cortex (Alexander et al., 1986). The CSTC circuit’s 

primary mechanism of action is inhibitory, serving to gate simultaneously competing 

cortical inputs (e.g., competing motor programs) into stable behavioral outputs (e.g., motor 

actions). Specifically, when a behavioral state is no longer adaptive for an organism, the 

basal ganglia shift the behavioral state by inhibiting its current output while simultaneously 

releasing a more optimal behavior from inhibition. Similarly, the basal ganglia may also 
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hierarchically control the input, output, and maintenance of information in frontal cortical 

regions involved in higher-level cognition and planning (Chatham & Badre, 2015). Thus, the 

basal ganglia arbitrate the duration of an organism’s behavioral or cognitive state depending 

on a state’s current value to the organism’s survival.

CSTC circuit loops and the values encoded in their inputs ultimately govern whether 

internal states persist or are interrupted by competing signals. Indeed, the duration of 

behavioral states depends on an organism’s current goals (Hubbard et al., 2020) and the 

relative values of its behavioral options in the current state (Daw et al., 2006). These 

values, which dictate the duration of behavioral, cognitive, and emotional responses, are 

encoded in cortico-striatal projections from the OFC, the ventromedial prefrontal cortex 

(vmPFC), and the dorsolateral prefrontal cortex (dlPFC) to the striatum (Sharpe et al., 

2019). Within these cortical regions, distinct neural mechanisms convey value signals to the 

striatum. These value signals in turn govern the duration of behavioral states. For example, 

the OFC transmits value judgments through its projections to cholinergic interneurons 

in the striatum (Wilson et al., 2014). Additionally, context and salience-encoding limbic 

inputs to prefrontal and striatal regions influence behavioral state durations (Barlow et al., 

2018; see “Subcortical regions…” in Modulators section). In summary, functionally diverse 

inputs to the striatum encode the salience of sensory information and the relative value of 

simultaneously competing cognitive and behavioral states. Ultimately, these values govern 

the duration of emotional states through inputs to CSTC loops.

4.2 Modulators: What influences duration?

Intensity of the stimulus or emotional response—The duration of an emotional 

response depends in part on the amplitude of the emotional response (Waugh et al., 2010). 

First, the intensity of an initial emotional reaction predicts its duration in subjective reports 

of emotional experience (Frijda et al., 1991). Objective assays of animal behavior replicate 

this effect. For example, in Drosophila, the intensity of a threatening stimulus predicts 

a more persistent behavioral response (Gibson et al., 2015). In this case, one or more 

neurons in the model organism cumulatively integrate signals from sensory neurons that 

encode the threatening stimulus. As time passes, accumulating sensory information in these 

so-called “leaky integrator” neurons decays at a constant rate. Thus, in circumstances where 

an organism faces repeated or high-amplitude sensory inputs, the accumulation of sensory 

information can outpace the decay rate. Within leaky integrator neurons, asymmetry in the 

rates of signal accumulation versus signal decay yields persistent activity, which can allow a 

behavioral response to persist even after stimuli dissipate. Convergent evidence suggests 

that persistent integrator neuron activity is necessary and sufficient to drive enduring 

behavioral responses in Drosophila (Jung et al., 2020). In sum, the response characteristics 

of integrator neurons (i.e., accumulation and slow decay of sensory signals) translate intense 

and persistent stimuli into more potent and lasting behavioral outputs.

Subcortical regions influence emotion duration—Neural activity in subcortical (i.e., 

limbic) regions influences the duration of emotional states via interactions with CSTC 

circuitry. Through their projections to CSTC circuits, limbic regions may initiate cortical 

state transitions or bias the probabilities of subsequent state shifts. As a result, limbic 
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inputs to the CSTC circuitry may influence the persistence of neural and behavioral states 

that underlie emotional responding. This is accomplished in part through limbic influence 

over the striatal-substantia nigra-thalamo-cortical path (Aoki et al., 2019). Through this 

interaction, neuronal activity in limbic regions can unilaterally suppress thalamo-cortical 

output from the CSTC loop. This enables salient sensory inputs to perturb persistent states 

in CSTC-mediated neural activity. Functionally, this circuit may reduce the duration of an 

internal emotional state by terminating it altogether.

Bottom-up, neuromodulatory influence in the striatum can also bias the duration of 

behavioral states. In particular, aberrant dopaminergic signaling in CSTC circuits reduces 

the duration of behavioral states via impulsive behavioral responding. In both animal 

and human models, reduced density of D2 and D3 dopamine receptor subtypes seems 

to underlie natural variability in behavioral impulsivity (Buckholtz et al., 2010). Here, as 

in earlier examples, dopaminergic activity affords behavioral states greater resistance to 

potential distractors. This influence of dopamine on behavior may be explained by either the 

intrinsic effects of dopamine on the action selection machinery in the basal ganglia, or by 

dopaminergic effects on the signal-to-noise ratio of projections to CSTC circuits originating 

in the amygdala and the OFC.

Top-down influences from limbic and frontal regions may also influence the duration of 

emotional states by biasing the probability of state transitions. Indeed, lesions in limbic 

and orbitofrontal regions of the brain yield changes in CSTC signaling and increases in 

impulsive behavior (Barlow et al., 2018; Mobini et al., 2002). Additionally, increased 

functional connectivity within limbic networks, and reduced connectivity between frontal 

networks both contribute to impulsive behavior (Barlow et al., 2018). However, it remains 

unclear whether these top-down effects are independent of the bottom-up neuromodulatory 

influences of dopamine in the striatum (Dalley & Robbins, 2017). Emerging evidence 

from rodents suggests that the amygdala may indeed play an explicit role in coding real-

time changes in behavioral states. Indeed, distinct neuronal subpopulations in the BLA 

encode behavioral state transitions (e.g., exploring vs. freezing) through slow-oscillating, 

attractor-like dynamics (Gründemann et al., 2019). State encoding in the amygdala may 

serve to integrate affective information into thalamocortical state representations via its vast 

cortical and subcortical connections. While this mechanism requires further investigation, it 

represents one additional process through which subcortical regions might influence state 

duration.

Frontoamygdalar circuits support the regulation of emotional states—The 

duration of an emotional response also depends on whether affectively salient stimuli are 

gated into conscious awareness (see rise time section). In conjunction with the mechanisms 

described by Mitchell & Greening (2012), persistent activity in frontal regions modulates 

amygdala activity (Inagaki et al., 2019), which gates sensory information in and out of 

conscious awareness. This is related to the well-established notion that frontoamygdalar 

connectivity supports the regulation, maintenance, and suppression of internal emotional 

states (Davidson, 2002). In another example of this phenomena, successful fear suppression 

is mediated via functional connectivity between the perigenual PFC and the amygdala, 

while unsuccessful suppression is marked by increased functional connectivity between the 
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amygdala and regions in the ventral visual stream (Amting et al., 2010). This suggests that 

successful emotion regulation, which can shorten an emotional episode, is characterized in 

part by frontal influence over amygdala activity, and gating of information flow between the 

amygdala and sensory centers.

Conversely, inhibition of the lateral PFC (implicated in top-down control over emotional 

states) via transcranial magnetic stimulation increases the influence of affective information 

from previous experiences on future decision-making (Lapate et al., 2017). Here, a paucity 

of frontal control over emotion-encoding regions in the brain generates an emotional 

“spillover” effect that serves to lengthen the duration of aversive emotional states in the 

brain. Relatedly, the aforementioned study by Waugh and colleagues (2016) demonstrates 

that human emotions endure via persistent neural activity in key medial frontal, limbic, 

and midbrain regions; and effortful emotion regulation serves to shorten the persistence of 

activity within these regions. Finally, additional evidence from human fMRI studies suggests 

that dissociable projections from the ventrolateral PFC to the striatum and the amygdala 

mediate successes and failures in emotion regulation, respectively (Wager et al., 2008). 

Taken together, these findings suggest that the persistence of activity between prefrontal 

regions and emotion-encoding regions mediates the duration of emotional states.

5 Conclusion

Here, we have highlighted several neural mechanisms supporting the rise-time, intensity, and 

duration of emotional experiences. Critically, the different neural, peripheral, subjective, and 

behavioral measures of emotional responding unfold along unique timescales. For example, 

emotional responses captured by EEG occur more quickly than responses captured by skin 

conductance. Further, not only do the different indicators of emotional responses occur on 

different timescales, but their respective time courses can be relatively independent from 

each other. For example, the chronometry of biological measures may not always reflect the 

time course of subjective emotional experience or behavior (Mauss et al., 2005). Resolving 

the disparate time scales of emotional responding and connecting neural, physiological, 

behavioral, and subjective emotion signals remain a central challenge of emotion research 

(Davidson, 2015). It is critical to determine how neural firing, unfolding over milliseconds is 

linked to subjective feeling states which, from one’s introspection, last substantially longer.

Another issue concerns the similarity in time course and neural circuitry underlying 

processing of valence (Davidson, 2015). In general, it appears that negative emotional 

responses may persist longer than positive emotional responses (Villano et al., 2020; but see 

Verduyn et al., 2009), and proximal threats may be processed more rapidly than rewards 

(Vaish et al., 2008). While there is significant overlap in the neural circuits supporting 

processing of appetitive and aversive states, there appear to be localized “modules” as well 

as context-dependent “modes” within (and across) overlapping distributed networks that 

support valence specific processes (Berridge, 2019). Thus, regions, such as the amygdala 

or nucleus accumbens may support appetitive or aversive states depending on a variety of 

time-varying factors including, output targets of the region, homeostatic needs, context, and 

prior experience (Tye, 2018). This remains an active area of research aimed at capturing 

Puccetti et al. Page 21

Neurosci Biobehav Rev. Author manuscript; available in PMC 2023 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



the nuanced relationship between the valence systems, their underlying circuitry, and their 

chronometry.

Comparing affective dynamics not only across units of measurement, timescales, 

and valence, but also across species with nervous systems of varying complexity 

requires continued attention. One avenue for future cross-species research is harnessing 

representational analytic methods (Diedrichsen & Kriegeskorte, 2017), which compare 

neural representations in terms of distance in geometric space rather than brain or voxel 

space. Further translational work is necessary to understand how fundamental differences 

in nervous system complexity across phylogeny might limit our conclusions from animal 

models of affective dynamics.

In this article, we have highlighted similarities between humans and other organisms’ 

emotion systems, however, critical differences must be accounted for. For example, in 

lower organisms, the temporal dynamics of behavioral operationalizations of emotion 

depend largely on the presence of salient, external stimuli. In contrast, human emotional 

responses not only vary as a function of immediate threats (Mobbs et al., 2007), but 

also intrinsic, mental concepts (Barrett, 2017; Mulligan & Scherer, 2012). Specifically, 

neocortical association areas also enable humans to ascribe value and respond emotionally 

to abstract stimuli, such as memories for past events (Dolan et al., 2000; Panksepp, 

2007). Thus, human emotion responses may persist for longer and are less contingent on 

environmental stimuli than the reflexive and instinctive responses in certain other animals 

(i.e., emotion primitives).

Though not addressed explicitly in the present article, our review of the neural circuits 

supporting emotional dynamics suggests directions for clinical research and treatment. 

Exploration of the neural circuits linked to emotional dynamics may explain certain 

psychiatric phenomena, including prolonged dysphoric states in depression. For example, as 

described above, a ruminative cognitive-affective state may become habitual and persistent 

via entrainment into cortico-striatal-thalamo-cortical loops as a result of learning. Further 

research into the rise-time, intensity, and duration of emotion states will inform our 

understanding of the biological underpinnings of both individual symptoms and higher-order 

symptom dimensions in transdiagnostic models of psychopathology.

The neurobiological mechanisms underlying abnormal affective dynamics may also suggest 

novel risk factors for psychopathology, including so-called transdiagnostic risk factors that 

cut across disorders. Indeed, neural dynamics highlighted in this review predict risk for 

psychopathology. For example, amygdala activation rise-time in response to novel faces is 

faster for those with inhibited temperament (Kagan, 1997; Blackford at al., 2009), a well-

studied risk factor for anxiety and depression (Shackman et al., 2016; Clauss & Blackford, 

2012; Conway, et al., 2016). Therefore, individual differences in amygdala BOLD signal 

dynamics may be useful in predicting risk for psychiatric disorders.

In addition to refining models of psychopathology and their risk factors, the neural 

mechanisms of affective dynamics may also inform treatment. It is our hope that mapping 

the neural circuits governing affective dynamics will guide the development of novel 
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interventions that target neural mechanisms that contribute to aberrant affective dynamics 

characteristic of psychopathology. Critically, the neural mechanisms highlighted here may 

contribute to ‘precision medicine’ (Serretti, 2018), which emphasizes individual variability, 

rather than “one-size-fits-all”, when selecting interventions for psychiatric disorders. While 

this work is nascent, recent advances have identified chronometric features of neural 

responses that predict treatment responses. For example, sustained amygdala responses 

following putatively neutral stimuli predicts poorer responses to attention bias modification 

in anxiety disorders (Woody et al., 2019). Machine learning algorithms integrating 

individual differences in affective processing biases have also shown considerable promise 

in informing treatment selection for subtypes of anxiety and depressive disorders (Browning 

et al., 2021). At present, however, precision medicine approaches for disorder subtyping or 

treatment selection in psychiatry often neglect affective chronometry and the related neural 

systems. As this research develops, the neural mechanisms highlighted in this review may 

better inform clinical decision-making in the treatment of psychiatric disorders.

The ways in which our affective experiences unfold over time is critical to who we are. 

However, there is an emerging set of non-human animal work and human imaging that 

provide insight to the neural mechanisms supporting the rise-time, intensity, and duration 

of emotional experiences. Linking these literatures can foster a deeper understanding of the 

neural mechanisms driving affective behaviors and how individual differences emerge.

Funding support:

Louisiana Board of Regents through the Board of Regents Support Fund (LEQSF(2018-21)-RD-A-17) and the 
National Institute of Mental Health of the National Institutes of Health under award number R01MH122561 to JPF, 
and 1R21MH125311 and a John Templeton Foundation grant to ASH. The content is solely the responsibility of the 
authors and does not necessarily represent the official views of the National Institutes of Health.

Appendix A.

To describe neural mechanisms that underlie the three temporal features defined by affective 

chronometry, it is necessary to introduce the dynamic features that comprise an emotional 

response. These signals include central nervous system activity, peripheral physiology, overt 

behaviors, and subjective ‘feelings’. We briefly describe each of these below.

Neural signals.

A variety of neural mechanisms generate emotional responses in animals and humans. We 

briefly review the methods used to measure neural signals described here.

Recordings of neural activity can establish correlative links between brain and behavior. 

Electrophysiological measures, including extra- and intra-cellular recordings, capture neural 

activity on the scale of milliseconds. Extracellular recordings measure the local field 

potential (LFP) or summed electrical changes near intracranial electrodes (Buzsáki et 

al., 2012; Csicsvari et al., 2003). They also capture high frequency ‘spikes’ reflecting 

synchronous neuronal firing. In contrast, intracellular electrodes record electrical activity 

within a single cell, providing richer information about the mechanisms of spikes (Henze et 

al., 2000).
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In animal models, neural signals can be manipulated to establish causal links. Manipulations 

include creating lesions or injecting agonist/antagonist compounds. A more recent method 

of manipulating neuronal activity via optogenetics, which involves engineering cells to 

be excited or inhibited by specific frequencies of light (for a review see Fenno et al., 

2011). These manipulations allow scientists to causally connect neural dynamics across 

milliseconds and seconds to behavior.

Compared with animal research, measures of neural activity in humans are often more 

indirect, less precise, and less invasive. Measurement of electrophysiological activity are 

obtained using electro (EEG) or magneto (MEG) which record electrical and magnetic 

signals from the scalp. Although these methods record cortical electrical brain activity with 

high temporal resolution, it is challenging to pinpoint electrical changes generated by deeper 

brain regions, such as the amygdala (Buzsáki et al., 2012; Darvas et al., 2004; Hansen et al., 

2010). Relative to EEG and MEG, functional magnetic resonance imaging (fMRI) provides 

superior spatial resolution by imaging the whole brain using magnetic field gradients. fMRI 

tracks changes in oxygenated blood flow, reflecting metabolic responses to neuronal activity 

(Poldrack et al., 2011), but the temporal resolution is less precise than EEG or MEG.

Peripheral physiological signals.

Peripheral physiological responses to affective events also indicate the organism’s state. 

Triggered by the central nervous system, these peripheral indicators reflect sympathetic 

or parasympathetic responses to affective stimuli (Bradley & Lang, 2000). For example, 

pupillary dilation and constriction are modulated following affective stimuli (Maffei & 

Angrilli, 2019). Changes in heart rate and heart rate variability are also linked to emotional 

responses (Mauss & Robinson, 2009). The Galvanic Skin Response (GSR) measures sweat 

excretion (sympathetic nervous system activity) in response to arousing stimuli (Lang et 

al., 1993; Mauss & Robinson, 2009), as does respiration rate (Homma & Masaoka, 2008). 

Emotional responses can also be measured via facial electromyography (EMG), an objective 

measure of facial muscle activity. Emotional expressions, such as frowning and smiling, 

evoke EMG activity which track the valence and intensity of affective reactions (Cacioppo et 

al., 1986).

Subjective emotional signals.

Another indicator of an emotional episode is an individual’s description of the 

feelings comprising the experience. Subjective descriptions of emotion can be obtained 

retrospectively or during the emotional episode. This is typically accomplished with 

laboratory-based self-report surveys or via experience sampling methods (Shiffman et 

al., 2008). Subjective reports of emotional episodes are often structured with questions 

that assess unique emotions, such as “fear,” “happiness,” or “frustration.” Alternatively, 

self-report instruments may ask an individual to average across core dimensions of their 

emotional experience such as valence (i.e., positive vs negative) and arousal (i.e., high vs. 

low) of an emotion (Russell, 1980).
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Behavioral signals.

Behavioral responses to stimuli can yield insight into an organism’s central emotional state. 

Using observable behavior as a proxy for emotional state enables researchers to infer the 

neural mechanisms driving affective behaviors across species.

Across species, objective behavioral states such as feeding, grooming, and freezing can be 

viewed as expressions of “emotion primitives” (Panksepp, 2004). The neural mechanisms 

that subserve these affective behaviors in lower organisms are conserved through evolution 

and can be construed as the “building blocks” for human emotional responding (Anderson 

& Adolphs, 2014). For example, the neural mechanisms that drive threat-related freezing 

responses in rodents are similar to those that support fearful states in humans (Calhoon & 

Tye, 2015). Viewing animal behaviors as emerging from central states allows researchers 

to connect the type and timing of behavioral responses to the valence and dynamics of the 

underlying state.

Aversive emotional states can be inferred from animal behaviors across phyla. Behaviors 

that involve avoidance of a threatening stimulus or situation, such as freezing, hiding, 

or fleeing a threat, are thought to indicate aversive emotional states. For instance, in 

simple model organisms such as the roundworm C. elegans, an aversive state can be 

inferred from stereotyped escape behaviors (Cermak et al., 2020; Leung et al., 2016). In 

rodents, compulsive self-grooming in response to an aversive stimulus may indicate an 

anxious emotional response, akin to human self-soothing responses to stress (Spruijt et al., 

1992). Distress vocalizations in cats (Brudzynski et al., 1982), rats (Brudzynski, 1994), and 

monkeys (Lemasson et al., 2012), are all thought to express and communicate emotional 

states of varying intensity and duration.

Aversive emotional states may also be inferred from the timing of behaviors. In humans, 

faster reaction times to aversive stimuli may indicate that an individual’s response was 

primed by a latent aversive emotional state (Neta & Tong, 2016). Similarly, in non-human 

species, the affective structure of an organism’s environment can be inferred from the 

amount of time that the organism spends pausing in place before making a behavioral choice 

(Redish, 2016). Additionally, some objective behaviors can be used as proxies for appetitive 

states. For example, environmental exploration, mating, and feeding behaviors all indicate 

that an organism has evaluated their environment as sufficiently safe to explore or exploit 

potentially rewarding opportunities (McNaughton & Corr, 2018).
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Highlights:

• Affective states are understood to emerge and persist through patterns of 

neural activity

• Human and animal neuroscience research on how the brain directs the 

unfolding of emotion over time are scarcely integrated

• We highlight the specific neural mechanisms and modulatory factors that 

arbitrate the rise-time, intensity, and duration of emotional states
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Figure 1. Graphical representation of the three affective chronometry parameters: rise-time, 
intensity, and duration.
The three affective chronometry parameters collectively describe the time course of an 

emotional response. While these parameters are theoretically independent and are governed 

by partially separable neural mechanisms, they nevertheless influence each other. For 

instance, a more intense emotional perturbation may involve a longer rise-time and take 

longer to decay, thus increasing the duration of the episode.
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Figure 2. Cortical, subcortical, and cholinergic systems that support affective rise-time.
Top: a mid-sagittal view of medial brain regions and the cholinergic system. Bottom: a 

simplified, circuit diagram of nuclei of the amygdala, and some of their connections with 

the Bed Nucleus of the Stria Terminalis and the Nucleus Accumbens. Bold lines illustrate 

cholinergic innervations and thin lines illustrate excitatory subcortical neuronal projections. 

For each connection, a circle denotes the origin, and a fork denotes the destination of that 

connection.
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Figure 3. Affective intensity depends on distributed networks of cortical, subcortical, and 
brainstem regions.
Medial and lateral views depicting distributed brain regions that support affective intensity.
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Figure 4. Distinct motor and limbic corticostriatal thalamocortical (CSTC) loops support the 
maintenance of persistent behavioral and affective states.
Neuromodulatory connections are depicted with dotted lines, while solid lines denote 

excitatory or inhibitory connections. For each connection, a circle denotes the origin, and 

a fork denotes the destination of that connection. Key: GPe = globus pallidus (external); 

GPi = globus pallidus (internal); STN = subthalamic nucleus; SN = substantia nigra; DA = 

dopamine; Glu = glutamate.
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