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Abstract

Background and Aims: Colonoscopy is commonly performed for colorectal cancer screening 

in the United States. Reports are often generated in a non-standardized format and are not 

always integrated into electronic health records. Thus, this information is not readily available for 

streamlining quality management, participating in endoscopy registries, or reporting of patient- 

and center-specific risk factors predictive of outcomes. We aim to demonstrate the use of a new 

hybrid approach using natural language processing of charts that have been elucidated with optical 

character recognition processing (OCR/NLP hybrid) to obtain relevant clinical information from 

scanned colonoscopy and pathology reports, a technology co-developed by Cleveland Clinic and 

eHealth Technologies (West Henrietta, NY, USA).

Methods: This was a retrospective study conducted at Cleveland Clinic, Cleveland, Ohio, and 

the University of Minnesota, Minneapolis, Minnesota. A randomly sampled list of outpatient 

screening colonoscopy procedures and pathology reports was selected. Desired variables were 

then collected. Two researchers first manually reviewed the reports for the desired variables. Then, 

the OCR/NLP algorithm was used to obtain the same variables from 3 electronic health records in 

use at our institution: Epic (Verona, Wisc, USA), ProVation (Minneapolis, Minn, USA) used for 

endoscopy reporting, and Sunquest PowerPath (Tucson, Ariz, USA) used for pathology reporting.

Results: Compared with manual data extraction, the accuracy of the hybrid OCR/NLP approach 

to detect polyps was 95.8%, adenomas 98.5%, sessile serrated polyps 99.3%, advanced adenomas 

98%, inadequate bowel preparation 98.4%, and failed cecal intubation 99%. Comparison of the 

Reprint requests: Maged K. Rizk MD., Digestive Disease Institute, 9500 Euclid Avenue, Desk A30, Cleveland Clinic, Cleveland, OH 
44195. If you would like to chat with an author of this article, you may contact Dr Rizk at rizkm@ccf.org.
*Drs Laique and Hayat contributed equally to this article.

HHS Public Access
Author manuscript
Gastrointest Endosc. Author manuscript; available in PMC 2022 January 28.

Published in final edited form as:
Gastrointest Endosc. 2021 March ; 93(3): 750–757. doi:10.1016/j.gie.2020.08.038.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



dataset collected via NLP alone with that collected using the hybrid OCR/NLP approach showed 

that the accuracy for almost all variables was >99%.

Conclusions: Our study is the first to validate the use of a unique hybrid OCR/NLP technology 

to extract desired variables from scanned procedure and pathology reports contained in image 

format with an accuracy >95%.

INTRODUCTION

Colonoscopy is a common screening modality for colorectal cancer (CRC) in the United 

States. The 2012 Survey of Endoscopic Capacity estimated that more than 15 million 

colonoscopies were performed in 2012, and an additional 10.5 million colonoscopies 

could be performed.1 Observation data have shown that colonoscopy screening has led 

to lower CRC incidence and mortality.2–4 However, increasing evidence suggests that 

examination quality may have an impact on its effectiveness, that is, the adenoma detection 

rate is inversely related to the risk of interval CRC.5 In 2015, the American Society for 

Gastrointestinal Endoscopy (ASGE)/American College of Gastroenterology (ACG) Task 

Force on Quality in Endoscopy updated the list of quality indicators for performing 

colonoscopy.6 Unfortunately, the information needed to assess colonoscopy examination 

quality is often embedded in non-standardized colonoscopy procedure reports of varying 

formats within electronic health records (EHRs), requiring time-consuming and costly 

manual data extraction for accurate reporting.

At our institution, ProVation (Minnesota, Minn, USA) software for managing procedure 

reporting and Sunquest PowerPath (Tucson, Ariz, USA) software for managing pathology 

reporting, are now integrated with our EHR Epic (Verona, Wisc, USA). However, smaller 

institutions and endoscopy centers continue to rely on EHRs that are not integrated, and 

procedure/pathology reports need to be scanned and uploaded into their EHRs to enable 

other physicians and ancillary health care personnel, who routinely do not have access 

to endoscopy reporting systems, to view these results.7 Thus, the information contained 

within these procedure and pathology results is not readily available for streamlining quality 

management, guiding clinical research initiatives, participating in endoscopy registries for 

meaningful use, or in reporting of patient- and center-specific risk factors predictive of poor 

colonoscopy outcomes, such as cecal intubation rates, quality of bowel preparation, and 

adenoma detection rates (ADRs). Manual extraction of important clinical variables from 

these procedure/pathology reports is limited by its labor-, resource-, and time-intensive 

nature.8,9 The lack of tools that allow error-free extraction of high-quality information has 

remained a major obstacle in navigating these unstructured data sources to improve the 

efficiency and accuracy of patient care.6

Natural language processing (NLP) is a computer-based linguistic technique that has gained 

prominence for its role in obtaining pertinent clinical information in an organized fashion 

from semi-structured and more recently, unstructured, data sources.10–12 This not only 

has the potential to have an impact on clinical practice but has opened pathways toward 

investigational and quality research that was previously unfathomable.13 The NLP-based 

technical approach has already shown promise in leveraging data from echocardiography 
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reports with >90% accuracy14 and from colonoscopy reports for ADRs and advanced 

ADRs with >90% accuracy across multiple institutions that rely on different EHRs and 

use different text formats for reporting colonoscopy findings.7,15–17

Although extremely useful, the application of NLP is limited in scope because it requires 

machine-readable clinical text and does not work with printed or scanned documents. 

Optical character recognition (OCR) technology enables the conversion of scanned paper 

documents into editable and searchable text data. The application of NLP on documents 

created using OCR-based technology has not yet been studied. Our study aims to 

demonstrate the use of a new hybrid approach using NLP of charts that have been elucidated 

with OCR processing (OCR/NLP hybrid) to obtain relevant clinical information from 

scanned colonoscopy reports and pathology reports.

METHODS

This was a retrospective study conducted at Cleveland Clinic, Cleveland, Ohio, and the 

University of Minnesota. The study was approved by the institutional review board at both 

institutions. The NLP algorithm was used to obtain data on all patients who underwent a 

screening colonoscopy (N = 35,914) at Cleveland Clinic between 2010 and 2014. We had 

collected data for a previous study on 2530 patients after excluding those with previous 

colonoscopies, procedures are done for diagnostic indications, and those done on patients 

<40 years old. These patients were arranged in numerical order of their medical record 

number and every third patient was included in our study for a total of 589 procedures. 

This was done to use the data that was readily available to us. Data and desired variables 

were then collected in 3 ways. First, the colonoscopy procedure reports were manually 

reviewed by 2 researchers (S.L. and M.I.) to ensure that the previously collected information 

on the variables of interest was accurate. Any discrepancies between the datasets obtained 

by the 2 researchers were resolved by a third independent researcher (S.S.). Second, the 

NLP algorithm was used to obtain the same variables directly from the 3 EHRs being used 

at our institution: Epic (Verona, Wisc, USA), ProVation (Minneapolis, Minn, USA) used 

for endoscopy reporting, and Sunquest PowerPath (Tucson, Ariz, USA) used for pathology 

reporting. Third, the hybrid OCR/NLP technology, co-developed by Cleveland Clinic and 

eHealth Technologies (West Henrietta, NY, USA), was used to evaluate a scanned copy 

of each procedure and pathology report to extract our variables of interest. Because our 

NLP algorithm was developed using the procedure notes written only at our institution, the 

external applicability of our algorithm to extract data from procedure notes written at a 

different institution would have remained questionable due to the possibility of significant 

variation in procedure note templates. To overcome this, data were also obtained through 

manual review as well as via the OCR/NLP approach on 4 variables (indication, quality 

of bowel preparation, cecal intubation, and polyp detection) from 30 randomly selected 

colonoscopy reports of patients presenting to the gastroenterology clinic at the University of 

Minnesota. We only selected procedures that had been done at outside facilities and notes 

that were scanned into the EHR at the University of Minnesota (all of these procedure notes 

were written using the NextGen healthcare information systems v.5; NXGN Management, 

LLC, Irvine, Calif, USA).
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Variables

Polyp detection rate (number of colonoscopies where single or multiple polyps were 

resected and successfully retrieved), location of polyps, ADR (number of colonoscopies 

where single or multiple adenomas were resected and successfully retrieved), advanced 

ADR (advanced adenoma defined as adenoma >10 mm in size, adenoma with a villous or a 

tubulovillous component, and/or adenoma with high-grade dysplasia), rate of inadequate 

bowel preparation (defined as a classification of poor, fair, and/or inadequate on the 

Aronchick scale), and successful cecal intubation rate (number of colonoscopies where the 

colonoscopy was advanced at least as far as the cecum).

Cleveland Clinic natural language processing algorithm

The NLP engine was designed and developed in Prolog, traditionally a language used for 

artificial intelligence, by a member of the Cleveland Clinic Digestive Disease & Surgery 

Institute (J.M.). Prolog is a general-purpose logic programming language, and unlike many 

other programming languages, it is a declarative language as opposed to a procedural 

language. The program logic is expressed in terms of relations, represented as facts and 

rules, and no distinction is made between code and data.

The engine has several components. A Structured Query Language (SQL) interface allows 

the NLP engine to read the colonoscopy notes from a view or table within an SQL database. 

The parser, developed using Prolog, tokenizes a paragraph from the procedure/pathology 

note into numbered sentences and sentences into numbered words, allowing them to be 

searched and “read” for variables or meaning. The order and position of certain words in the 

parsed data are evaluated to get a value or interpretation. Several algorithms then determine 

if a polyp was found, the size of the polyp, and the location of the polyp. Another interface 

then allows the NLP engine to write the parsed discreet variables back into an SQL table. 

The procedure data (patient ID, date, time, physical location) are written into a procedure 

table, and the findings are written in another table based on a relational model because the 

relationship between the procedure and the findings can be one to none or one to many. The 

polyp location is also “normalized” to standard locations within the colon. This is necessary 

so that the polyp findings can be associated with the pathology findings later. The pathology 

parser reads through the final diagnosis of the pathology report and returns the pathology 

findings for each polyp by location. These data (procedure details, findings, and pathology) 

are then “joined” to produce a report that has the procedure details, findings for each polyp 

with number, size, and location as well as the pathologic finding for each polyp.

Our initial iteration of the algorithm (developed in 2015) was used to parse 295,252 

colonoscopy procedure notes (spanning 25 years) associated with 63,284 pathology notes. 

Initial manual review done by one of the authors (J.M.) showed 88% agreement with the 

parsed data. The parsing algorithm has evolved since its inception. The reports with missed 

variables were evaluated, and the algorithm was refined to start extracting the missing data 

and to accommodate the variability in documentation between different endoscopists. Our 

initial algorithm also sometimes missed the location and number of polyps, because that 

information was mentioned in the next sentence of the findings paragraph. The algorithm 
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was then adapted to look at the next sentence if no location was found in the first sentence, 

which solved this issue.

Optical character recognition

The colonoscopy reports from our study dataset were printed from ProVation (Minneapolis, 

Minn, USA) along with any accompanying pathology reports from Sunquest PowerPath 

deidentified, randomly assigned with a computer-generated participant number for patient 

identification, and then scanned as image files. The image file was then reprinted and 

scanned again to reflect a “real-world” setting because such documents often have 

compromised image quality due to being faxed or photocopied multiples times. The image 

files were then sent to eHealth Technology (West Henrietta, NY, USA). eHealth Technology 

then used proprietary OCR technology to convert the scanned images into editable text files. 

These text files were then securely transmitted back to be analyzed by our NLP algorithm as 

detailed above.

Statistical analysis

Sensitivity, specificity, predictive values, and accuracy were calculated to assess the validity 

of NLP and the OCR/NLP hybrid for reporting the variables with manual annotation 

(criterion standard). Then, OCR/NLP was compared with NLP alone (proxy criterion 

standard). To make these comparisons, the frequency and percentage of true positives 

(presence noted per comparator and criterion/proxy criterion standard), false positives 

(presence noted per comparator, but not by criterion/proxy criterion standard), false 

negatives (absence noted per comparator, but present per criterion/proxy criterion standard), 

and true negatives (absence noted per comparator and criterion/proxy criterion standard) 

were calculated. Sensitivity, specificity, positive predictive value (PPV), negative predictive 

value, and accuracy were then calculated.

Results

A total of 589 colonoscopy procedures were included in the study and there were 262 

(44.4%) corresponding pathology reports. The overall ADR was 23.1% in our study, and the 

rate of inadequate bowel preparation was 16.9%. The ADR was 4.1% and the failed cecal 

intubation rate was 1.6%. The comparison of the accuracy among the 3 different approaches 

are described in Figure 1. The flowchart of all patients included in our study is detailed in 

Figure 2.

Effectiveness of NLP

Table 1 details the findings comparing our NLP findings with the manually collected 

dataset, which is our criterion standard. The NLP platform was able to detect polyps with 

an accuracy of 96%, adenomas with 98.4% accuracy, sessile serrated polyps with 99.2% 

accuracy, advanced adenomas with 99.3% accuracy, inadequate bowel preparation with 

98.4% accuracy, and failed cecal intubation with 99% accuracy. The algorithm was able to 

detect high-grade dysplasia with 100% accuracy.
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Effectiveness of hybrid OCR/NLP technology

Table 2 details the comparison between the hybrid OCR/NLP approach for data extraction 

with the manually collected dataset. The accuracies in the detection of variables were similar 

to the use of NLP alone. The accuracy for detection of polyps was 95.6%, 98.5% for 

detection of adenomas, 99.3% for detection of sessile serrated polyps, 99.3% for detection 

of advanced adenomas, 98.4% for detection of inadequate bowel preparation, and 99% 

for detection of failed cecal intubation. The detection of high-grade dysplasia remained at 

100%. On comparison of the dataset collected via NLP alone with the dataset collected 

from the hybrid OCR/NLP approach, accuracy for almost all variables of interest was >99% 

(Table 3 and Fig. 2).

Effectiveness of hybrid OCR/NLP technology in a different endoscopy writing software

Our hybrid OCR/NLP technology had a sensitivity, specificity, PPV, and accuracy of 100% 

when extracting data on the indication, quality of bowel preparation, cecal intubation, and 

polyp detection compared with manual annotation for 30 colonoscopy procedure notes from 

patients at the University of Minnesota.

DISCUSSION

Quality process and outcome metrics have been proposed by the joint ASGE-ACG 

taskforce around different procedure types, including colonoscopy.18 Thus, measurement 

and reporting of colonoscopy quality indicators have become the standard of care. 

Unfortunately, this has been limited by the lack of electronic tools that allow error-free 

extraction of these important clinical variables from procedure and pathology reports, 

causing us to rely on manual extraction of these data. Locally developed NLP tools have 

shown promise in leveraging data from colonoscopy reports with an accuracy >90% but 

require machine-readable clinical text. Our study is the first to demonstrate the use of 

a unique hybrid approach using OCR and subsequent NLP to extract desired variables 

from the scanned procedure and pathology reports contained in image format, with an 

accuracy >95%. Compared with a validated manual review of colonoscopy reports, the 

hybrid OCR/NLP approach yielded high levels of PPV, sensitivity, specificity, and accuracy 

for the location of polyps, polyp pathology, bowel preparation quality, and cecal intubation.

NLP, one of the common big data analytical tools used in health care, has allowed 

institutions to electronically analyze and extract information from the unstructured free text 

(ie, endoscopy procedure reports) as an efficient alternative to manual data extraction.19 The 

utility of NLP in the documentation of several quality parameters for colonoscopies has 

already been studied at various institutions. Mehrotra et al17 at the University of Pittsburgh 

Medical Center health care system used a previously validated Java-based NLP tool to 

extract 21 variables (eg, examination indication, examination extent, bowel preparation 

quality) from colonoscopy and linked pathology reports and found an average accuracy 

over all the variables of 89% (range, 62%-100%) compared with manual review. Imler et 

al,15,20 using cTAKES, a Java-based NLP system originally developed by Mayo Clinic, 

showed an accuracy of 98% for the highest level of pathology, with accuracy values for 

location, size, and number of 97%, 96%, and 84%, respectively, compared with manual 
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review. Gawron et al12 also used a Java-based NLP and reported a PPV of 96% for 

screening examinations, 98% for completeness of colonoscopy, 98% for adequate bowel 

preparation quality, and 95% for histology of polyps compared with manual review.16 Raju 

and colleagues21 developed an NLP tool using the C# programming language and reported 

overall ADRs by NLP and manual review to be identical. Their NLP identified screening 

examinations with an accuracy of 91.3% (manual review, 87.8%), 99.4% for adenoma, 

and 100% for sessile serrated adenoma diagnosis.21,22 This is comparable with Cleveland 

Clinic’s NLP tool, which demonstrated >95% accuracy in identifying polyp findings and 

examination quality.

One of the major barriers to widespread adoption of NLP software for extraction of 

data is the local development and validation, which limits applicability to diverse health 

care settings and the predominant use of colonoscopy reports derived from highly 

structured template-driven software systems (eg, Pentax, EndoWorks, EndoPro, ProVation), 

limiting linguistic variation. Recently, Lee et al22 demonstrated the use of commercially 

available NLP software (Linguamatics 12E, www.linguamatics.com; United Kingdom) 

and its comparable accuracy in identifying examination quality and polyp findings from 

colonoscopy reports and unstructured progress notes across multiple medical centers with 

different reporting formats, addressing many of the concerns regarding locally developed 

NLP tools. Compared with manual review, the accuracy for screening indication was 98.2% 

(97.0%-99.4%), cecal intubation 99.8% (99.5%-100%), bowel preparation adequacy 100% 

(100%-100%), and for polyp(s) ≥10 mm, 95.2% (88.8%-100%).22 Our NLP algorithm, 

although developed using the procedure note formats only at our institution, was also 100% 

accurate in the extraction of data for 4 variables from procedure notes reported at another 

institution in a different state, using different endoscopy reporting software.

Another obstacle limiting the large-scale utility of NLP is the initial investment needed 

for the extensive and costly programming efforts for development, but we believe that the 

up-front one-time costs of NLP development are worth the savings in the long run. In 

addition, with the availability of commercial NLP software,22 the cost of using NLP for 

individual health care systems will reduce even further. Our initial iteration of the NLP 

algorithm was developed over 6 months by one of our authors (J.M.) and has since evolved 

with significant improvement in overall accuracy as described in our Methods section. We 

estimate that a total of 150 man-hours were invested in the development and subsequent 

changes to our algorithm. Our NLP algorithm now takes under 30 minutes to extract data 

on all colonoscopy procedures ever done at our institution since the introduction of EHRs. 

Contrasting this with manual data collection, both authors who manually extracted the data 

took about 6 to 8 minutes per patient, which equates to a total of 160 man-hours for 

annotating data from fewer than 600 patients.

An additional limiting factor that has plagued NLP is the inability to extract data from 

documents in image format because it requires machine-readable clinical text. We have 

presented a novel approach to overcome this barrier by the introduction of OCR that allows 

recognition/processing of the text contained in printed or scanned documents. The OCR 

technology performed exceptionally well in our study, but its success can be partially 

attributed to the use of high-quality printers and scanners to print and create scanned 
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images of our procedure and pathology reports. This is recognizably one of the major 

limitations of our study. In addition, understandably, the ability of OCR to extract text 

from medium- and low-quality images will need to be verified before the implementation 

of this technology on a wider scale. However, there is great potential for this technology. 

Health care systems where procedure and pathology reports are scanned into the EHR, 

elucidation of these reports by OCR, and then subsequent NLP will assist these practices in 

extraction of colonoscopy (and other procedures, eg, quality measurement for ERCP using 

NLP) quality parameters for internal monitoring20 and allow them to report and participate 

in national registry programs such as GI Quality Improvement Consortium, Ltd. It will 

also allow practices to use a merit-based incentive payment system, which most avoid 

given the burdensome labor costs. Another potentially large-scale application for the OCR 

technology will be assistance with converting scanned records from outside the hospital 

into machine-readable text, allowing for easy access and subsequent data extraction for both 

clinical and research purposes.

In our study, the overall ADR was 23.1%, which is lower than the quality standards set by 

ASGE, likely a result of limited sample size and the inclusion of colonoscopies performed 

by endoscopists with a low number of annual colonoscopies, a known predictor for low 

ADR. Rates of inadequate preparation were also slightly higher than those reported in the 

literature at around 17%, likely a result of the small sample size used for the sole purpose 

of validating our NLP and hybrid OCR/NLP approaches as well as the inclusion of fair 

preparation on the Aronchick Scale in the inadequate bowel preparation group. Advanced 

adenoma detection was around 4% with 2 false positives and 2 false negatives, which 

are comparable with those of previous studies. On comparison of the hybrid OCR/NLP 

approach with NLP alone (Table 3), the accuracy in detection of almost all variables was 

99% to 100%, which alludes to the fact that most of the false positives and false negatives in 

Table 2 (comparison of the OCR/NLP hybrid with the manually collected dataset) are likely 

a result of the limitation in the parsing of the data via our NLP algorithm as opposed to a 

limitation in the conversion of the scanned image files into readable text data using OCR 

technology. On further review, we found that the biggest cause for discordance between 

the manually annotated data and data collected with NLP alone as well as with the hybrid 

OCR/NLP approach was due to unstructured and/or improperly documented procedure 

notes. Limited discordance seen between the OCR/NLP and NLP alone approach was due to 

poor image quality of the scanned procedure reports.

The results of this proof-of-concept study create a new frontier in the use of large-scale 

data extraction from scanned reports, which was previously limited by lack of appropriate 

technology. The process was previously expensive and time-consuming, but can now 

potentially be done accurately in a time- and labor-efficient manner. Future multicenter 

studies elaborating the use of OCR in combination with validated commercially available 

NLP tools will help substantiate the use of this novel technology on a larger scale, not only 

for measurement of procedure quality indicators but possibly also for multiple other venues 

in health care.
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ACG American College of Gastroenterology

ADR adenoma detection rate

ASGE American Society for Gastrointestinal Endoscopy

CRC colorectal cancer

EHR electronic health record

NLP natural language processing

OCR optical character recognition

PPV positive predictive value

SQL Structured Query Language

SSP sessile serrated polyp
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Figure 1. 
Reporting of colonoscopy quality parameters by each method: manual review, natural 

language processing (NLP) alone, natural language processing/optical character recognition 

(OCR) hybrid approach.
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Figure 2. 
Flowchart for inclusion of patients in the study. NLP, Natural language processing; OCR, 

optical character recognition.

Laique et al. Page 12

Gastrointest Endosc. Author manuscript; available in PMC 2022 January 28.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Laique et al. Page 13

TA
B

L
E

 1
.

C
om

pa
ri

ng
 th

e 
va

lid
ity

 o
f 

na
tu

ra
l l

an
gu

ag
e 

pr
oc

es
si

ng
 w

ith
 m

an
ua

l d
at

a 
co

lle
ct

io
n 

(c
ri

te
ri

on
 s

ta
nd

ar
d)

V
ar

ia
bl

es
Se

ns
it

iv
it

y,
 n

/N
 (

%
)

Sp
ec

if
ic

it
y,

 n
/N

 (
%

)
P

os
it

iv
e 

pr
ed

ic
ti

ve
 v

al
ue

, n
/N

 (
%

)
A

cc
ur

ac
y,

 n
/N

 (
%

)

Po
ly

p
24

4/
26

5 
(9

2.
1)

32
1/

32
4 

(9
9.

1)
24

4/
24

7 
(9

8.
8)

56
5/

58
9 

(9
5.

9)

A
de

no
m

a
13

6/
14

0 
(9

7.
1)

44
5/

44
9 

(9
9.

1)
13

6/
14

0 
(9

7.
1)

58
1/

58
9 

(9
8.

6)

Se
ss

ile
 s

er
ra

te
d 

po
ly

p
24

/2
8 

(8
5.

7)
56

0/
56

1 
(9

9.
8)

24
/2

5 
(9

6)
58

4/
58

9 
(9

9.
2)

H
ig

h-
gr

ad
e 

dy
sp

la
si

a
3/

3 
(1

00
)

58
6/

58
6 

(1
00

)
3/

3 
(1

00
)

58
9/

58
9 

(1
00

)

A
dv

an
ce

d 
ad

en
om

a
24

/2
6 

(9
2.

3)
56

1/
56

3 
(9

9.
6)

24
/2

6 
(9

2.
3)

58
5/

58
9 

(9
9.

3)

In
ad

eq
ua

te
 p

re
pa

ra
tio

n
93

/1
01

 (
92

.1
)

46
0/

46
1 

(9
9.

8)
93

/9
4 

(9
8.

9)
55

3/
56

2 
(9

8.
4)

Fa
ile

d 
ce

ca
l i

nt
ub

at
io

n
7/

10
 (

70
)

57
6/

57
9 

(9
9.

5)
7/

10
 (

70
)

58
3/

58
9 

(9
9)

  

Gastrointest Endosc. Author manuscript; available in PMC 2022 January 28.



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Laique et al. Page 14

TA
B

L
E

 2
.

C
om

pa
ri

ng
 th

e 
va

lid
ity

 o
f 

na
tu

ra
l l

an
gu

ag
e 

pr
oc

es
si

ng
 o

f 
ch

ar
ts

 e
lu

ci
da

te
d 

w
ith

 o
pt

ic
al

 c
ha

ra
ct

er
 r

ec
og

ni
tio

n 
w

ith
 m

an
ua

l d
at

a 
co

lle
ct

io
n 

(c
ri

te
ri

on
 

st
an

da
rd

)

V
ar

ia
bl

es
Se

ns
it

iv
it

y,
 n

/N
 (

%
)

Sp
ec

if
ic

it
y,

 n
/N

 (
%

)
P

os
it

iv
e 

pr
ed

ic
ti

ve
 v

al
ue

, n
/N

 (
%

)
A

cc
ur

ac
y,

 n
/N

 (
%

)

Po
ly

p
24

3/
26

5 
(9

1.
7)

32
1/

32
4 

(9
9.

1)
24

3/
24

6 
(9

8.
8)

56
4/

58
9 

(9
5.

8)

Po
ly

p 
lo

ca
tio

n

D
is

ta
l

15
5/

17
2 

(9
0.

1)
41

6/
41

7 
(9

9.
8)

15
5/

15
6 

(9
9.

4)
57

1/
58

9 
(9

6.
9)

 
  A

nu
s

4/
4 

(1
00

)
58

4/
58

5 
(9

9.
8)

4/
5 

(8
0)

58
8/

58
9 

(9
9.

8)

 
  R

ec
tu

m
41

/6
2 

(6
6.

1)
51

7/
52

7 
(9

8.
1)

41
/5

1 
(8

0.
4)

55
8/

58
9 

(9
4.

7)

 
  S

ig
m

oi
d

89
/9

2 
(9

6.
7)

49
6/

49
7 

(9
9.

8)
89

/9
0 

(9
8.

9)
58

5/
58

9 
(9

9.
3)

 
  D

es
ce

nd
in

g
42

/4
5 

(9
3.

3)
54

3/
54

4 
(9

9.
8)

42
/4

3 
(9

7.
7)

58
5/

58
9 

(9
9.

3)

 
  S

pl
en

ic
 f

le
xu

re
4/

4 
(1

00
)

58
4/

58
5 

(9
9.

8)
4/

5 
(8

0)
58

8/
58

9 
(9

9.
8)

Pr
ox

im
al

15
2/

16
0 

(9
5)

42
8/

42
9 

(9
9.

8)
15

2/
15

3 
(9

9.
4)

58
0/

58
9 

(9
8.

5)

 
  T

ra
ns

ve
rs

e
67

/7
1 

(9
4.

4)
51

7/
51

8 
(9

9.
8)

67
/6

8 
(9

8.
5)

58
4/

58
9 

(9
9.

2)

 
  H

ep
at

ic
 f

le
xu

re
22

/2
4 

(9
1.

7)
56

5/
56

5 
(1

00
)

22
/2

2 
(1

00
)

58
7/

58
9 

(9
9.

7)

 
  A

sc
en

di
ng

66
/7

3 
(9

0.
4)

51
6/

51
6 

(1
00

)
66

/6
6 

(1
00

)
58

2/
58

9 
(9

8.
8)

 
  C

ec
um

37
/3

9 
(9

4.
9)

54
9/

55
0 

(9
9.

8)
37

/3
8 

(9
7.

4)
58

6/
58

9 
(9

9.
5)

Po
ly

p 
pa

th
ol

og
y

A
de

no
m

a
13

6/
14

0 
(9

7.
1)

44
4/

44
9 

(9
8.

9)
13

6/
14

1 
(9

6.
5)

58
0/

58
9 

(9
8.

5)

Se
ss

ile
 s

er
ra

te
d 

po
ly

p
25

/2
8 

(8
9.

3)
56

0/
56

1 
(9

9.
8)

25
/2

6 
(9

6.
2)

58
5/

58
9 

(9
9.

3)

H
ig

h-
gr

ad
e 

dy
sp

la
si

a
3/

3 
(1

00
)

58
6/

58
6 

(1
00

)
3/

3 
(1

00
)

58
9/

58
9 

(1
00

)

A
dv

an
ce

d 
ad

en
om

a
15

/2
6 

(5
7.

7)
56

2/
56

3 
(9

9.
8)

15
/1

6 
(9

3.
8)

57
7/

58
9 

(9
8)

In
ad

eq
ua

te
 p

re
pa

ra
tio

n
93

/1
01

 (
92

.1
)

46
0/

46
1 

(9
9.

8)
93

/9
4 

(9
8.

9)
  5

53
/5

62
 (

98
.4

)

Gastrointest Endosc. Author manuscript; available in PMC 2022 January 28.



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Laique et al. Page 15

V
ar

ia
bl

es
Se

ns
it

iv
it

y,
 n

/N
 (

%
)

Sp
ec

if
ic

it
y,

 n
/N

 (
%

)
P

os
it

iv
e 

pr
ed

ic
ti

ve
 v

al
ue

, n
/N

 (
%

)
A

cc
ur

ac
y,

 n
/N

 (
%

)

Fa
ile

d 
ce

ca
l i

nt
ub

at
io

n
7/

10
 (

70
)

57
6/

57
9 

(9
9.

5)
7/

10
 (

70
)

58
3/

58
9 

(9
9)

Gastrointest Endosc. Author manuscript; available in PMC 2022 January 28.



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Laique et al. Page 16

TA
B

L
E

 3
.

C
om

pa
ri

ng
 th

e 
va

lid
ity

 o
f 

na
tu

ra
l l

an
gu

ag
e 

pr
oc

es
si

ng
 o

f 
ch

ar
ts

 e
lu

ci
da

te
d 

w
ith

 o
pt

ic
al

 c
ha

ra
ct

er
 r

ec
og

ni
tio

n 
w

ith
 c

ha
rt

s 
pr

oc
es

se
d 

w
ith

 n
at

ur
al

 la
ng

ua
ge

 

pr
oc

es
si

ng
 (

pr
ox

y 
cr

ite
ri

on
 s

ta
nd

ar
d)

V
ar

ia
bl

es
Se

ns
it

iv
it

y,
 n

/N
 (

%
)

Sp
ec

if
ic

it
y,

 n
/N

 (
%

)
P

os
it

iv
e 

pr
ed

ic
ti

ve
 v

al
ue

, n
/N

 (
%

)
A

cc
ur

ac
y,

 n
/N

 (
%

)

Po
ly

p
24

6/
24

7 
(9

9.
6)

34
2/

34
2 

(1
00

)
24

6/
24

6 
(1

00
)

58
8/

58
9 

(9
9.

8)

A
de

no
m

a
13

8/
14

0 
(9

8.
6)

44
6/

44
9 

(9
9.

3)
13

8/
14

1 
(9

7.
9)

58
4/

58
9 

(9
9.

2)

Se
ss

ile
 s

er
ra

te
d 

po
ly

p
25

/2
5 

(1
00

)
56

3/
56

4 
(9

9.
8)

25
/2

6 
(9

6.
2)

58
8/

58
9 

(9
9.

8)

H
ig

h-
gr

ad
e 

dy
sp

la
si

a
3/

3 
(1

00
)

58
6/

58
6 

(1
00

)
3/

3 
(1

00
)

58
9/

58
9 

(1
00

)

A
dv

an
ce

d 
ad

en
om

a
16

/2
6 

(6
1.

5)
56

3/
56

3 
(1

00
)

16
/1

6 
(1

00
)

57
9/

58
9 

(9
8.

3)

In
ad

eq
ua

te
 p

re
pa

ra
tio

n
97

/9
7 

(1
00

)
46

4/
46

4 
(1

00
)

97
/9

7 
(1

00
)

56
1/

56
1 

(1
00

)

Fa
ile

d 
ce

ca
l i

nt
ub

at
io

n
10

/1
0 

(1
00

)
57

9/
57

9 
(1

00
)

10
/1

0 
(1

00
)

58
9/

58
9 

(1
00

)

Gastrointest Endosc. Author manuscript; available in PMC 2022 January 28.


	Abstract
	INTRODUCTION
	METHODS
	Variables
	Cleveland Clinic natural language processing algorithm
	Optical character recognition
	Statistical analysis

	Results
	Effectiveness of NLP
	Effectiveness of hybrid OCR/NLP technology
	Effectiveness of hybrid OCR/NLP technology in a different endoscopy writing software

	DISCUSSION
	References
	Figure 1.
	Figure 2.
	TABLE 1.
	TABLE 2.
	TABLE 3.

