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Suicide attempts are a leading cause of injury globally. Accurate prediction of suicide attempts might offer
opportunities for prevention. This case-cohort study used machine learning to examine sex-specific risk profiles
for suicide attempts in Danish nationwide registry data. Cases were all persons who made a nonfatal suicide
attempt between 1995 and 2015 (n = 22,974); the subcohort was a 5% random sample of the population at risk
on January 1, 1995 (n = 265,183). We developed sex-stratified classification trees and random forests using 1,458
predictors, including demographic factors, family histories, psychiatric and physical health diagnoses, surgery, and
prescribed medications. We found that substance use disorders/treatment, prescribed psychiatric medications,
previous poisoning diagnoses, and stress disorders were important factors for predicting suicide attempts among
men and women. Individuals in the top 5% of predicted risk accounted for 44.7% of all suicide attempts among
men and 43.2% of all attempts among women. Our findings illuminate novel risk factors and interactions that are
most predictive of nonfatal suicide attempts, while consistency between our findings and previous work in this area
adds to the call to move machine learning suicide research toward the examination of high-risk subpopulations.

Denmark; machine learning; National Registry; prediction; suicide attempts

Abbreviations: AUC, area under the curve; CART, classification and regression tree; CI, confidence interval; ICD-10, Internatio-
nal Classification of Diseases, Tenth Revision; RF, random forest.

Editor’s note: An invited commentary on this article
appears on page 2528, and the authors’ response appears
on page 2534.

Suicide attempts are a global public health concern. The
World Health Organization estimates that approximately
16,000,000 suicide attempts occur annually worldwide (1).
Suicide attempts are a leading cause of injury (2), can lead
to disability (3) and subsequent psychiatric illness (4), and
are associated with death from suicide (5). Suicide attempts
have a negative impact on the lives of family members,
friends, colleagues, and others who might suffer emotional
distress in response to the suicidal behavior (6–8). The
economic cost of suicide attempts is estimated to be in the
billions of dollars worldwide (9, 10). Given the magnitude
of the global burden of suicide attempts and associated

health, social, and economic costs, there is heightened inter-
est in research to predict suicide attempts, with the goal of
identifying high-risk individuals who could receive targeted
preventive interventions (11).

Although many risk factors for suicide attempts have
been identified, a 2017 meta-analysis of the past 50 years
of research found that existing statistical models’ ability to
predict suicide attempts remains only slightly better than
chance (12). There are several potential explanations for
these discouraging results. Most studies examine a small
number of risk factors, whereas accurate prediction of sui-
cide attempts likely requires consideration of hundreds of
risk factors and their interactions (12, 13). Further, conven-
tional parametric statistical techniques are not well-suited to
develop prediction models involving a large number of risk
factors (13). In contrast, supervised machine-learning meth-
ods can detect complex patterns and return useful algorithms
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for predicting suicidal behavior (13–15). Some machine
learning methods (e.g., recursive partitioning) also provide
metrics of variable importance that can be used to identify
novel predictors/interactions. Earlier studies have found that
machine learning algorithms were able to predict future
suicide attempts accurately among patients in electronic
health record databases, soldiers with psychiatric disorders,
and following outpatient mental health visits (13, 14, 16).
To our knowledge, no study has applied machine learning to
determine risk of suicide attempts in a nationwide sample of
civilians.

Accurate prediction of suicide attempt risk requires sep-
arate algorithms for men and women; there are well-known
sex differences in the incidence of suicidal behavior and risk
factors (17). The rate of suicide attempts among women in
Denmark increased from 138 (95% confidence interval (CI):
133, 142) per 100,000 person-years in 1994 to 153 (95%
CI: 148, 158) per 100,000 person-years in 2011. Among
Danish men, the rate of suicide attempts decreased from
95 (95% CI: 91, 99) per 100,000 person-years to 78 (95%
CI: 75, 82) per 100,000 person-years over the same period
(18). A systematic review and meta-analysis of gender dif-
ferences in suicidal behavior found that some diagnostic
risk factors were more important in women (e.g., eating
disorders, posttraumatic stress disorder, abortion) compared
with men (e.g., conduct problems, parental divorce, friend’s
death from suicide) (19).

Our team has previously used machine learning to pre-
dict suicide death in the Danish population (20). There is
compelling evidence that attempted suicide and death from
suicide are different events (21, 22) with nonoverlapping
etiology (23–25). Specifically, only a small proportion of
people who attempt suicide and survive go on to die by
suicide; estimates vary across studies, but generally less
than 15% of people who make a nonfatal suicide attempt
go on to die by suicide (26, 27). Research has shown that
older age, male sex, suicide attempts, socioeconomic status,
depression, alcohol use disorder, physical health problems,
and recent psychiatric care distinguish persons who die by
suicide from persons who made a nonfatal suicide attempt
(23–25). Thus, the existing evidence supports examining
nonfatal suicide attempt as a separate outcome from suicide
death. The goal of the present study was to identify key
predictors and develop machine learning algorithms for non-
fatal suicide attempts in a large nationwide sample using data
from the Danish national health-care and social registries.

METHODS

Study sample

Persons born or residing in Denmark as of January 1, 1995
(n = 5,303,674), served as the source population for this
study. We chose 1995 as the beginning of the study period
because it coincided with the inclusion of diagnosis codes
from outpatient visits in the national registries and followed
the 1994 implementation of International Classification of
Diseases, Tenth Revision (ICD-10), for diagnostic coding in
Denmark (28). Cases were persons who received an ICD-
10 diagnostic code for a nonfatal suicide attempt between

1995 and 2015 (X60-X84; n = 22,974; only first diagnoses
in the study period are included) without a death recorded
in the national registries in the subsequent 30 days. The
comparison cohort was a 5% random sample of individuals
living in Denmark on January 1, 1995 (n = 265,183).

Data sources

Medical care is provided to all residents of Denmark
through a tax-funded system, with receipt of health care
recorded in national medical and administrative registries
(28–30). The Central Personal Register number, a unique
personal identifier assigned to all residents of Denmark at
birth or upon immigration, was used to merge individual
data across the registries described below. (See Web Table
1, available at https://doi.org/10.1093/aje/kwab112, for a
summary of all predictors examined in the analyses.)

Demographic data were obtained from the Danish Civil
Registration System, which has been updated daily since
1989 and provided data on sex, age, immigrant status
(yes/no), generation of citizenship, family suicidal behavior
(death by suicide or suicide attempt of a parent, spouse,
or registered partner), and marital status (31–33). Data on
income and employment were obtained from the Income
Statistics Register and the Integrated Database for Labour
Market Research, respectively (34, 35).

The Danish Psychiatric Central Research Register re-
cords psychiatric inpatient and outpatient care, including
admission and discharge dates with up to 20 primary and sec-
ondary diagnoses per entry (36). Several studies have docu-
mented the high quality of diagnoses in this registry (36, 37).
We used 2-digit ICD-10 codes to capture psychiatric
diagnoses (e.g., code F32 was used to capture a depressive
episode and code F33 was used to capture a recurrent
depressive disorder).

The Danish National Patient Registry records diagnoses
received in an inpatient or outpatient somatic treatment
setting, including treatment dates and up to 20 primary and
secondary diagnostic codes, surgery codes, and examination
codes (28, 38). Validation studies have documented the high
validity of many diagnoses recorded in this registry (28, 39).
Diagnoses from this registry were obtained using second-
level ICD-10 diagnosis groupings (e.g., codes G00–G09
for inflammatory diseases of the central nervous system).
Surgery procedure codes were categorized by body system
(e.g., code B was endocrine system surgeries).

The Danish National Prescription Registry contains
data on prescription drugs sold in Danish pharmacies
(40), including name, date of dispensing, and Anatomical
Therapeutic Classification code. Data in this registry are
considered complete and valid (41). Level 3 Anatomical
Therapeutic Classification codes (pharmacological sub-
group) were used in the present study.

Analytical procedures

Some predictors (e.g., demographic factors) were kept
generally in their registry-based form in the analyses. For
other predictors, we created time-varying dummy codes (i.e.,
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diagnoses and medications 0–6-, 0–12-, 0–24-, and 0–48-
month time intervals before the suicide attempt) to examine
proximal and distal predictors. For members of the compar-
ison subcohort, we randomly selected a month during the
study period and evaluated the prevalence of predictors at
time intervals, as specified above, preceding the first day of
that month.

Data reduction

The data reduction process included elimination of rare
predictors (less than 10 observations among cases and the
subcohort (14, 42)) and predictors with negligible associa-
tions with attempted suicide, only retaining predictors with
an unadjusted odds ratio of <0.9 or ≥1.1. We eliminated
emergency room diagnoses due to their low positive pre-
dictive value (43, 44). The initial data set included 2,559
predictor variables. Following data reduction, the analytical
data set included 1,458 predictors. (See Web Table 1 for a
summary of initial and final predictors.)

Main analyses

We estimated classification and regression tree (CART)
models for an initial visual evaluation of the data structure
(45, 46). We employed the R (R Foundation for Statistical
Computing, Vienna, Austria) package rpart, which uses a
10-fold (internal) cross-validation procedure (47). To miti-
gate risk of model overfit and ensure that the trees would
be interpretable, we set maximum tree depth and minimum
number of observations to 10 in terminal and parent nodes.
Given class imbalance (i.e., 92% of the sample did not
have the outcome), CART was implemented using equal
priors rather than the rpart default of priors proportional to
the outcome frequency (48, 49). Risk of attempted suicide
was computed for each identified combination (“branch”) of
predictors.

Next, we implemented a random forest (RF) classifier
using the R package randomForest (50). Each RF was built
with 1,000 trees, at least 10 observations were required
to attempt a split, and 38 variables were selected as split
candidates at each node (i.e., square root of total number of
predictors, the randomForest default). Each individual tree
was built using all suicide attempt observations plus an equal
number of randomly selected comparison cohort observa-
tions (using the sampsize tuning parameter) to address the
class imbalance (51, 52). We used 2-fold internal cross-
validation to generate RF predicted values (i.e., predicted
values for fold 1 calculated based on RF model estimated in
fold 2, and vice versa). Mean decrease in accuracy was used
to evaluate the importance of each variable (across all trees)
in both folds. Mean decrease in accuracy reflects the extent
of outcome misclassification if a variable were excluded, due
either to main effects or interactions (i.e., because RF is a
tree-based/recursive partitioning method) (48).

We evaluated prediction accuracy (i.e., discrimination)
using receiver operating characteristic curve analysis con-
ducted in 1,000 bootstrap replicates and calculated area
under the curve (AUC) and its 95% confidence interval (53).

We calculated additional operating characteristics (e.g., risk
ratio, sensitivity) using “high risk” subgroups and predicted
risk thresholds (e.g., based on CART terminal nodes and RF
predicted values). Although other metrics exist to evaluate
performance of a prediction model, we prioritized AUC and
sensitivity: 1) to be consistent with prior supervised machine
learning studies of suicide (14, 16) (e.g., for comparison pur-
poses), 2) because we were most concerned with identifying
true positive cases (sensitivity), and 3) given our additional
goal of evaluating variable importance (i.e., evaluating all
possible performance metrics was not a goal). Missing data
were scarce (28), and demographic predictors with missing
data were imputed using the software default of rpart (sur-
rogate variables) and randomForests (modal value).

As noted above, rates and trends in suicide attempt differ
by sex. Machine learning approaches that rely on stratifica-
tion for model development, such as our classification tree
and random forest approaches, can use an a priori stratified
analysis when patterns are known to differ among certain
groups. Although these models might be capable of iden-
tifying sex as a predictor, stratified patterns of risk across
men and women would only be explored from the point at
which they enter the model, and not overall. Thus, analyses
were performed separately by sex in SAS, version 9.4 (SAS
Institute, Inc., Cary, North Carolina), and R, version 3.5.2
(R Foundation for Statistical Computing, Vienna, Austria)
(54, 55). The study was approved by the institutional review
board at Boston University and approved by the Danish Data
Protection Agency (record number 2015-57-0002).

RESULTS

Among men, 9,546 had an incident nonfatal suicide
attempt during the study period, and there were 130,591
men in the corresponding comparison subcohort (sample
outcome prevalence = 6.8%). Among women, 13,428 had
an incident nonfatal suicide attempt, and there were 134,592
women in the corresponding comparison subcohort (sample
outcome prevalence = 9.1%). Cases were younger than
members of the comparison cohort on average, and a greater
proportion of cases were single, while a lower proportion of
cases were in the highest income quartile (Table 1).

Classification and regression trees

Among men, the highestrisk of attempted suicide was among
persons with a diagnosis of poisoning by, adverse effect
of, and underdosing of drugs, medications, and biological
substances (referred hereafter as “poisoning”) but without
recorded prescriptions for antidepressants or an alcohol-
related diagnosis in the preceding 48 months (n = 621; risk =
0.64). The characteristics of the second-highest risk group
were age under 50 years and with a stress disorder diagnosis
in the preceding 48 months but without pharmacotherapy
(e.g., no prescriptions for antidepressants, antipsychotics,
drugs used to treat addictive disorders, or hypnotics or
sedatives; and no alcohol-related or poisoning diagnoses;
n = 120; risk = 0.51). Other characteristic combinations of
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Table 1. Characteristics of the Nonfatal Suicide Attempt Cases and the General Population Subcohort, Denmark, January 1, 1995

Characteristic

Men, %a Women,%a

Suicide
Attempt Cases

(n = 9,546)

Comparison
Subcohort

(n = 130,591)

Suicide
Attempt Cases

(n = 13,428)

Comparison
Subcohort

(n = 134,592)

Age, yearsb 28 (16–39) 36 (20–53) 23 (9–38) 39 (21–57)

Marital status

Married/registered partner 23 41 23 40

Divorced 8.9 6.3 10 7.6

Single 67 49 64 41

Widowed 0.8 2.9 2.3 11

Unknown 0.6 0.7 0.6 0.7

Immigrant 4.7 4.4 4.5 4.1

Income quartile

<1 24 18 22 23

1–2 21 15 23 25

2–3 19 18 15 24

>3 16 31 4.8 12

Age ≤14 19 16 33 15

Missing 1.5 1.1 1.9 1.3

a Values reported to 2 significant digits.
b Values are expressed as median (interquartile range).

variables associated with a high risk of attempted suicide are
displayed in Figure 1 (AUC = 0.83, 95% CI: 0.83, 0.84).

Among women, the highest risk of attempted suicide was
among persons who were under age 50, had retired early,
and had a diagnosis of poisoning in the preceding 48 months
but no antidepressant prescription (n = 717; risk = 0.85).
Women who were under age 50, had retired early, and had
a stress disorder diagnosis in the preceding 48 months, but
no antidepressant prescription or diagnosis of poisoning,
had the next highest risk (n = 291; risk = 0.65). Other
characteristic combinations associated with a high risk of
attempted suicide are displayed in Figure 2 (AUC = 0.86,
95% CI: 0.86, 0.87).

Random forest

Among men, 79%/78% (fold 1/fold 2) of predictors had
a mean decrease in accuracy above 0 (average values =
6.3/6.2). Twenty-five predictors were among the respective
top 30 most important predictors in both folds (Figure 3).
Removal of variables representing alcohol disorders, drugs
used to treat addictive disorders (e.g., nicotine, alcohol,
and opioid dependence), antidepressant pharmacotherapy,
and stress or adjustment diagnoses in the preceding 48
months had the largest impact on prediction accuracy (mean
decrease in accuracy >35 in both folds). Other predictors
consistently in the top 30 list included poisoning diagnoses,
schizophrenia or major depression diagnoses, and phar-
macotherapy with antipsychotics, hypnotics or sedatives,

and anxiolytics. Variables representing personality disorders
and gastrointestinal problems (e.g., gastroesophageal reflux
disease and endoscopy) also had a consistently high mean
decrease in accuracy values across folds (although some
fell outside the top 30 threshold in one fold). All variables
displayed in the CART figure (Figure 1) were among the top
30 most important RF predictors, except for early retirement
(which had a negative RF mean decrease in accuracy value,
possibly suggesting instability of the predictor, contributing
to CART overfitting). The cross-validated AUC for the RF
model was 0.89 (95% CI: 0.88, 0.89).

Among women, 78%/79% (fold 1/fold 2) of the total
number of predictors had a mean decrease in accuracy above
0 (average values = 5.6/5.5). Twenty-two predictors over-
lapped across the top 30 lists from each fold. Poisoning in the
prior 48 months had the greatest impact on model accuracy.
Similar to men, predictors reflecting alcohol-related dis-
orders, major depression, stress/adjustment diagnoses, and
use of drugs in common mental disorder pharmacotherapy
classes (e.g., antidepressants) had among the largest impacts
on prediction accuracy. One female-specific predictor, hor-
monal contraceptive use in the prior 6 months, also emerged
as important across folds, although it fell just outside the top
30 predictors in fold 2 (Figure 4). Most variables displayed
in the CART figure (Figure 2) emerged as being among the
top 30 most important RF predictors, or fell just outside
the top 30 (e.g., income quartile 2), with a few exceptions
(e.g., missing income with a negative RF mean decrease in
accuracy). The cross-validated AUC for the RF model was
0.91 (95% CI: 0.91, 0.92).
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Figure 1. Classification tree depicting suicide attempt predictors among men in Denmark, 1995–2015. Poisoning refers to poisoning by, adverse
effect of, and underdosing of drugs, medicaments, and biological substances. Drugs refers to drugs used in additive disorders. AD, adjustment
disorders; RSS, reaction to severe stress.

Operating characteristics of high-risk thresholds

Cross-validated RF predicted probabilities were rank or-
dered, and operating characteristics were calculated among
individuals in the top quintile of the predicted risk distri-

bution. Men in the top 5%, 10%, and 20% (sensitivity) of
predicted risk accounted for 44.7%, 65.0%, and 79.8% of all
male cases of attempted suicide, respectively (specificity =
97.9%, 94.0%, and 84.4%, respectively). Women in the top
5%, 10%, and 20% of predicted risk accounted for 43.2%,
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Figure 2. Classification tree depicting suicide attempt predictors among women in Denmark, 1995–2015. Poisoning refers to poisoning by,
adverse effect of and underdosing of drugs, medicaments, and biological substances. The referent of income quartile 2 is income quartile 1. AD,
adjustment disorders; MDD, major depressive disorder; RSS, reaction to severe stress.

65.0%, and 81.7% of all female attempted suicides, respec-
tively (specificity = 98.8%, 95.5%, and 86.2%, respectively).
The sensitivity among individuals in the top 5% of predicted

risk was 8.9 times higher than the expected value among men
(44.7%/5%) and 8.6 times higher than the expected value
among women (43.2%/5%).
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Figure 3. Variable importance to suicide attempt prediction accuracy among men in Denmark, 1995–2015. The black dots represent the mean
decrease in accuracy (MDA) value in fold 1, and the gray dots represent the MDA value in fold 2. The predictors that were in the top 30 predictors
in folds 1 and 2 for men are shown in bold. The reference group for age ≤14 years is income quartile 1. The reference group for state pension
is employed. Poisoning refers to poisoning by, adverse effect, of and underdosing of drugs, medicaments, and biological substances. GORD,
drugs for peptic ulcer and gastro-esophageal ref lux disease; RSS, reaction to severe stress.

DISCUSSION

This study examined sex-specific models for nonfatal
suicide attempts using machine learning and Danish national
registry data. Variables included as potential predictors
encompassed demographics, family history of suicidal
behavior, psychiatric and physical health diagnoses, and
medication. We found novel predictors and interactions
between predictors of nonfatal attempted suicide risk,
classified primarily at 24 and 48 months prior to suicide
attempt, and our RF models achieved excellent prediction
accuracy (i.e., AUC near or above 0.90) (56).

Consistent with the existing literature, psychiatric disor-
ders and associated medications were important predictors
of suicide attempts across models (57–59). Specifically, sub-
stance abuse-related disorders, use of psychopharmacologi-
cal medications, and stress disorders appeared prominently
in the RF results among both men and women. For substance
abuse–related diagnoses, this result is consistent with liter-
ature documenting an association between these diagnoses
and suicidal behavior (60, 61). For stress disorders, particu-
larly posttraumatic stress disorder, the literature on suicidal
behavior is somewhat more ambiguous. In our models, stress
disorders were important for the accuracy of suicide attempt
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Figure 4. Variable importance to suicide attempt prediction accuracy among women in Denmark, 1995–2015. The black dots represent the
mean decrease in accuracy (MDA) value in fold 1, and the gray dots represent the MDA value in fold 2. The predictors that were in the top 30
predictors in folds 1 and 2 for women are shown in bold. The reference group for age ≤14 years is income quartile 1. The reference group for state
pension is employed. Poisoning refers to poisoning by, adverse effect of, and underdosing of drugs, medicaments, and biological substances.
GORD, drugs for peptic ulcer and gastro-esophageal ref lux disease; RSS, reaction to severe stress.

prediction in this population, highlighting the importance of
the continued examination of stress disorders as risk factors
for suicidal behavior.

A long-standing discussion in the literature is whether
pharmacologic agents increase suicide risk (62–68). In this
study, antidepressants, antipsychotics, sedative/hypnotics,
and medications used to treat addictions were important to
the accuracy of predicting nonfatal suicide attempt. The caus-
al association between pharmacotherapeutic drug use and
suicide attempts, and the scenarios under which they might
increase or decrease risk, could not be clarified in this study.
It is an additional important area for continued research.

For both men and women, several variables representing
the gastrointestinal problems and social factors were impor-
tant to the accuracy of suicide attempt prediction. Although
the literature is small, other studies have found elevated risk
of suicidal behaviors among patients with chronic abdominal
pain and irritable bowel syndrome (69), potentially indicat-
ing an opportunity for suicide screening in nonpsychiatric
care settings. The inclusion of social variables is also is
noteworthy in the context of the relatively well-resourced
social setting of Denmark. Our findings are consistent with
a growing awareness of the impact of social factors on a
person’s physical and mental health (70). Further, our results
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highlight the potential for nonmedical points of suicide
intervention worth consideration.

In contrast to our recent work examining risk factors for
death from suicide in the Danish population (20), this study
focused on nonfatal suicide attempt outcomes, and a few
differences in the results are worth noting. In our previous
work, physical health diagnoses were important predictors
of men’s risk of death from suicide. We found less evidence
for this in the present study. In contrast, social variables
(e.g., early retirement) were more prominent risk factors of
suicide attempt than of suicide death. We also observed some
expected consistency with our results on death from suicide,
with psychiatric disorders and psychotropic medication use
being important to risk of death and nonfatal attempts.
In light of this consistency across large, population-based,
machine learning studies of suicidal behavior (14, 16, 20,
71), leaders in the field have called for developing machine-
learning models for suicide in specific high-risk populations,
such as persons with diagnosed psychopathology (72). The
present work adds to the evidence for an advancement of the
field in this direction.

Our results should be interpreted in the context of several
limitations. First, we relied on only 2 machine learning clas-
sifiers: CART and RF. Other classifiers or meta-classifiers
(e.g., super learning (73)) might improve prediction
performance. Expanding the classifiers used to examine
suicide attempt prediction is an important area for further
research. A second limitation is possible misclassifica-
tion of attempted suicide in registry data. There is reason
to believe, based on the results of our models, that some
suicide attempts are likely classified as other diagnoses (e.g.,
injuries to the wrist and hand were found to be predictive of
attempted suicide among women in our CART model). A
recent validation study of attempted suicide codes in Den-
mark found that the ICD-10 codes used in the present study
had the best positive predictive value (72.7%) of all exam-
ined methods of capturing suicide attempts (74). Despite
being the best available option, our results must be inter-
preted within the context of misclassification of attempted
suicide. The impact of misclassification on machine learning
results is an underexplored area, so it is hard to judge
how this bias might have affected our results (75). Third,
we excluded emergency room data due to concerns about
validity. Variables related to emergency care (e.g., frequency
of use) are associated with suicidal behavior in other health-
care systems, and thus, this might be a limitation of our
models (76–78). Fourth, it is possible that the diagnostic
codes we used to capture nonfatal suicide attempts also
capture nonsuicidal self-injury (i.e., deliberately inflicting
pain to one’s body without suicidal intent) (79). Thus, our
outcome group might include a range of self-harm behavior.
Finally, the extent to which these results apply outside of
Denmark is unclear; many of our results are consistent with
earlier studies conducted in the United States (13, 80).

Our ability to predict suicide attempts clinically remains
poor despite the wealth of research in this area. We devel-
oped prediction models for nonfatal attempted suicide based
on data from a full civilian population that can be used as
a basis for further research. Our results corroborate what is
known and highlight novel risk factors that, upon replication,

have the potential to contribute to new areas of research and
prevention.
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