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ABSTRACT

Objective: Accurate identification of self-harm presentations to Emergency Departments (ED) can lead to more

timely mental health support, aid in understanding the burden of suicidal intent in a population, and support im-

pact evaluation of public health initiatives related to suicide prevention. Given lack of manual self-harm report-

ing in ED, we aim to develop an automated system for the detection of self-harm presentations directly from ED

triage notes.

Materials and methods: We frame this as supervised classification using natural language processing (NLP),

utilizing a large data set of 477 627 free-text triage notes from ED presentations in 2012–2018 to The Royal Mel-

bourne Hospital, Australia. The data were highly imbalanced, with only 1.4% of triage notes relating to self-

harm. We explored various preprocessing techniques, including spelling correction, negation detection, bigram

replacement, and clinical concept recognition, and several machine learning methods.

Results: Our results show that machine learning methods dramatically outperform keyword-based methods.

We achieved the best results with a calibrated Gradient Boosting model, showing 90% Precision and 90% Recall

(PR-AUC 0.87) on blind test data. Prospective validation of the model achieves similar results (88% Precision;

89% Recall).

Discussion: ED notes are noisy texts, and simple token-based models work best. Negation detection and con-

cept recognition did not change the results while bigram replacement significantly impaired model perfor-

mance.

Conclusion: This first NLP-based classifier for self-harm in ED notes has practical value for identifying patients

who would benefit from mental health follow-up in ED, and for supporting surveillance of self-harm and suicide

prevention efforts in the population.

Key words: self-harm, natural language processing, machine learning, emergency department, suicidal ideation

INTRODUCTION

Globally, suicide is the second-leading cause of death for 15- to 19-

year-olds,1 and the leading cause of death for Australians aged be-

tween 15 and 44 years.2 In Australia, expenditure on suicide preven-

tion measures has increased from $1.9 million in 1995–1996 to

$49.1 million in 2015–2016.3 Despite such efforts, a significant re-

duction in suicide rates remains elusive: suicide currently claims nine

Australian lives each day.2

For every death by suicide, 36 males and 280 young women are

hospitalized following an episode of self-harm,4 which we define
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consistently with international conventions as any intentional act of

self-injury, self-poisoning, or intentional drug overdose irrespective

of the type of motivation or degree of suicidal intent.5 Self-harm,

and particularly frequently repeated self-harm, is also one of the

strongest risk factors for suicide.6 As such, hospital-presenting self-

harm represents a useful proxy for evaluation of suicide prevention

measures.

As a consequence, the World Health Organization (WHO) rec-

ommended a national or subnational surveillance system for all

member states. Surveillance systems have therefore been established

around the world,7,8 including Australia.9,10 However, these are not

without their limitations.11 The oldest continually operational sys-

tem, the Multicentre Study of Self-Harm in England,12 relies on

manual identification of self-harm-related cases. Given this, there

can be substantial lags between data collection and dissemination of

outcomes, limiting the ability to monitor data in real time.11

Within Australia, the Hunter Area Toxicology Service (HATS)

maintains a dedicated system to monitor self-harm presentations to

clinical services. This system monitors intentional drug overdoses

and self-poisoning presentations,9 again based on manual case iden-

tification. Moreover, while self-poisoning is the most prevalent

method of hospital-presenting self-harm, within the community cer-

tain methods of self-injury are more common.13 Thus, this system is

inadequate to monitor all forms of self-harm. The Victorian Injury

Surveillance Unit (VISU) maintains the Victorian Emergency Mini-

mum Dataset through all public EDs in Victoria. The data set com-

piles all injury-related presentations to EDs, including self-harm.

However, case classification is dependent upon diagnosis (ICD-10)

and human intent fields. Sensitivity of ICD-10 codes in identifying

suicide ranges from 13.5% to 65%, and accuracy may be compro-

mised by incomplete or inaccurate entry into the system.14 As such,

case classification that relies solely on ICD-10 codes is inaccurate,

subject to bias in interpretation, and often underestimates the num-

ber of hospital-presenting self-harm cases.

In this work, we describe the development of an automated tool

for identification of self-harm cases through natural language proc-

essing of ED triage notes. The method achieves strong performance,

despite the tiny proportion of positive cases in the data set. It has the

potential to be deployed to provide timely and actionable monitor-

ing of self-harm presentations in the ED.

BACKGROUND AND SIGNIFICANCE

Electronic health records (EHRs) contain rich information and have

been increasingly used to detect various medical conditions. Ma-

chine learning (ML) and natural language processing (NLP) offer

wide-ranging solutions to retrieve and classify data from EHRs. In

relation to suicide, researchers have attempted to leverage data from

structured clinical fields in EHRs to predict suicide death and under-

stand factors contributing to suicide risk. For example, a study by

Choi et al15 included over 800 000 people of which 2500 died by

suicide. Structured data including sex, age, type of insurance, house-

hold income, disability, and medical records corresponding to eight

ICD-10 codes were analyzed to predict the 10-year probability of

suicide and identify risk factors.

The use of NLP for mental health applications is relatively

understudied, as compared to other clinical applications,16 but with

significant potential to support monitoring, classification, and pre-

diction of mental health illnesses.17 NLP has seen limited use specifi-

cally in the context of suicidal ideation or direct self-harm. Recently,

Carson et al18 analyzed clinical notes collected from a small sample

(n¼73) of psychiatrically hospitalized adolescents prior to their ad-

mission to detect both suicide attempts and suicidal ideation. Free

text was linked to the Unified Medical Language System (UMLS)

and converted into the UMLS concepts later used as features in a

Random Forest model. Similarly, Fernandes et al19 developed a hy-

brid model using a support vector machine (SVM) classifier applied

to a bag-of-words followed by a set of heuristic rules aimed to re-

duce the number of false positives to detect suicide attempts in a psy-

chiatric database. Further, neural networks have been reported to

perform well at detecting intentional self-harm and predicting future

attempts using a combination of progress notes, plan of care, and

ED notes.20 To our knowledge, our study is the first to focus exclu-

sively on ED notes to identify self-harm.

ED triage notes are rapidly written short texts, with characteris-

tics of ungrammaticality, spelling mistakes, and heavy use of clinical

concepts and abbreviations, posing a challenge to traditional NLP

methods. A multistage preprocessing including spelling correction

and synonym integration is often required to harmonize nursing tri-

age notes prior to further analysis. A recent study explored whether

triage notes combined with structured information such as vitals

and demographics can be used to predict sepsis from ED presenta-

tions.21 The authors performed negation and bigram detection, com-

mon NLP techniques, and evaluated two different methods of text

representation.

Another approach to analyzing structured and unstructured data

collected from ED visits was reported by Gligorijevic et al.22 To pre-

dict the number of resources an ED patient would require, the

authors proposed a deep learning model based on the word atten-

tion mechanism to remedy the noisy text data in nursing notes.

We report on the development of a classification tool for detect-

ing emergency department presentations related to self-harm. We

compare several modeling approaches including keyword search,

traditional machine learning (such as Logistic Regression), and deep

learning. We also experiment with various preprocessing techniques

to tackle the challenges associated with triage notes. Finally, we per-

form prospective validation of the model and examine the ability of

the model to discern between self-harm (SH) and suicidal ideation

(SI) cases.////

MATERIALS AND METHODS

Data collection
We collect a large data set of Emergency Department (ED) records

from ED presentations at the Royal Melbourne Hospital (RMH) lo-

cated in Melbourne, Australia. All ED presentations during the years

2012–2018 were extracted from the hospital’s patient management

systems, amounting to 477 627 rows of data.

Data annotation
For the purpose of this study, we considered only the textual compo-

nent of each patient encounter, which records a brief note describing

the reason for the presentation to an ED as per nursing assessment.

Any additional structured data recorded for each encounter were ex-

cluded and the annotators were blinded to these during the annota-

tion process. The average length of nursing triage notes was 127

characters; presentations with notes shorter than 30 characters were

excluded from the data sets as they did not provide enough informa-

tion. Notes from 2012 through to 2017 were reviewed by a trained

postdoctoral level researcher with expertise in suicide prevention

(author KW and a second annotator) and either labeled as a case of
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self-harm (SH) or left unlabeled. The interannotator agreement cal-

culated as Kohen’s Cappa score was 0.91. Therefore, for our analy-

sis, we considered two categories: triage notes with a positive SH

annotation and controls. The data were highly imbalanced, with

only 1.4% of all triage notes relating to SH.

Additional data collected during 2018 were used as a hold-out

set for assessing the prospective application of the model. This data

was annotated later for both SH and SI, identifying 1.6% and 2% of

SH and SI presentations, respectively (Figure 1). It is worth men-

tioning that SH and SI cases are considered mutually exclusive; an

SH presentation is more serious than an SI presentation. SH indi-

cates the person has actually done something to hurt themselves,

whereas SI indicates that a person is thinking about suicide, and

may have made a plan (up to and including testing out a suicide

method), but has not actually hurt themselves yet. We will examine

these SI cases for confusion with SH. The lexical diversity of the de-

velopment and hold-out sets calculated as the number of unique

tokens divided by the total number of tokens is reported in Supple-

mentary Table S1.

Preprocessing and tokenization
The first step of our text processing pipeline is tokenization which

aims to transform a text string into a sequence of separated word-

like units or tokens. This can usually be done by splitting a sentence

by whitespace and isolating punctuation.

However, rapidly written triage notes contain a wide range of

abbreviations that often involve punctuation and thus interact with

typical tokenization rules. Examples include using “l)” for “left,”

“o/d” for “overdose,” “þþve” for “positive,” “r/ship” and

“relationship,” etc. This poses a significant challenge to performing

accurate tokenization. We applied custom preprocessing to handle

punctuation and expand such abbreviations.

We then adapted the scispaCy tokenizer23 to our data, to split

sentences by whitespace, separates commas and brackets while pre-

serving complex numbers (eg, time, dates, vitals), and handling

domain-relevant phrases like “o/d,” “c/o” (complaining of) as a sin-

gle token.

Domain-specific vocabulary
Domain-sensitive processing is needed due to the heavy use of spe-

cialized terms in ED texts. Therefore, we generated a domain-

specific vocabulary based on the RMH ED triage corpus in the fol-

lowing way. First, we retrieved the vocabulary from a model trained

on MIMIC-III free-text EHRs developed to enable clinical named-

entity recognition.24,25 Next, we removed all the words that did not

appear in our data set. Finally, we manually added names of the lo-

cal mental health organizations (“ECATT,” “SAAPU,” and

“Orygen”) and a list of common medication names for any indica-

tion, including generic names, brand names, and slang.

For each entry in the vocabulary, we counted its occurrence in

the RMH ED triage corpus. This allowed us to generate a dictionary

of 36 506 correctly spelled words and their frequencies and filter out

terms that are irrelevant and likely to be noise in the context of the

ED triage modeling. We refer to this as a word frequency list.

Text normalization and spelling correction
In the second step of our pipeline, we aim to reduce some of the vari-

ation in triage notes by correcting misspelled words and unifying

synonymous terms, including drug names and medical abbrevia-

tions.

Composite tokens such as “warm/pink/dry” were further divided

into parts in cases where each component of the token existed inde-

pendently in our vocabulary.

For spelling correction, we used a Python implementation of a

spell-checking algorithm provided in the pyspellchecker pack-

age.26 When encountering an out-of-vocabulary token, the algo-

rithm uses the Levenshtein (edit) distance to compare all possible

permutations of the word within a specified distance to known

words in a word frequency list and suggests the most probable cor-

rection. We identified and corrected 60 561 unique misspellings in

our RMH ED triage corpus, thereby considerably reducing the vari-

ability of the data.

Additionally, slang names for common drugs were replaced by

their generic names (for example, “Xanies” was changed to

“Alprazolam” and “Fent” to “Fentanyl”) to allow linking to a

knowledge database such as Medical Subject Headings. Taken to-

gether, these steps reduced the dimensionality of the vocabulary

from 100 328 to 43 887 unique tokens. For the impact of the pre-

processing and spelling correction steps see Supplementary Table

S2.

Model development
Following tokenization and spelling correction, we parsed the

cleaned triage notes using a publicly available scispaCy pipeline

trained on biomedical data and removed stop words, standalone

punctuation, and numbers. The result of this filtering was used as in-

put for further transformations and ML models (see Supplementary

materials).

Performance evaluation
The RMH triage note development set was randomly shuffled and

split into training and test sets in 80:20 proportion. Each model was

evaluated by running 10-fold cross-validation on the training set to

estimate its ability to generalize on unseen data. All splits/folds were

performed in a stratified fashion to preserve the distribution of class

Figure 1. Summary of the RMH triage notes data set. Short and empty notes

were excluded, and the resulting final annotated data set was split into devel-

opment and hold-out sets based on the date of presentation. ED: emergency

department; SH: self-harm; SI: suicidal ideation.
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labels in every partition, particularly important given the very low

frequency of SH instances in the data.

We computed the area under the Precision-Recall curve (PR

AUC) to compare various models. The final model was calibrated,

and hyper-parameters were tuned using cross-validation. For both

classes, we calculated the number of true positives (TP), false posi-

tives (FP), true negatives (TN), and false negatives (FN). We report

metrics averaged across classes (macro averages) including Precision,

Recall, and F1 score, the harmonic mean of Precision and Recall.

We compared different models under cross-validation and evaluated

the best model only on the held-out test set to assess generalization

performance. Finally, we employed the Local Interpretable Model-

Agnostic Explanations (LIME) algorithm provided as a Python

package to interpret model predictions and evaluate the effect of dis-

tinct features.27

The results of model development and validation are reported in

accordance with the Transparent Reporting of multivariate predic-

tion models for Individual Prognosis Or Diagnosis (TRIPOD) State-

ment.28

RESULTS

Development of the classification tool
Presented below are the results of the development of a binary classi-

fier for SH detection.

Keyword classifier

Below we provide the list of the identified important top 20 unig-

rams and bigrams (keywords) selected for use in our simple lookup

classifier, based on association to the SH class:

Unigrams:.

“intent,” “ingested,” “diazepam,” “polypharmacy,” “suicidal,”

“x,” “self,” “intentional,” “od,” “mg,” “tablets,” “razor,”

“depression,” “temazepam,” “attempt,” “overdose,” “harm,”

“superficial,” “seroquel,” “inflicted.”

Bigrams:.

"polypharmacy od,” "mg diazepam,” "inflicted lac,” "self

harm,” "intentional od,” "taken x,” "od x,” "suicidal intent,”

"self inflicted,” "mg x,” "superficial lacs,” "x mg,” "harm

attempt,” "mg seroquel,” "inflicted stab,” "suicide attempt,”

"took x,” "polypharm od,” "inflicted lacs,” "unknown

quantity.”

Unigrams 1 Bigrams:.

"self harm,” “diazepam,” “seroquel,” “suicide,” “suicidal,” "su-

perficial lacs,” "od x,” "polypharmacy od,” “intent,”

“intentional,” "x mg,” “attempt,” “harm,” “superficial,” “mg,”

“tablets,” "suicidal intent,” “self,” “polypharmacy,” “od.”

Interestingly, combining bigrams and unigrams did not result in

any change in performance (Table 1). Using bigrams alone dramati-

cally improved model’s precision but came at a cost of lower recall.

This surprising observation prompted us to investigate the effect of

bigram detection as described in Supplementary materials.

Machine learning classifiers

Machine learning (ML) models differ in their complexity and vary

in their ability to capture relationships between features and the out-

come variable. We evaluated a suite of ML models including Naive

Bayes, Logistic Regression, k-Nearest Neighbors, Random Forest,

and Gradient Boosting (GB). We investigated the effect of three key

preprocessing steps including bigram replacement, clinical concept

recognition, and negation detection (see Supplementary materials

for details).

When using BOW, commonly co-occurring words can be taken

into account either by performing bigram replacement or by com-

puting the TF-IDF matrix for both unigrams and bigrams. In our

experiments, both techniques resulted in an impaired model perfor-

mance (Supplementary Table S3). We also evaluated concept recog-

nition and negation detection applied either separately or in

combination. However, none of these approaches resulted in any

significant changes in the model performance (Supplementary

Tables S4–S6). As such, below we report the results of training se-

lected ML models on the training set without additional preprocess-

ing steps using unigrams only (Table 2). Notably, the overall

performance of the GB algorithm was consistently better than other

models as evidenced by a higher PR-AUC score.

Deep learning

To leverage the sequential nature of text we also implemented a

long short-term memory (LSTM) network which has the property of

remembering previously seen inputs and thus can take into account

the order of the words in a sentence.

We compared various configurations of LSTM (Table 2, Supple-

mentary Table S7), however, the performance did not exceed that of

the GB model and the training was much more time-consuming. As

such, we selected the GB algorithm for further development of the

SH classification system.

Model calibration

One of the ways to gauge the reliability of an ML model is to assess

whether the distribution of forecasted probabilities matches the

expected distribution of observed probabilities. A diagnostic plot

presented in Figure 2 illustrates the distributions of probabilities

predicted by the calibrated and uncalibrated GB models in compari-

son to a perfectly calibrated model that would have points strictly

along the main diagonal. While the uncalibrated GB model already

performed relatively well, its calibration further improved the per-

formance achieving a slightly higher score (PR AUC ¼ 0.839 com-

pared to PR AUC ¼ 0.832).

Evaluation of the classifier on the test set

After tuning hyper-parameters of the calibrated model on the train-

ing set, predicted probabilities were converted to class labels by

Table 1. Performance of keyword search using unigrams, bigrams,

and a combination of both

Precision Recall F1 score

Unigrams 0.043 (60.02) 0.927 (60.04) 0.081 (60.03)

Bigrams 0.429 (60.06) 0.635 (60.04) 0.512 (60.05)

Unigrams þ bigrams 0.047 (60.00) 0.895 (60.04) 0.089 (60.00)

Note: Results are reported as mean (695% confidence intervals) obtained

from 10-fold cross-validation on the training set
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selecting a threshold optimizing the F1 score. The highest F1 ¼ 0.788

was achieved by setting the threshold to 0.32, meaning each triage

note with a probability higher than that was predicted as positive

for SH.

The final model was based on retraining the preferred GB

method with the complete training set, selecting 970 features. We

evaluated this model on the previously unseen test set (20% of the

development set held-out for testing). Figure 3 shows the ROC and

Precision-Recall curves of this model on the test set demonstrating

that the classification system is highly skilled at predicting the nega-

tive class and accurate at detecting SH. The model correctly identi-

fied 861 positive cases out of 1076 achieving macro Precision ¼
0.899, Recall ¼ 0.899, and F1 score ¼ 0.899 (Figure 3, Table 3).

Prospective model validation on data from 2018 and

evaluation for confusion with suicidal ideation cases
Prospective validation of the developed model was performed by eval-

uating the classifier on the set of ED presentations from 2018 previ-

ously excluded from the development of the model (Figure 1). The

number of controls present in the hold-out set was comparable to pre-

vious years whereas the number of SH cases appeared to gradually in-

crease (Figure 4). When evaluated on this data, our final model

showed similar results with macro Precision ¼ 0.878, Recall ¼ 0.888,

and F1 score ¼ 0.883 (see Table 3). Figure 5 shows examples of

false-negative triage notes illustrating how each word contributes to-

wards the model’s predictions. The triage note presented in Figure 5B,

particularly, was predicted as SH with a probability just below the

threshold and as such was classified as Control. This example high-

lights the importance of predicting probabilities rather than crisp clas-

ses and paying closer attention to cases when model predictions are

uncertain.

We further sought to evaluate whether there was any confusion be-

tween SH and SI cases affecting the performance of the classifier. Us-

ing the annotations provided for data from 2018, we found that out of

301 false-positive triage notes, 38.5% (N¼116) were evident of SI ac-

counting for 7.7% of all SI cases. Examples of SI-positive notes pre-

dicted as SH are given in Figure 6A,B. Predictably, some confusion

between these categories was caused due to the use of similar vocabu-

lary, such as the word “suicidal” and words related to taking medica-

tion. Figure 6C illustrates an example of a false-positive triage note

possibly due to the missed negation of the word “intentional.”

DISCUSSION

Detection of self-harm (SH) cases presenting to an emergency de-

partment (ED) based solely on ICD-10 codes is unreliable due to the

high false-negative rate.14,29 The World Health Organization recom-

mends the use of International Classification of Diseases (ICD)

codes to achieve consistency and uniformity in the identification of

SH cases.30 However, administrative data sets, which often form the

backbone of case ascertainment protocols within these systems, vary

in completeness in ICD coding, particularly for external cause injury

codes.31 As external cause codes are essential for identifying SH

cases, systems that rely exclusively on ICD coding are likely to sig-

nificantly underestimate the true number of SH cases.11,31 In con-

trast, the use of free-text triage data has been found to improve the

automated detection of SH cases in real-world applications.32 The

strong performance of our model on a large, real-world data set

demonstrates the viability of using ED texts to support surveillance

of SH, without the delays introduced by reliance on retrospective,

manual coding processes.

It is worth noting that any preselection of ED presentation using

Primary Diagnostic ICD-10 Codes can also impose the risk of miss-

ing positive cases resulting in a model that is less likely to generalize

Table 2. Performance of several ML classifiers on the task of detecting instances of self-harm in the ED triage texts corpus

PR AUC Precision Recall F1 score

Naive Bayes 0.666 (60.03) 0.550 (60.03) 0.707 (60.03) 0.618 (60.02)

Logistic regression 0.799 (60.03) 0.296 (60.01) 0.952 (60.01) 0.452 (60.01)

k-nearest neighbor 0.463 (60.05) 0.892 (60.04) 0.276 (60.04) 0.421 (60.05)

Random forest 0.799 (60.03) 0.843 (60.03) 0.601 (60.05) 0.702 (60.04)

Gradient boosting 0.832 (60.03) 0.855 (60.04) 0.691 (60.05) 0.764 (60.03)

LSTM* 0.801 (60.04) 0.560 (60.08) 0.874 (60.02) 0.682 (60.05)

Note: Results are reported as mean (695% confidence intervals) obtained from 10-fold cross-validation on the training set. For LSTM, we used 3-fold cross-

validation.

Figure 2. Diagnostic plots illustrating the difference in predictions made by the calibrated and uncalibrated models.
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well.33 In our study, all ED presentations were reviewed by two

annotators with expertise in suicide prevention achieving interanno-

tator agreement of 0.91 for both SH and suicidal ideation (SI) pre-

sentations. Our results show that machine learning methods,

specifically Gradient Boosting (GB), significantly outperform con-

ventionally employed approaches involving keyword search. More-

over, the list of identified keywords differed considerably from the

previously reported application to clinical notes,20 likely due to the

specifics of the ED nursing notes. At the same time, the GB algo-

rithm resulted in equivalent performance to the evaluated neural

models characterized by a markedly longer training time.

Needless to say, the annotation of half a million ED triage notes

involved a significant amount of effort. Manual coding alone re-

quired around 1000 person hours and the total amount of advisory

and auditing time added up to 9000 person hours. Recognizing that

replicating this component of our work may not be feasible, we are

providing the final fitted GB model in Supplementary materials for

use in other application contexts (the model and the code are also

available on GitHub (https://github.com/vlada-rozova/self-harm-

jamia, last accessed November 29, 2021)).

It is worth emphasizing the high imbalance of the RMH data

with a mere 1.4% of all presentations being identified as related to

SH, making this a very challenging task for any classifier.

Approaches to tackling problems with imbalanced data sets include

undersampling the majority class (in our case, ED presentations

unrelated to SH), which might lead to significant loss of informa-

tion, and oversampling the minority class, either by replicating or

synthesizing positive examples. However, techniques for generating

synthetic instances such as SMOTE34 tend to work poorly with

high-dimensional textual data.35 While more detailed investigation

of this issue is warranted, in this study, we employ cost-sensitive

algorithms to take into account the prior class distribution. Addi-

tionally, it is important to evaluate performance using metrics ag-

nostic to class imbalance. Commonly reported ROC AUC metric is

sensitive to such differences in numbers hence in this study we calcu-

late PR AUC to compare and select the best performing model.

Prospective validation of the model using data from 2018 aimed

to reproduce a realistic scenario in which a model is developed us-

ing data up to a given point in time and then applied to newly col-

lected data. At the same time, the test set was generated by

randomly sampling 20% of encounters from the development set

spanning years 2012–2017. The fact that there is only a small drop

in performance between the test set and the hold-out set (Table 3)

indicates that the model generalizes well on prospectively collected

data.

Additionally, ED presentations from 2018 annotated for SI

allowed for the evaluation of confusion between SI and SH cases.

When applied to preidentified SI cases, our model misclassified

less than 8% of these as SH. Given the close relationship between

SH and SI, a much higher rate of ambiguity might have been

expected. Accurately distinguishing between these types of cases

Figure 3. (A, B) ROC and Precision-Recall curves of the final GB classifier when evaluated on the unseen test set. (C) Confusion matrix shows the number of cor-

rectly predicted and misclassified cases.

Table 3. Final model predictions on the test and hold-out sets

Precision Recall F1 score TN FP FN TP

Test set 0.899 0.899 0.899 76 754 215 215 861

(2012–2017)

N¼ 78 045

Hold-out set 0.878 0.888 0.883 74 864 301 269 949

(2018)

N¼ 76 383
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will allow for the identification of different pathways from SI to

SH and for the empirical testing of different models within the

ideation to enaction framework. Furthermore, nearly 40% of

false-positive triage notes were positive for SI. Taken together,

these findings suggest that a multiclass classification model could

reduce the probability of false alarm for SH while also enabling

the detection of SI cases. In future work, we plan to explore the

development of a model that explicitly aims to distinguish be-

tween SH and SI cases more carefully.

We further have only evaluated the model in the context of a

single hospital, which leaves open the question of its relevance to

other ED data sets with different data characteristics, including

variations in clinical language, and potentially distinct distribu-

tions of self-harm or suicidal ideation. Through the collaborations

in the context of the state-wide self-harm monitoring system under

development in our Australian state of Victoria,36 we expect to be

able to explore the generalization of the model to other hospital

contexts.

CONCLUSION

We have developed an automatic self-harm classification system for

ED presentations, a novel application of clinical natural language

processing (NLP), and the first automated self-harm classification

system based directly on ED triage notes. This system was built

leveraging a large manually annotated data set of ED nursing triage

notes and incorporates a number of NLP steps that are effective for

normalization and representation of these relatively short and noisy

clinical texts. False positives of the model to a large extent are at-

tributable to confusion between self-harm and suicidal ideation,

which we aim to address in future work via a multiclass classifica-

tion approach. Our model achieved high sensitivity and positive

predictive value on this naturally occurring and highly imbalanced

data set and is therefore viable both as a surveillance tool and for

clinically actionable alerts in ED. We believe that this system will

allow for the timely identification of changes in the patterns of sui-

cide in Victoria and will have the capacity to act as barometers of

the success of national suicide prevention strategies and to inform

Figure 4. Changes in the numbers of recorded cases negative and positive for SH. Lighter colors in both panels correspond to the hold-out set used for prospec-

tive model validation.

Figure 5. (A, B) Illustration of triage notes annotated as SH and misclassified as Controls (false negatives). The bars on the left show the predicted probability of

each class. Horizontal bar plot provides the weights of five most important features. On the bottom, these words are highlighted in the text.
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real-time change and intervention at both the population and indi-

vidual levels.

SUPPLEMENTARY MATERIAL

Supplementary material is available at Journal of the American Medical Infor-

matics Association online.
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