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abstract

PURPOSE Cloud computing has led to dramatic growth in the volume, variety, and velocity of cancer data.
However, cloud platforms and services present new challenges for cancer research, particularly in under-
standing the practical tradeoffs between cloud performance, cost, and complexity. The goal of this study was to
describe the practical challenges when using a cloud-based service to improve the cancer clinical trial matching
process.

METHODSWe collected information for all interventional cancer clinical trials from ClinicalTrials.gov and used the
Google CloudHealthcare Natural Language Application Programming Interface (API) to analyze clinical trial Title
and Eligibility Criteria text. An informatics pipeline leveraging interoperability standards summarized the dis-
tribution of cancer clinical trials, genes, laboratory tests, and medications extracted from cloud-based entity
analysis.

RESULTS There were a total of 38,851 cancer-related clinical trials found in this study, with the distribution of
cancer categories extracted from Title text significantly different than in ClinicalTrials.gov (P , .001). Cloud-
based entity analysis of clinical trial criteria identified a total of 949 genes, 1,782 laboratory tests, 2,086
medications, and 4,902National Cancer Institute Thesaurus terms, with estimated detection accuracies ranging
from 12.8% to 89.9%. A total of 77,702 API calls processed an estimated 167,179 text records, which took a
total of 1,979 processing-minutes (33.0 processing-hours), or approximately 1.5 seconds per API call.

CONCLUSION Current general-purpose cloud health care tools—like the Google service in this study—should not
be used for automated clinical trial matching unless they can perform effective extraction and classification of
the clinical, genetic, andmedication concepts central to precision oncology research. A strong understanding of
the practical aspects of cloud computing will help researchers effectively navigate the vast data ecosystems in
cancer research.

JCO Clin Cancer Inform 5:826-832. Published by American Society of Clinical Oncology

INTRODUCTION

There has been dramatic growth in the volume, variety,
and velocity of cancer data in the cloud. However,
unlocking the full potential of cloud computing will re-
quire improving interoperability between highly diverse
and heterogeneous cancer data sets. Artificial intelli-
gence (AI), machine learning, and natural language
processing (NLP) are just some of the technologies that
could potentially meet these needs in oncology.1,2

Cloud vendors have recently developed AI and NLP
services to standardize and harmonize large volumes
of unstructured health care text, including Amazon
Web Services Comprehend Medical, Google Cloud
Healthcare Natural Language (HNL), and Microsoft
Azure Text Analytics for Health. In general, these
cloud-based services receive large volumes of text
through an application programming interface (API)

and perform medical entity analyses, which return
machine-readable collections of knowledge cate-
gories, relationships, and codes from relevant medical
vocabularies.

However, cloud platforms and services also present
new challenges for cancer research, particularly in
understanding the practical tradeoffs between cloud
performance, cost, and complexity. The Google Cloud
HNL API, for example, could be used for cancer re-
search since it analyzes text using relevant standards
and terminologies, including the National Cancer In-
stitute (NCI) Thesaurus (NCIt).3 To our knowledge,
however, very few studies have investigated the
practical aspects of using cloud vendor-specific ser-
vices for cancer-related research.4-6

The goal of this study was to describe the practical
challenges of leveraging a cloud-based service to
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improve the cancer clinical trial matching process. Spe-
cifically, we investigated the technical, performance, and
cost issues encountered when using the Google Cloud HNL
API to extract structured cancer types and eligibility criteria
from cancer studies in ClinicalTrials.gov.

METHODS

Identifying Cancer Studies From ClinicalTrials.gov

Reporting was guided by the Standards for Reporting
Implementation Studies guidelines and checklist.7 Clin-
icalTrials.gov is a public database of registered clinical trials
created to increase transparency through improved avail-
ability and accessibility of information for clinical
studies.8-10 A recent version of the ClinicalTrials.gov data-
base was downloaded in pipe-delimited format from the
Clinical Trials Transformation Initiative.11 Clinical trials were
included in the study if (1) the Conditions field contained
one or more cancer terms commonly used by the Clin-
icalTrials.gov search engine (cancer, neoplasm, tumor,
malignancy, oncology, oncologic, neoplasia, neoplastic
syndrome, and neoplastic disease) and (2) had the inter-
ventional study type. Similar to prior studies, we focused on
clinical trial Title and Eligibility Criteria text from the official_
title and criteria fields, respectively.12,13

Preparing for Cloud-Based Medical Entity Analysis

The HNL API currently processes data requests on a per
text record basis, with a single text record defined as having
up to 1,000 unicode characters.14 Current pricing for entity
analysis is $0.10 US dollars (USD) per text record, where
the number of text records for a single request is calculated
as the total characters in the current request divided by
1,000, rounded up to the nearest whole number, and
limited to a maximum of 10,000 unicode characters.14 We
estimated the number of words and text records for each
clinical trial, and truncated the text of any submission re-
quest exceeding the character limit to meet cloud
vendor–specific API requirements. Although the HNL API
was available at no cost to all Google Cloud users during the

study period, we still performed text record calculations and
API cost estimates using currently documented rates.

API requests were collected into two main data sets, one for
processing clinical trial Title text and one for Criteria text.
Best practices for cloud pipeline development usually in-
volve pilot testing with smaller files before working with
larger data sets.15 As a result, the Title data set was split into
four files: two smaller files with 2,500 clinical trials each (for
preliminary runs), followed by larger files with 10,000 and
23,851 trials, respectively. The relatively larger Criteria data
set was split into six files: two smaller files with 2,500 clinical
trials each, three files with 10,000 trials each, and one with
3,851 trials. The Title data set was processed first, running
its two smallest files in sequence and (if successful) run-
ning the remaining two files in parallel. The two smallest
files of the Criteria data set were then run concurrently,
followed by running the last four files in parallel as well.
Script processing times for both data sets were tracked.

Cloud Health Care Service Input and Output

Configuring the cloud API involved creating a cloud project,
enabling the Cloud Health Care and HNL APIs, and setting
up appropriate application credentials. We used the default
settings specified in the technical documentation to create
API request calls, including the us-central1 region where
the API is currently available.16 A simple shell script was
written that read in the text input for each clinical trial,
created and submitted an entity analysis request to the
cloud API, and stored the returned JavaScript Object
Notation (JSON)-formatted response in a text file.

Once the HNL API response was returned for each clinical
trial, the JSON output was processed to extract relevant
codes for analysis. This included NCIt codes under the
PROBLEM medical knowledge category, Logical Obser-
vation Identifiers Names and Codes (LOINC) under the
LABORATORY_DATA medical knowledge category, Hu-
man Genome Organization Gene Nomenclature Committee
(HGNC) codes under the LABORATORY_DATA category,

CONTEXT
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and RxNorm codes under the MEDICINE medical knowl-
edge category.

Cancer Categorization Using NCIt

The NCIt provides a useful organized collection of cancer-
related terms and relationships.1 To understand how well
the cloud-based service extracted cancer site from clinical
trial Title text, we created a mapping between NCIt codes
and broad cancer categories guided by the cancer site
classifications used in the NCI SEER Cancer Registration
and Surveillance Modules: (1) bladder, (2) brain and
central nervous system, (3) breast, (4) cervical and uterine,
(5) colorectal, (6) head and neck, (7) kidney and ureter, (8)
leukemia and lymphoma, (9) lung, (10) ovarian, fallopian,
and peritoneal, (11) pancreatic and biliary, (12) prostate,
(13) skin cancer and melanoma, (14) testicular, and (15)
upper gastrointestinal tract.17,18

Using the current version of the NCIt Neoplasm Core Hi-
erarchy Plus file from the NCI Enterprise Vocabulary Ser-
vices, relevant NCIt terms and codes from the Neoplasm by
Site section with a malignant neoplastic status flag were
mapped to each category listed above.19 This allowed cloud
service output to be compared with clinical trial counts per
cancer category obtained by directly searchingClinicalTrials.gov
using the same broad NCIt terms.

Integrating Criteria Results on Genes, Laboratory Tests,

and Medications

Cloud-based entity analysis of the Criteria text for cancer
studies can provide valuable insight into the diverse
characteristics being used to include or exclude patients
from clinical trials. We therefore leveraged three estab-
lished databases of standardized terms and codes to de-
scribe the distribution of genes (HGNC), medical laboratory
tests (LOINC), and medications (RxNorm), which were
extracted from clinical trial Eligibility Criteria.20-22

For genes, we downloaded the most recent version of the
HGNC database in tab-separated values file format, and
found the corresponding approved symbol and approved
name by joining cloud output against HGNC ID.20 For
laboratory tests, we downloaded recent versions of the Core
LOINC Table (version 2.69) and LOINC Part File (version
5.1 beta), and matched cloud output codes to LOINC_
NUM and LONG_COMMON_NAME or to PartNumber and
PartName with COMPONENT PartType, respectively.21 For
medications, we downloaded the RxNorm Full Monthly
Release and used the pipe-delimited rxnconso.rrf file to
map RxCUI codes returned from cloud-based entity
analysis to the associated medication ingredients.22

Evaluation of Eligibility Criteria and Title Extraction

We randomly selected 50 clinical trials and reported the
accuracy of Criteria gene, laboratory, and medication de-
tection as the number of concept terms correctly identified
by the cloud service compared with the total number of
extracted concepts. Accuracy was similarly reported for the

extraction and categorization of Titles for 50 randomly
selected clinical trials.

Summary Statistics and Analytics

Summary statistics were collected for clinical trial char-
acteristics as means with standard deviations and medians
with interquartile range (IQR). Frequencies and percent-
ages were calculated for categorical data involving clinical
trials, genes, laboratory tests, and medications.

Differences in the distribution of clinical trial cancer type
categorization between cloud-based entity analysis and
direct search of ClinicalTrials.gov were evaluated using the
chi-square test. A P value, .05 was considered significant
for the analysis, which was performed using RStudio.

Several technologies were used to perform the steps in the
informatics pipeline described above (Fig 1). An R (version
4.0.3) script written in RStudio (version 1.3.1093) per-
formed preprocessing of the ClinicalTrials.gov database;
postprocessing integration of the NCIt, HGNC, LOINC, and
RxNorm databases; and all statistical analyses. A bash shell
script submitted all requests to the Google Cloud HNL API,
and a python script (version 3.8.5) in a Jupyter Notebook
(version 6.1.4) processed the returned cloud JSON output.

RESULTS

There were a total of 38,851 cancer-related clinical trials,
with clinical trial Title text having a mean 21.96 8.7 words
(median 21, IQR 16-27 words) and 151.2 6 59.7 char-
acters (median 144, IQR 108-187 characters). Cancer
clinical trial Criteria text had a mean of 352.3 6 333.4
words (median 247, IQR 116-472 words) and 2,889.8 6
2,647.7 characters (median 2,069, IQR 1,003-3,886
characters). There were 1,083 (2.8%) trials with Criteria
text that exceeded 10,000 characters and were truncated
during preprocessing to meet API requirements for the
cloud service, after which Criteria text submitted for cloud-
based analysis had a mean of 344.3 6 304.1 words
(median 247, IQR 116-472 words) and 2,824.06 2,405.9
characters (median 2,069, IQR 1,003-3,886 characters).
There were 479 (1.2%) cancer clinical trials without an
entry in the Title field, and 6 (0.02%) without an entry in the
Criteria field. The distribution of clinical trials by cancer
category from cloud-based entity analysis of Title text (Fig 2)
was significantly different than the general distribution in
ClinicalTrials.gov (P , .001).

Cloud-based entity analysis of clinical trial Criteria extracted
a total of 949 HGNC-coded genes, 1,782 LOINC-coded
laboratory tests, 2,086 RxNorm-coded medications, and 4,
902 NCIt terms. Details regarding the most frequently
occurring genes, laboratory tests, and medications from
cancer-related clinical trial Eligibility Criteria are summa-
rized in Table 1.

Analysis of Eligibility Criteria for 50 randomly selected
clinical trials identified 492 coded concepts, with an ac-
curacy of 12.8% (14/109) for gene extraction, 64.5% (196/
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304) for laboratory test extraction, and 89.9% (71/79) for
medication extraction. Title extraction of 50 randomly se-
lected clinical trials demonstrated an accuracy of 90% (45/
50), with commonly missed terms including metastatic
medullary thyroid, advanced or metastatic solid tumors,
and refractory cancer.

There were a total of 77,702 API calls made to the HNL API,
which took a total of 1,979 processing-minutes (33.0

processing-hours), or approximately 1.5 seconds per API
call. More specifically, analysis of clinical trial Titles took
1,006 processing-minutes (16.8 processing-hours) or
roughly 1.6 seconds per API call, whereas clinical trial
Criteria took 973 processing-minutes (16.2 processing-
hours) or 1.5 seconds per API call. Partial parallelization
of scripts for Title data resulted in 858minutes (14.3 hours)
of actual script execution time, whereas the increased

Python

RStudio

RStudio

Bash Google HNL APICT.gov

LOINC RxNorm

HGNCNCIt

FIG 1. Informatics processing pipeline.
CT.gov, ClinicalTrials.gov;GoogleHNLAPI,
Google Healthcare Natural Language Ap-
plication Programming Interface; HGNC,
Human Genome Organization Gene No-
menclature Committee; LOINC, Logical
Observation Identifiers Names and Codes;
NCIt, National Cancer Institute Thesaurus.
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parallelization of Criteria scripts yielded 313 minutes (5.2
hours) of script execution time.

For cloud-based entity analysis of clinical trial Titles, there
were estimated to be 38,851 text records created for a price
of $3,885.10 USD and 128,328 records for clinical trial

Criteria for a price of $12,832.80 USD, giving a total of 167,
179 records processed for cloud-based medical entity
analysis at an estimated price of $16,717.90 USD.

DISCUSSION

Technology-driven approaches to find cancer patient co-
horts for clinical trials or recommend clinical studies to
eligible patients with cancer are expected to streamline
cancer clinical trial recruitment.5,9,10,12,13 Even from clinical
trial Titles alone, the cloud service used in this study
extracted meaningful information for some cancers (eg,
breast, colorectal, and lung), whereas others (eg, hema-
topoietic and skin cancers) could still be refined further.
Manual review of a random sample of Titles suggest cloud
service extraction correctly handled studies with single or
specific cancer types, but struggled when studies became
more complex, described multiple cancers, or included
broadly or vaguely defined cancer topographies. Integrating
context-specific data from ClinicalTrials.gov (eg, Conditions
field) or the NCI Clinical Trials Reporting Program would
likely improve cloud entity analyses and facilitate cancer
patient cohort matching from structured sources (eg,
electronic health records).

The poor detection accuracies for tests (64.5%) and genes
(12.8%), along with challenges differentiating these con-
cepts, suggest that the current technology is not ready for
automated clinical trial matching. Both EGFR and ERBB2
mutations, for example, are known to affect clinical re-
sponsiveness to different therapies for lung or breast
cancer, and thus expected to be inclusion or exclusion
criteria in many interventional clinical trials.23,24 Other
genes (eg, GOT1 and GPT) on the list were more surprising
and may have been extracted for other reasons. Investi-
gating entity analysis output showed that AST and ALT were
the most frequent Criteria strings associated with these
genes. AST and ALT are both common laboratory tests to
evaluate a patient’s liver function, but they are also syno-
nyms for the approved names of the glutamic oxaloacetic
transaminase (GOT1) and glutamic-pyruvic transaminase
(GPT) genes, respectively. In these situations, reporting
LOINC codes for organ function tests would be more ap-
propriate than HGNC codes, unless those genes were listed
in Eligibility Criteria or the published literature supported
their relevance in cancer clinical trials.

Similarly, although many of the extracted laboratory tests
assessed important aspects of patient health (eg, hema-
tologic, kidney, and liver function), the laboratory test for the
solute carrier family 17 member 5 (SLC17A5) gene was
unexpected and often occurred when the AST string was
found in Criteria text. In this context, the cloud technology
could be interpreting the AST liver function test as the AST
gene (which is a known alias for SLC17A5). This may
explain the unexpected appearances of SLC17A5 in the list
of extracted genes as well as laboratory tests. Furthermore,
manual review of a random sample of Criteria suggests that

TABLE 1. Top 10 Cloud-Extracted Cancer Clinical Trial Criteria
Characteristics by Type
Characteristic No. (%) of Clinical Trials

Gene

GOT1 5,722 (14.7)

SLC17A5 5,719 (14.7)

GPT 1,762 (4.5)

ERBB2 1,543 (4.0)

EGFR 966 (2.5)

ALB 855 (2.2)

KLK3 773 (2.0)

NR4A1 711 (1.8)

PSAT1 668 (1.7)

PTS 598 (1.5)

Laboratory test

Creatinine 8,937 (23.0)

Platelets 8,796 (22.6)

Bilirubin 8,450 (21.7)

SLC17A5 gene 5,719 (14.7)

Neutrophils 5,642 (14.5)

Polymorphonuclear cells 5,642 (14.5)

Hemoglobin 5,505 (14.2)

Leukocytes 3,078 (7.9)

Alkaline phosphatase 2,139 (5.5)

Alanine 1,970 (5.1)

Medication

Mitomycin 1,174 (3.0)

Warfarin 941 (2.4)

Aspirin 913 (2.4)

Paclitaxel 833 (2.1)

Bevacizumab 802 (2.1)

Prednisone 777 (2.0)

Docetaxel 720 (1.9)

Oxaliplatin 710 (1.8)

Cisplatin 691 (1.8)

Heparin 670 (1.7)

Abbreviations: ALB, albumin; EGFR, epidermal growth factor
receptor; ERBB2, erb-b2 receptor tyrosine kinase 2; GOT1, glutamic-
oxaloacetic transaminase 1; GPT, glutamic-pyruvic transaminase;
KLK3, kallikrein-related peptidase 3; NR4A1, nuclear receptor
subfamily 4 group A member 1; PSAT1, phosphoserine
aminotransferase 1; PTS, 6-pyruvoyltetrahydropterin synthase;
SLC17A5, solute carrier family 17 member 5.
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the cloud service needs better study context to more ac-
curately distinguish genes and laboratory tests. For ex-
ample, estimated glomerular filtration rate to measure
kidney function was often miscoded as the EGFR gene,
whereas tests for hepatitis B were instead coded for blood
type B. Accurately extracting genes and laboratory tests
from unstructured text while minimizing false positives
remains an ongoing challenge, but could lead to novel
decision support tools that accelerate precision medicine
and precision oncology.12

Cloud computing allows researchers to store, manage, and
analyze large volumes of data that would be difficult or
impossible to do locally, but requires clearly understanding
important tradeoffs when using cloud vendor–based tools.
In our study, for example, the Criteria text of more than
1,000 cancer clinical trials had to be reduced to meet
character limits set by the cloud API. Other options were
considered (eg, splitting Criteria text into logical blocks), but
would have introduced additional complexity, uncertainty,
and costs to the project. Currently, most cancer studies
leveraging cloud tools will likely require significant pre-
processing of source data to meet cloud technical re-
quirements, as well as robust filtering and refinement of
cloud output to meet research needs.

Assessing and optimizing cloud costs remains a complex
challenge in cancer research. We thus identified four cloud
cost categories that guided our decision making: cloud
storage, cloud compute, cloud data transfer, and cloud
services.25-30 In general, cloud storage involves the data
being accessed for research, with costs directly related to
(1) larger volumes of data stored or (2) shorter data retrieval
times (latency).27,29,31 Cloud compute involves resources
(eg, workflows, pipelines, platforms, and environments) to
perform research analyses, with costs directly related to (1)
virtual machine configuration, (2) compute usage, or (3)
compute instance availability (eg, on-demand v pre-
emptible or spot instances).25,27,32 Cloud data transfer
can involve upload (ingress) or download (egress), as well
as moving data between cloud resources located in dif-
ferent regions.26,27 Finally, the costs of vendor-specific
cloud services can be as variable as the types of tech-
nologies involved (eg, manual or automated AI, machine
learning, and NLP tools).4,14,26

If all our scripts were run from the cloud, performing API
calls in parallel batches would have yielded lower costs in
the cloud compute category since virtual machine usage

would have beenmarkedly shorter. Furthermore, if the HNL
API had not been freely available to Google Cloud users
during the study period, our estimates show that cloud
services would have been the largest contributor of the four
cost categories. Finally, while centralizing data, medical
vocabularies, API calls, and analyses entirely in the cloud
would have streamlined development considerably, we
ultimately chose to use local storage and local compute
resources with the cloud API service to minimize overall
expenses. Investigators considering cloud computing will
need to go through a similar process of categorizing cloud
costs, assessing technical resources, and making project
decisions that balance scientific, technical, and cloud
expertise with their particular research needs.15

Although cloud-based API services contain useful building
blocks for standardizing data, poor detection performance
and other shortcomings limit its current value to the cancer
research community. The following missing functionality
should be added before the technology can be used for
automated clinical trial matching: classifying coded con-
cepts as inclusion or exclusion criteria, expanding cloud
limits to handle clinical trial content, harmonizing genomic
and laboratory results, and robust context annotations of
extracted concepts for all cancer types, treatments, and
relevant findings.1,5,10

This study had several limitations. First, because the cloud-
based tool in this study was proprietary in nature, the
traditional process of building, training, testing, and refining
the technology was not possible.1 Second, the mapping of
cloud entity analysis output to medical vocabularies may
have been incomplete, since the API technical docu-
mentation did not describe which version of the medical
vocabularies were used or how often they were updated;
including this information would likely improve interoper-
ability of the cloud service. Finally, complex cloud pricing
models made it challenging to assess the cost effectiveness
of different project pipelines. Additional studies are needed
to clarify cloud computing costs across the diverse use
cases in biomedical research.

In conclusion, current general-purpose cloud health care
tools cannot be used for automated clinical trial matching
without substantial informatics improvements to address
the core aspects of cancer and precision oncology re-
search. A strong understanding of the practical aspects of
cloud computing will help researchers effectively navigate
the vast data ecosystems in cancer research.
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