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Understanding the molecular consequences of mutations in pro-
teins is essential to map genotypes to phenotypes and interpret
the increasing wealth of genomic data. While mutations are
known to disrupt protein structure and function, their potential
to create new structures and localization phenotypes has not yet
been mapped to a sequence space. To map this relationship, we
employed two homo-oligomeric protein complexes in which the
internal symmetry exacerbates the impact of mutations. We muta-
genized three surface residues of each complex and monitored
the mutations’ effect on localization and assembly phenotypes
in yeast cells. While surface mutations are classically viewed as
benign, our analysis of several hundred mutants revealed they
often trigger three main phenotypes in these proteins: nuclear
localization, the formation of puncta, and fibers. Strikingly, more
than 50% of random mutants induced one of these phenotypes in
both complexes. Analyzing the mutant’s sequences showed that
surface stickiness and net charge are two key physicochemical
properties associated with these changes. In one complex, more
than 60% of mutants self-assembled into fibers. Such a high fre-
quency is explained by negative design: charged residues shield
the complex from self-interacting with copies of itself, and the sole
removal of the charges induces its supramolecular self-assembly. A
subsequent analysis of several other complexes targeted with ala-
nine mutations suggested that such negative design is common.
These results highlight that minimal perturbations in protein surfa-
ces’ physicochemical properties can frequently drive assembly and
localization changes in a cellular context.

protein evolution | protein interactions | genotype-phenotype map

U nderstanding genotype to phenotype relationships is crucial
to predict the molecular consequences of mutations (1). At
the protein level, alanine scans have revealed how individual
residues contribute to protein function, stability, and binding
affinity (2-4). More recently, systematic mappings have been
widely used to connect sequence variability to changes in protein
structure (5, 6), stability (7-9), solubility (10), and functionality
(2, 11-14). Similar efforts have been made to map the impact of
mutations in protein-ligand (15, 16) and protein—protein interac-
tions (17-21).

However, mutations can impact proteins beyond their stabil-
ity, function, or existing interactions with specific partners or
ligands. Sequences can also encode how proteins distribute spa-
tially in cells, either by addressing them to membrane-bound
compartments (22) or by inducing their self-assembly into large
polymeric structures (23-27) and membraneless compartments
(28, 29). While changes in protein self-assembly and localiza-
tion can serve a functional purpose in adaptation (30-36), they
can also lead to disease (37). For example, the supramolecular
self-assembly of hemoglobin and yD-crystallin cause sickle-cell
disease and cataracts, respectively (38, 39). The mislocalization
of nuclear proteins TDP-43 and FUS in the cytosol is associated
with amyotrophic lateral sclerosis disease (40, 41), and the mis-
localization of Ataxin-3 to the nucleus has been implicated in
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spinocerebellar ataxia type 3 disease (42). It is therefore critical
to characterize principles by which mutations can trigger such
supramolecular self-assembly and mislocalization.

Symmetry is frequent in proteins (37, 43) and is a crucial
property promoting their self-assembly into high-order struc-
tures (44-50). Indeed, a strong enrichment in symmetric homo-
oligomers among natural filament-forming proteins has been
reported (37). Previous work has also shown that point muta-
tions to two hydrophobic amino acids—leucine and tyrosine—
frequently led symmetric homo-oligomers to assemble into
high-order assemblies. However, whether other types of amino
acids would display a similar potential, whether they would do
so often, and whether additional phenotypes of assembly and
localization could emerge upon mutation remains unknown.

Here, we assess the potential of mutations to trigger such
changes in protein assembly and localization in vivo. We tar-
geted two homo-oligomeric protein complexes and randomly
mutated three neighboring residues at the surface of each com-
plex. We expressed the mutants fused to a fluorescent protein
to track their spatial distribution in yeast cells. We found that a
vast sequence space led to changes in protein assembly and
localization in both proteins with three predominant pheno-
types: nuclear localization, the formation of filaments, and the
formation of puncta. Sequencing of the mutants revealed that
increasing surface stickiness frequently promoted nuclear local-
ization in one of the two proteins. Surprisingly, in the other
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protein, a loss of negatively charged residues was sufficient to
trigger protein self-assembly, with fibers frequently forming
regardless of the type of mutation, including to alanine and
glycine. We also observed that four out of eight additional com-
plexes analyzed underwent supramolecular self-assembly or a
change in cellular localization when surface charges were mutated
to alanine, implying that negative design against supramolecular
self-assembly and mislocalization is common among symmetric
homo-oligomers.

Results

A Plasmid Library of Surface Mutants Shows Frequent Self-Assembly
and Nuclear Localization Phenotypes. We sought to characterize
how frequently mutations can trigger new protein assemblies,
change protein localization, and identify which types of muta-
tions are most likely to do so. We initially focused on a homo-
octameric dipeptidase from Escherichia coli, hereafter referred
to by its Protein Data Bank (PDB) code 1pok (Fig. 14). To
track the self-assembly and localization of the protein in cells,
we fused the subunit forming the octamer to a yellow fluores-
cent protein (YFP; further details of the constructs are pro-
vided in SI Appendix, Table S1). We then created a plasmid
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library by site-saturation mutagenesis of three solvent-
exposed residues (E239/E243/K247) located in an alpha helix
(Fig. 14). We specifically targeted those residues because a
triple leucine mutant at these positions was previously
observed to form fibers. We transformed the plasmid library
in yeast cells and imaged them by fluorescence microscopy
(Fig. 1B). While the wild-type protein exhibited a homoge-
neous and cytosolic localization, the mutants frequently
formed micrometer-long filaments or puncta or localized to
the nucleus (Fig. 1 4 and B).

We subsequently PCR amplified the regions harboring the
mutations to sequence them and relate the various phenotypes
to specific amino acid identities. However, sequencing showed
that a majority of clones were cotransformants of up to four dif-
ferent plasmids. Consequently, isolation of cells harboring a
unique plasmid required multiple streaking steps, making it
impossible to evaluate the different phenotypes’ frequencies
and relate them to genotypes. Nevertheless, sequencing 20 iso-
lated mutants suggested that filaments and nuclear localization
were frequent outcomes of increasing the protein’s surface
hydrophobicity (Fig. 1B). Notably, one mutant (F/W/E) showed
a phenotype with curved filaments growing along the plasma
membrane and the nuclear envelope.
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A mutant library reveals a wide diversity of localization phenotypes. (A) Structure of an octameric protein complex from E. coli (PDB code 1POK).

Expression of the wild-type homomer fused to a YFP exhibits cytosolic localization in yeast cells. (B) We created a plasmid library with random mutations
at three solvent-exposed positions located at the apex of 1pok and transformed the library into yeast cells. Fluorescence microscopy images of cells show-
ing various phenotypes. The identity of the mutations for the residues 239/243/247 is overlaid onto each image. (C) A different mutant library was created
using a genome integration cassette. Subsequent transformation of the library into yeast cells gave genomically integrated mutants. Cells expressing the
mutants showed four main localization phenotypes with frequencies given in the bar plot. (Bottom) We show fluorescence microscopy images of yeast
cells displaying eight representative phenotypes. The mutations at residues 239/243/247 are overlaid onto each image. (D) Frequency of amino acids at
each position (indicated on Top) normalized across phenotypes. Amino acids observed in mutants (y-axis, Left) are ordered by increasing interaction pro-
pensity or “stickiness” (51). The sum of frequencies for a given mutation equals 1.
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Genome-Integrated Mutant Libraries Allow Quantifying Phenotype
Frequencies. To overcome the problem of cotransformation with
multiple plasmids, we created a second library based on a cas-
sette suitable for genome integration. With this library, each
transformant carried a unique set of mutations. In agreement
with our initial results, the fluorescence microscopy of 220 iso-
lated mutants revealed the frequent formation of fibers and
puncta as well as nuclear localization (Dataset S1). Sequencing
enabled us to relate the phenotype of each mutant to the
underlying mutations. After excluding strains containing dele-
tions, insertions, and stop codons, we obtained 153 unique var-
iants exhibiting four main phenotypes (Fig. 1C): 20.9% displayed
nuclear localization, 13.1 and 7.2% showed fibers and puncta,
respectively, and 45.7% of the mutants remained cytosolic like
the wild-type sequence. In addition, 13.1% of mutants showed a
combination of phenotypes such as cytosolic localization with
rare puncta or a combination of both fibers and puncta.

We next examined whether specific mutations were associated
with particular phenotypes. Given a mutated position (e.g., E239),
we calculated the frequency of a target amino acid (e.g., mutation
to L) for each of the four main phenotypes, excluding mutants
showing mixed phenotypes. For example, out of 14 mutants har-
boring a leucine at position E239, nine formed fibers, four formed
puncta, one was cytosolic, and none exhibited nuclear localization.
Thus, the normalized frequency of leucine-associated fibers at
position E239 is 9/14 = 0.64. These normalized frequencies for
the four phenotypes reveal that fiber formation is predomi-
nantly associated with a mutation to L, W, or Y at position 239
(Fig. 1D). The cytosolic phenotype was enriched in mutations
to polar amino acids and was favored by mutations to amino
acids with low interaction propensity [i.e., nonsticky amino
acids as defined previously (51)]. Interestingly, nuclear localiza-
tion appears driven by interaction propensity in agreement with
a recent report (52). Lastly, puncta formation did not show a
strong association with a specific set of amino acids except for a
large proportion of mutations to proline, suggesting that the
local unfolding of the alpha helix might partially explain this
phenotype (Fig. 1D). Thus, considering the protein 1pok, muta-
tions readily induced changes in its localization and self-
assembly phenotypes, and the physicochemical properties of
the mutated residues were associated with these changes.
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Notably, sticky amino acids promoted both new self-assemblies
and nuclear localization.

To assess whether mutations could reproducibly induce new
assembly and localization phenotypes, we targeted a different
protein (Fig. 24): a homo-decameric ketopantoate methyltrans-
ferase from E. coli, hereinafter referred to by its PDB identifier
1m3u (Fig. 2B). Likewise, we created a library of mutants at
three solvent-exposed residues located in an alpha helix. We
picked 400 strains, of which 237 carried a unique sequence with-
out stop codons, insertions, or deletions. The phenotypes of the
mutants fell into the same four main groups (Dataset S2), with
a staggering 63.6% of mutants forming fibers, 2.5% localizing to
the nucleus, 6.4% forming puncta, 9.7% showing mixed localiza-
tions, and only 17.8% remaining cytosolic (Fig. 2 B and C). The
heatmap of a mutation’s normalized frequency for these four
phenotypes revealed a different picture than that of 1pok: all
types of amino acids promoted fiber formation (Fig. 2D). Simi-
larly, the cytosol, puncta, and nuclear localization groups did
not exhibit a clear association with a specific class of amino
acids (Fig. 2D).

Overall, both mutant libraries imply that self-assembly and
nuclear localization can frequently emerge by surface mutations
in homo-oligomers. Indeed, less than 50% of random mutants
remained cytosolic in both libraries.

Stickiness and Charge Are the Main Determinants Modulating Protein
Assembly and Nuclear Localization at the Level of Single Cells. We
have seen so far that mutations in both homo-oligomers fre-
quently triggered their self-assembly and nuclear localization.
However, the relationship between physicochemical changes
introduced by the mutations and changes in assembly and localiza-
tion appeared different for the two proteins studied, which moti-
vates a more quantitative analysis of this genotype—phenotype
relationship. Notably, a significant number of strains showed
incomplete penetrance of a particular phenotype or even mixed
phenotypes. For example, while some strains displayed fibers in
most of the cells, in other strains, only a small percentage of
cells contained fibers (SI Appendix, Fig. S1).

To capture these phenotypic differences in a quantitative
manner, we automatically analyzed the fluorescence proper-
ties within single cells and assigned each cell to one or more
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Fig. 2. E. coli ketopantoate transferase shows a striking tendency for fiber formation upon mutation. (A) We created a YFP-fused 1Tm3u mutant library
in a cassette for genome integration and transformed it into yeast cells. (B) Structure of the decameric ketopantoate methyltransferase from E. coli (PDB
code 1M3U). The mutant library targeted three solvent-exposed residues in an alpha helix located at the apex of the complex. Upon expression in yeast
cells, mutants displayed four main phenotypes: cytosolic, nuclear, puncta, and fiber, with the latter found in >60% of the mutants. (C) Fluorescence
microscopy images of yeast cells expressing eight representative mutants. The identity of mutated residues at positions 157/158/161 is indicated within
each image. (D) Heatmap showing the normalized frequency of mutations of each amino acid type across the four phenotypes.
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of the four possible phenotypic categories (Materials and
Methods and SI Appendix, Fig. S2). This approach enabled us
to calculate the fraction of cells exhibiting a particular pheno-
type (i.e., a phenotype’s penetrance) for each mutant strain.
The penetrance distribution for each phenotype is shown in Fig.
3A4. We observe, for example, that fibers are identified in 1.9, 18.
6, and 79.6% of cells for the 1pok mutants L/G/Y, L/V/L, and
Y/G/L, respectively (with each triplet corresponding to the posi-
tions E239/E243/K247).

We analyzed the association between the penetrance of each
phenotype and two physicochemical features of the mutated
amino acids: their summed interaction propensity and their net
charge (Fig. 3B and SI Appendix, Fig. S3). Confirming our initial
observation, both proteins exhibited strikingly different patterns.
On the one hand, the summed interaction propensity of the triplet
was a strong predictor of cytosolic localization in the case of 1pok:
27 and 22 mutants showed an interaction propensity score <0
or >3, and among them, 99 and 46% of cells showed a cytosolic
localization, respectively (P = 7e-6, Welch’s ¢ test). In contrast,
considering 1m3u, 38 and 37 mutants have an interaction propen-
sity score below 0 or above 3, and these exhibit a similar fraction
of cells with cytosolic localization (33.2 and 46.6%, respectively,
P = 0.15). On the other hand, the cytosolic localization of 1m3u
was well explained by the net charge of the mutations: among 27
and 61 mutants with a net charge <—1 or >+1, the fraction of cells

Nuclear

T @ O

Nuclear

A Fibers

% of cells with given phenotype (penetrance)

B Ty C New interaction surface
£ 100 by positive design
£ 50 ™ By
v 25 e = N <5
c 2 -
L 10 T L) e
T 5 = AL
o = et »a .
2 P )Q\ v ‘Kii'
2 b
2 2 2 6 2 0 +2 Sl
= 100 New interaction surface
c 50 [/
£ 251 /4 -
2 107 / V‘\ 2
£ w
S 5 /-\,-\ =
T 1
S -2 2 6 2 0 +2
2 Stickiness Net charge

Fig. 3. Physicochemical properties of amino acids trigger different responses
in 1pok and 1m3u. (A) Percentage of cells of a given mutant of 1pok and
1m3u displaying fibers, puncta, cytosolic, and nuclear localization (phenotype
penetrance). (B) Phenotype penetrance as a function of the summed interac-
tion propensity and net charge of the mutated amino acids for 1pok and
1m3u. (C) Phenotypic changes require an increased stickiness in the case
of 1pok, whereas the sole removal of charge appears sufficient to induce
phenotypic changes in 1m3u, suggesting that charges represent a feature
of negative design in this complex.
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showing a cytosolic localization was significantly different (77.
2 and 14.2%, respectively, P = 8.2e-11). In contrast, the net
charge failed to predict cytosolic localization for 1pok. Using
the same charge criteria, we find 24 and 26 mutants among
which cytosolic localization occurs in 79 and 94% of cells,
respectively (P = 0.1).

We extended this correlation analysis by considering 20 addi-
tional amino acid features, including secondary structure forma-
tion propensity, size, hydrophobicity, etc. (SI Appendix, Fig. S4
and Dataset S3). This analysis confirmed that 1pok and 1m3u
respond differently to specific physicochemical changes. While
the interaction propensity, hydrophobicity, and aromaticity of
the residues were the main properties triggering changes in
1pok localization and assembly, 1m3u was primarily impacted
by the net charge as we saw before. We carried out a partial cor-
relation analysis to identify these properties’ independent contri-
butions (SI Appendix, Fig. S5). This analysis also confirmed the
same picture, whereby stickiness is the primary determinant
associated with the penetrance of all four phenotypes in 1pok. In
contrast, the net charge of the mutations was the main determi-
nant in the case of Im3u.

Altogether, these results reveal that interaction propensity
and charges are central modulators for self-assembly and nuclear
localization in these two proteins. These results also highlight
that changes in such properties on protein surfaces can trigger
different responses in symmetric proteins. For some surface
patches like that targeted in 1pok, self-assembly phenotypes may
arise as a response to increments in surface hydrophobicity or
stickiness, a change we can regard as positive design in the con-
text of protein interactions. For other surface patches, like that
targeted in 1m3u, neutralizing surface charges triggers new phe-
notypes. Remarkably, in this context, the target amino acid’s
identity has little influence on the outcome, indicating that the
sole removal of charges drives new phenotypes, particularly self-
assembly into fibers in this case. This observation implies that
charged residues at the targeted surface in 1m3u act as “negative
design” elements (Fig. 3C), which we examine next.

Charged Gatekeeper Residues Protect against Uncontrolled Assembly
and Relocalization In Vivo. The desolvation of hydrophobic resi-
dues that accompanies their burial at protein interfaces is ener-
getically favorable (53). For this reason, it is expected that
mutations to hydrophobic amino acids are more likely to trigger
new interaction sites than mutations to hydrophilic ones. For
instance, in sickle-cell disease, a charged and polar glutamic acid
is mutated to a hydrophobic valine in hemoglobin’s beta chain,
inducing its assembly into filaments (38). This scenario is consis-
tent with the mutant library of 1pok, whereby self-assembly is
associated with positive design in the form of a hydrophobic
amino acid required at position 239. In contrast, the self-
assembly of 1m3u into fibers and puncta occurred not only in
response to mutations toward hydrophobic residues but also
with polar and charged residues (SI Appendix, Fig. S64). For
example, mutants N/S/S, T/D/R, and R/Q/T (at positions D157/
D158/D161) consisted exclusively of polar residues and were
among the fiber-forming variants (Dataset S2). These mutants
suggest that the sole elimination of the negatively charged resi-
dues suffices to create a new self-interaction and induce the self-
assembly of 1m3u into fibers. This idea is reminiscent of negative
design (54-59) in which gatekeeper residues prevent proteins
from folding into nonnative conformations (60, 61) and from
engaging in nonnative interactions (54). Indeed, removing ele-
ments of negative design can promote intermolecular contacts
and protein crystallization (62).

To test whether disabling the negatively charged residues suf-
ficed to trigger new self-interactions, we created specific triple
mutants to alanine. Interestingly, the mutations drove the for-
mation of fibers and puncta in 1m3u, whereas 1pok remained
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Fig. 4. Negative design against self-assembly is common in symmetric proteins. (A) Fluorescence microscopy images of yeast cells expressing the wild-
type and the alanine mutants in 1pok and Tm3u. (B) Fluorescence microscopy images of yeast cells expressing eight additional symmetric complexes and
their alanine mutant variants. The percentage of cells with a noncytosolic phenotype for each strain is overlaid onto the image. Statistical significance:
**x%P < 0.0001,***P < 0.001, **P < 0.01, *P < 0.05, and n.s. not significant.

soluble (Fig. 44). We observed a similar outcome when exam-
ining the effect of triple glycine mutants of 1pok and 1m3u
that existed in the mutant libraries (Datasets S1 and S2 and
SI Appendix, Fig. S7). Taken together, these results suggest that
the self-assembly of 1pok into fibers requires positive design,
whereas removal of charges at the surface of 1m3u is sufficient to
trigger its assembly into fibers.

To investigate this idea further, we created alanine
mutants for eight additional homomers, which we refer to by
their PDB code (Fig. 4B and SI Appendix, Table S2). We
introduced two to four mutations at positions previously
shown to trigger the formation of fibers when mutated to leu-
cine or tyrosine (44). The mutations to alanine increased the
penetrance of noncytosolic phenotypes in seven out of the
eight complexes, of which four show statistical significance.
These alanine mutations resulted in more frequent puncta
(116w, 1frw, lyac, and 2wcv), fibers (2vyc), and nuclear locali-
zation (1d7a and 2cg4, Fig. 4B and SI Appendix, Fig. S7).
Thus, the sole neutralization of surface charges can, by itself,
often trigger new protein assemblies and change a protein’s
subcellular localization.

Importantly, these observations describe the properties of
the surface patches targeted by mutations. To examine whether
these two proteins exhibit different self-assembly potentials, we
overexpressed the wild-type sequences. We reasoned that the
higher apparent potential of 1m3u to self-assemble might drive
a concentration-dependent assembly. Indeed, expression from
a multicopy plasmid led 1m3u to assemble into fibers in a
majority of cells, whereas it had comparatively little effect on
the assembly of 1pok (SI Appendix, Fig. S6B).

Interestingly, even though local changes in stickiness and
charges were identified as the main physicochemical proper-
ties modulating the assembly of these two proteins, both pro-
tein surfaces display remarkably similar stickiness values and
charge distribution (SI Appendix, Fig. S6C). Thus, the nature
of the different mutational routes required for self-assembly
cannot be fully explained by physicochemical properties of the
surface. Additional structural factors such as surface topology
must be at play, and future work will be needed to understand
and model these factors.
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Discussion and Conclusions

Here, we show that mutations at the surface of two symmetric
complexes frequently trigger their self-assembly into puncta
and fibers as well as changes in their subcellular localization.
Furthermore, we report two distinct mutational pathways driv-
ing these changes: one involves mutations increasing surface
stickiness, another the sole removal of surface charges. This
result prompted us to analyze eight additional symmetric com-
plexes and ask whether mutating surface charges to alanine
could suffice to trigger new assembly and localization pheno-
types. We detected such changes in seven out of eight protein
complexes investigated, and for four, the changes were statisti-
cally significant. These mutations were located at the apex of
the quaternary structure (Fig. 4). In previous work, we predicted
computationally that these regions are subject to negative design
(44, 49), and here, we validated this prediction experimentally.
Future work will be needed to identify whether mutations in
other parts of the structure (i.e., farther from the “apex”) also
frequently trigger changes in protein assembly and subcellular
localization phenotypes.

The two mutational pathways we observed also occur among
natural protein assemblies. Indeed, numerous protein-forming
filaments are stabilized by the interaction of specific amino acids
that are typically hydrophobic or aromatic. For example, glu-
tamic acid to valine mutation is causing hemoglobin to form fila-
ments and leads to sickle-cell disease (38). In another example,
the polymerization of yeast hexokinase into filaments occurs
when a tyrosine inserts in a hydrophobic pocket because of a
ligand-triggered conformational change (30). Similar interactions
are also driving the filament formation of human inosine-5'-
monophosphate dehydrogenase (IMPDH) (63), the E. coli and
human cytidine triphosphate synthetase (CTPS) (64), and the
drug-induced polymerization of the oncogenic transcription fac-
tor BCL6 (65).

Interestingly, the increase in self-assembly propensity seen in
quiescent cells is associated with changes in pH (34, 66) and
might be reminiscent of the negative design principle observed
in this work. Indeed, a decrease in pH may neutralize surface
charges and unlock cryptic interaction sites, promoting self-
assembly in those conditions. Similarly, oxidative damage
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associated with aging cells promotes aggregation through
charge neutralization (67) and also could trigger protein assem-
bly. Future experiments aimed to map the sequence-assembly
relationship in different growth conditions or at different pH
will help singling out sequence determinants for such
condition-dependent protein assembly.

Certain mutations triggered self-assembly in a subpopulation
of cells only. We ascertained that such incomplete penetrance
was not just a consequence of a technical bias of our imaging
mode (SI Appendix, Fig. S8 and Materials and Methods). Instead,
it could be linked to differences in expression levels across indi-
vidual cells. Alternatively, factors such as partial misfolding and
conformational heterogeneity associated to, for example, prolines
mutations (68, 69) or rare nucleation events (70), might explain
the low penetrance of some puncta and fiber phenotypes. More
work will be needed to examine these hypotheses.

A striking number of mutants of the 1pok and 1m3u libraries
and the alanine mutants of two additional complexes (1d7a and
2cg4) exhibited nuclear localization. The nuclear pore complex
has a diffusion barrier composed of intrinsically disordered pro-
teins rich in phenylalanine and glycine. It acts as a molecular
sieve with a passive-diffusion size limit of about 40 kDa. Larger
macromolecules do not efficiently cross the diffusion barrier and
must be ferried through by nuclear transporters (71). All the pro-
tein complexes used in this work considerably exceed the limit of
passive diffusion (SI Appendix, Tables S1 and S2). Specifically,
1m3u and 1pok have molecular weights in the range of 280
and 320 kDa, respectively. Since they lack a nuclear localiza-
tion signal, they should not be recognized by nuclear transport-
ers, and, therefore, they should be excluded from the nucleus.
However, in agreement with previous reports (52, 72), we
found that surface hydrophobicity promotes the nuclear
localization of 1pok despite its large size. The dysregulation
of nucleocytoplasmic localization is implicated in neurode-
generative disorders as well as cancer (73). Our results imply
that such dysregulation of localization can occur through
noncanonical pathways that will need to be characterized in
future work.

This work paves the way to understand how changes in a
protein’s surface chemistry can impact its spatial distribution in
the cell by modulating its self-assembly state and nucleocyto-
plasmic localization. A surprisingly wide sequence space drove
assembly and localization changes in the two proteins that we
studied. The fact that proteins are marginally soluble (74)
means we could expect such assembly and localization changes
to be common in proteomes. The observations we made also
bear implications in terms of proteome function and evolution.
While protein localization is regarded as being regulated by lin-
ear motifs, changes in protein surface chemistry may drive such
changes during evolution both in health and disease.

Materials and Methods

Selection of the Proteins. The homo-oligomers used in this work were
selected based on specific criteria described previously (44). Details of their
structure, gene names, PDB accession numbers, number of subunits, symme-
try, theoretical isoelectric point, and the number of positive and negative
charges are given in S/ Appendix, Tables S1 and S2.

Cloning Procedures, Mutagenesis, and Gene Libraries Construction. Genes cod-
ing for the 10 dihedral homomers used in this work were amplified from the
E. coli strain K12 and cloned as previously described (44). Additionally, the
genes encoding the structures 1POK and 1M3U were cloned downstream of
the yeast glyceraldehyde-3-phosphate dehydrogenase (GPD) promoter into
M3925 plasmids for genome integration (75). Molecular cloning was per-
formed using the polymerase incomplete primer extension method (76). The
10 homomers were fused to a YFP (Venus) (77) spaced by a flexible linker
(sequence: GGGGSGGGGS) to track their localization in vivo. To introduce ala-
nine mutations, the 10 homomers were subjected to site-directed mutagenesis
(QuikChange, Agilent). The 1pok episomal gene library was based on the
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plasmid p413 GPD (78). The genomically integrated mutant libraries were
based on the plasmid M3925 GPD (trp1::KanMX3). Site-saturation mutagenesis
of the targeted residues (S/ Appendix, Table S1) was achieved using oligos with
randomized bases in the codons targeted for mutagenesis. All residues tar-
geted for mutagenesis were solvent exposed with >25% of relative accessible
surface area. For the overexpression experiment, both 1POK and 1M3U wild-
type genes were cloned on the high-copy (2-um) plasmid, p423 GPD (78). The
oligonucleotides used for cloning, mutagenesis, and mutant library construc-
tion were ordered from Integrated DNA Technologies (IDT).

Resolving Multiple Vector Transformants. Sequencing of yeast colonies after
the transformation of the p413 plasmid-based 1pok gene library revealed that
most of them bore up to four different plasmids. To resolve individual sequen-
ces, single colonies were diluted in phosphate-buffered saline (PBS) and
streaked on agar plates with synthetic complete medium lacking histidine (SC-
His). This dilution-streaking procedure was iterated three times for every
mutant before they were sequenced.

Yeast Strains and Media. The parent yeast strain used in this work was BY4741
(MATa his3A1 leu2A0 met15A0 ura3A0). Plasmids p413 and p423 encoding the
wild-type proteins and the alanine mutants as well as the 1pok gene library
were transformed into BY4741 cells using the LiAc method (79). Transformants
were grown in SC-His agar plates and were inoculated into 384-well plates con-
taining SC-His with 15% glycerol and stored —80°C after growing to satura-
tion. For the 1pok and 1m3u gene libraries based on the M3925 plasmid, the
cassette for genomic integration was amplified as a linear fragment prior to its
transformation into yeast cells. The transformants were grown in SC + G418
(300 pg/mL) agar plates and were also inoculated into 384-well plates, grown
in SC + G418 (200 pg/mL) 15% glycerol, and stored at —80 °C.

Microscopy Screenings and Sample Preparation. A liquid handling robot
(Tecan Evo 200) was used to perform plate-to-plate transfers of cells by
operating a pin tool (FP1 pins, V&P Scientific). The cells were inoculated
from glycerol stocks into 384-well polypropylene plates containing SC-His
(for strains containing p413 plasmids) or SC + G418 (200 pg/mL) (for strains
of the genome-integrated libraries) and grown until they reached saturation.
Then, cells from the saturated cultures were inoculated into Greiner 384-well
glass-bottom optical imaging plates containing the appropriate selection media
for each case. The cells were grown for at least 6 h until they reached logarith-
mic growth (an optical density of ~0.5 to 1). The imaging was performed using
an automated Olympus microscope x83 coupled to a spinning-disk confocal
scanner (Yokogawa W1) with a 60x, 1.35 numerical aperture, oil immersion
objective (UPLSAPO 60XO, Olympus). The fluorescence excitation was achieved
with a 488-nm laser (Toptica, 100 mW), and the emission used a 525/28 filter
(Chroma). We recorded 16-bit images for brightfield and green fluorescent
protein (GFP) channels on a Hamamatsu Flash 4 V2 camera. Hardware autofo-
cus (Olympus Z-Drift Compensation System) was used to maintain the focus
during the imaging experiments. A motorized XY stage with a piezo stage
(Mad City Labs) was used to perform the automated imaging and for acquiring
Z-stacks. For a set of 163 mutants of the 1m3u library, we acquired Z-stacks
with seven slices for the GFP channel. We then used the max-intensity projec-
tion for the automatic assignment of cell phenotypes, which was compared to
the assignments obtained based on the center slice (S/ Appendix, Fig. S8A).

Automatic Assignment of Cell Phenotypes. The cells were identified and seg-
mented, and their fluorescent signal (median, average, minimum, and maxi-
mum) as well as additional cell properties were determined using custom
algorithms (80, 81) in Fiji (82) and exported as tabulated files.

The fibers, puncta, and nuclear localization were identified in each cell
independently in a multistep process: 1) We calculated the maximum and
median fluorescence intensity of pixels in a given cell. 2) Cells in which the max-
imal intensity was below 200 or cells not containing a markedly bright region
(maximum/median < 2.5) were assigned as cytosolic. 3) We identified the larg-
est four regions composed of pixels with an intensity 2.5-fold above the cell
median intensity. If such regions of interest (ROI) existed and showed a circular-
ity above 0.4 and an area above 4 pixels, the cell was assigned one or more of
the noncytosolic phenotypes (fibers, nuclear, or puncta) based on the criteria
of the ROI fluorescence and shape following a decision tree described in
SI Appendix, Fig. S2B. In those cells, for each ROI found (up to the fourth larg-
est), a phenotype was assigned to the ROI. Finally, the phenotype of the cell
was determined as the union of the phenotypes of all the ROIs. This procedure
was optimized based on a dataset of 1,834 cells that we annotated manually.

To image the strains, we recorded a single focal plane corresponding to
~1 pm in depth. Thus, some puncta or fibers in a cell could be missed if they
were situated outside of the focal plane. Such underestimation would not
impact our analysis if it is comparable across strains. To control whether this is
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the case, we imaged again 163 mutants from the 1m3u library using seven
focal planes. We subsequently analyzed the Z-projection of those images,
which captures the entire cellular volume (5/ Appendix, Fig. $8). The phenotype
penetrance values of fibers and puncta that we obtained on this repeat
matched the original values obtained with a single plane, indicating that the
center plane provides a reliable estimate for the fraction of cells with puncta
and fibers. We did not compare the predictions of nuclear localization because
only a few strains (n = 4, Fig. 2) were assigned such a phenotype by manual
inspection of the data. The identities of the strains used in this analysis are
given in Dataset S2.

Data Analysis. The 20 numerical scales representing physicochemical and bio-
chemical properties of AAs (Dataset S3) were selected from https:/iwww.
genome.jp/aaindex/, except for interaction propensities scales “Levy” taken
from ref. 83 and “Villegas-Levy” from ref. 84. Briefly, while the Levy scale was
derived from amino acid frequencies at protein surfaces and interfaces, the
Villegas-Levy stickiness scale is derived from the fractional area amino acids
occupy at interfaces and surfaces. Data from sequencing was tabulated and
aggregated with phenotypic information (Datasets S1-53). The physicochemical
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