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the wrong direction,” from hypothesized effect to data instead of the
other way around.

To illustrate this point, consider a similar problem in clinical
practice: a physician reports to a patient that the result of her
diagnostic test was positive. When the patient asks whether the test
result could be wrong, she would be poorly served with an answer
that the test is highly specific (i.e., given the absence of disease,
it is very unlikely that the test result is positive). The patient’s
primary interest concerns the question: Given that my test result is
positive, what is the probability of truly having the disease? This
positive predictive value depends not only on specificity but also
on sensitivity and the a priori probability of disease. A clinician
weighs the evidence of a test result in view of her combined
understanding of the biology of the disease, patient characteristics,
and the pre-test probability of disease. That is why the interpretation
is not left to the laboratory technician. Similarly, statistically
significant results should be interpreted taking the prior expectation
and plausibility of the null hypothesis into account. By intuition,
people usually get this right. For example, consider a trial report
with a statistically significant benefit obtained with a homeopathic,
super-diluted remedy. People who do not believe in homeopathy
are unlikely to believe the test results. Statistical testing is like
interpreting a diagnostic test result by looking only at its specificity—
that is, under the null hypothesis of no disease. Interpretation of
statistical tests should also take into account the plausibility or
likelihood of the alternative hypothesis, which depends on external or
subjective knowledge. That is also why interpretation of study results
should not be left to a simplistic statistical rule.

Statistical adjustment for multiple comparisons, as recommended
by default in the ASN guidelines (1), results in an increased proba-
bility of false-negative results. It also undermines the interpretation
of related endpoints (6). It is equivalent to a physician finding an
abnormally low hemoglobin concentration in a patient but no longer
judging it worthy of treatment because she also found iron deficiency.
In their Figure 2, Sorkin et al. (1) show that the probability of at least
1 false-positive result occurring increases with the number of tests
performed. This is true when test results are independent. Because, in
practice, outcomes are typically related, the default should be to not
adjust, and if adjustment is nonetheless done, it should be justified.
Many other commentaries support this view, again summarized by
Hurlbert et al. (3).

To assist in the interpretation of significance, the ASN guidelines
(1) recommend that P values should be reported with a statement of
the sample size, an estimate of the treatment effect, and its variability.
This is 1 option, but it is very cumbersome and we do not believe that
adding more statistical information would help the general reader
in interpretating (non)significance. Why not demand instead that
effects are reported with CIs? Contrary to what is stated in the AJCN
guidelines (1), however, CIs do not give a range in which the true
value of a parameter θ is expected to lie. It is not Bayesian; a 95% CI
does not mean that the probability that the true value of the parameter
is in the interval is 95%. Instead, as conceived by Neyman (7), a 95%
CI encompasses a range of hypothesized effect sizes that have a P
value exceeding 0.05—that is, hypothesized effect sizes within this
range would be compatible with the sample estimate x0 if the P value
would be set at 0.05. In mathematical notation: Pr(θ |x0) �= Pr(x0|θ ).
Some additional pitfalls in the interpretation of CIs are outlined by
Greenland et al. (4).

In conclusion, we agree that P values should not be banned. But,
they should generally not be dichotomized, they should never be
reported as (non)significant, and they should not be used unless there
are good reasons for doing so. Even better is to separate results into a
point estimate and its corresponding 95%CI. Because all information

about statistical precision is contained in CIs, it is not necessary to
additionally report P values.
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Reply to Verhoef et al.

Dear Editor:

We thank our colleagues, Verhoef et al., for their thoughtful reply
(1) to our article, “A guide for authors and readers of the American
Society for Nutrition Journals on the proper use of P values, and
transparency, to improve research reproducibility” (2).

Our colleagues state that we “directly contradict the explicit and
well-considered recommendation to abandon statistical significance
testing by the American Statistical Association.” We do not. In
the American Statistical Association (ASA) Statement on Statistical
Significance and P-Values (3), the ASA does not state that P values
should be banned but rather that they should be used in proper
context.
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“Scientific conclusions … should not be based only on
whether a p-value passes a specific threshold [emphasis
added]. … Researchers should bring many contextual factors
into play to derive scientific inferences, including the design
of a study, the quality of the measurements, the external
evidence for the phenomenon under study, and the validity
of assumptions that underlie the data analysis. Pragmatic
considerations often require binary, ‘yes-no’ decisions, but
this does not mean that p-values alone can ensure that a
decision is correct or incorrect.”

We agree with the ASA. We state in our paper, “The P value alone
does not fully communicate the result of an experiment,” and “to
allow the P value to be properly understood, additional information
should be given. The additional information can include the sample
size (and number of events for a categorical outcome), the estimated
treatment effect and the precision of this estimate (e.g., SD or SE),
or the estimated treatment effect and a measure its variability, such
as a 95% CI.”

Although we agree with our colleagues that P values should not
be banned, we reject the assertion that we “fail to consider a P
value as a conditional probability (i.e., the probability of findings
in the sample at least as extreme as observed, given that in truth,
there is no association in the sampled population).” We state that
the P value is a conditional probability, “The P value gives the
probability that an effect as extreme or more extreme than the
observed effect (the change attributed to the intervention) would
be seen if the intervention truly had no effect on the measured
outcome.” Our colleagues state that we “fail to address what is
arguably the most important issue—namely, that most researchers
interpret P values using flawed reasoning (i.e., it is not use, but the
misuse of P values that is the main problem).” We agree, P values
can be improperly interpreted! Our paper addresses the misuse of
P values in the sections entitled “The P value: what it does and
does not tell us” and “Common conditions that can lead to incorrect
P values.”

Our colleagues state, “To justify significance testing, ASN
guidelines (1) state that medical and nutritional research often
requires making a binary choice (e.g., to declare a treatment effective
or not, to recommend 1 set of nutritional recommendations or
another, to further investigate or move on to another question).…
It is disheartening to see that, after decades of progress in thinking
about these issues, this misleading and simplified approach is being
promoted by ASN…. Dichotomizing P values implies that biology
is discontinuous, which is seldom the case.”

We disagree. Deciding if an experiment is a success or failure, or
if a treatment is effective or not, is, by definition, a binary decision.
This does not mean that a single experiment should determine one’s
belief about a proposed intervention, nor does it mean that theP value
is the only metric that should be used in evaluating the result of an
experiment. In our paper we say,

“Medical and nutritional research often require making
a binary choice, to declare a treatment effective or not,
to recommend one set of nutritional recommendations or
another, to further investigate or move on to another question.
Clinical guidelines and treatment decisions do not generally
rely on a single study’s outcome, they are derived from an
accumulation of effect estimates from the literature. P values
can help inform the accumulation and the subsequent binary
decision. [emphasis added]”

Our colleagues also say, “we would hope that a binary decision
is not made only based on the presence or absence of an effect,
but also and primarily on the magnitude of the effect.” Although

we agree that the magnitude of an effect should be taken into
account when evaluating the results of an experiment, basing one’s
judgement primarily on the magnitude of an effect can lead to
incorrect inferences. When the precision of measurement is low, the
magnitude of an intervention’s treatment may bemisleading. The SE,
CI, and P value can all help put the magnitude of an observed effect
into perspective.

Our colleagues state,

“Statistical adjustment for multiple comparisons, as recom-
mended by default in the ASN guidelines (1), results in
an increased probability of false-negative results. It also
undermines the interpretation of related endpoints (6) …. In
their Figure 2, Sorkin et al. (1) show that the probability of
at least 1 false-positive result occurring increases with the
number of tests performed. This is true when test results
are independent. Because, in practice, outcomes are typically
related, the default should be to not adjust, and if adjustment
is nonetheless done, it should be justified.”

We demonstrate in our Figure 2 that testing multiple hypotheses
increases the type I error rate. The increase contributes to the
nonreproducibility of studies. While it is true that, in our calculations
for Figure 2, we assumed that tests were independent, the principle
we demonstrate, that multiple testing increases the probability of
false-positive results, is true regardless of whether the multiple
events are independent (the probability of 1 test having a given
value is independent of the outcome any other test) or dependent
(the probability that 1 test has a given value is related to
the value of another test). Although we could have taken into
account the nonindependence of multiple tests (starting with the
formula P(Aand B) = P (A)P(Bgiven A)), doing so would be of
little practical value because the formula 1) requires knowing a priori
the probability that 1 test will be positive, given that the other test
is positive, which is rarely known, and 2) the probabilities typically
differ for each pair of tests. Addressing the nonreproducibility
of published studies, we said that “Performing multiple tests and
reporting only a subset, such as those that are found to be statistically
significant, should never be done, as this eliminates the ability to
evaluate a significant finding in the context of its experiment-wise
type-I error rate.” Addressing the increase in the type I error rate
caused by performing multiple tests and knowing that 1 solution
may not fit all situations, we wrote, “When multiple tests are
performed, if not obvious, the number of tests performed should
be reported and an adjustment to the P value should be considered
for multiple comparisons, including tests that are not reported.
If no adjustment for multiple comparisons is made, this should
be clearly indicated and justified in the article’s methods section
[emphasis added].” Justification might be proffered for no, or partial,
adjustment for multiple comparisons when outcome measures are
collinear—for example, change in fasting glucose concentration and
hemoglobinA1c at 3mo are reported in a study of response to therapy
for diabetes. Another justification might be multiple comparisons
performed exclusively among a priori–defined secondary outcome
measures, as described by Armitage and Berry (4):

“The danger of data dredging is usually reduced by the
specification of one response variable, or perhaps a very
small number of variables, as the primary endpoint, reflecting
the main purpose of the trial. Differences in these variables
between treatments is taken at their face value. Other
variables are denoted as secondary endpoints. Differences in
these are regarded as important but less clearly established,
perhaps being subject to a multiplicity correction or providing
candidates for exploration in further trials.”
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The decision not to adjust for multiple comparisons must be
made with great care and clearly justified; multiple comparisons
without appropriate adjustment and selective reporting of the results
of multiple comparisons contribute to nonrepeatability of studies.

Another criticism of our paper was, “To assist in the interpretation
of significance, the ASN guidelines (1) recommend that P values
should be reported with a statement of the sample size, an estimate
of the treatment effect, and its variability. This is 1 option, but
it is very cumbersome, and we do not believe that adding more
statistical information would help the general reader in interpretating
(non)significance. Why not demand instead that effects are reported
with CIs?” We disagree. We do not believe that reporting a result
using a CI is less “cumbersome” than doing so with a P value; the
burden is the same. Whether one uses P values or CIs, it is important
to report the sample size (and when the outcome is dichotomous, the
number of events). When reporting results using a P value, 4 values
should be given: 1) point estimate, 2) measure of variability (typically
SD or SE), 3) P value, and 4) number of events. Similarly, when
reporting a result using a CI, 4 values should be given: 1) point
estimate, 2) lower confidence limit, 3) upper confidence limit, and
4) number of events (and possibly a P value). In our paper we do not
say thatP valuesmust be used, or that point estimates with confidence
intervals should not be used. Either may be utilized but both should
be used in the context of formal hypothesis generation and testing and
described in sufficient detail to support reproducibility of research.

We wrote our paper to address misconceptions about the P value
and to promote reproducibility of study findings. Our goal was to
promote proper use and interpretation of P values and to increase
authors’ and readers’ understanding of the strengths and weaknesses
of null hypothesis testing. As stated in our paper, we agree with
Verhoef et al.’s statement that “P values should not be banned.”
P values are a useful component of hypothesis-driven inquiry, but
like any research tool, must be used with knowledge and interpreted
correctly. Proper use of P values should be part of a larger effort to
increase the reproducibility of study results.
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