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Abstract

Global downwelling plane irradiance is a necessary variable to normalize the water-leaving 

radiance measurements, reducing the magnitude and spectral variabilities introduced by the 

incident light field. As a result, the normalized measurements, known as remote sensing 

reflectance, have higher correlation with the inherent optical properties of the water body and 

so to the composition of optically active water components. For in situ measurements, the 

global downwelling plane irradiance can be estimated from the exitant radiance of sintered 

polytetrafluoroethylene plaques or other diffuse reflectance standards. This allows use of a 

single spectrometer to measure all necessary variables to estimate the remote sensing reflectance, 

reducing cost in acquisition and maintenance of instrumentation. However, despite being in use for 

more than 30 years, the uncertainty associated with the method has been only partially evaluated. 

In this study, we use a suite of sky radiance distributions for twenty four atmospheres and 

nine solar zenith angles in combination with full bidirectional reflectance distribution function 

determinations of white and grey plaques to evaluate the uncertainties. The isolated and interactive 

effects of bidirectional reflectance distribution, shadowing and tilt error sources are evaluated. 

We found that under the best performing geometries of each plaque, and with appropriate 

estimation functions, average standard uncertainty ranges from 1% to 6.5%. The simulated errors 

are found to explain both previous empirical uncertainty estimates and new data collected during 

this study. Those errors are of the same magnitude as uncertainties of plane irradiance sensors 

(e.g., cosine collectors), and overlap with uncertainty requirements for different uses of in situ 
data, which supports the continued use of the plaque method in hydrologic optics research and 

monitoring. Recommendations are provided to improve the quality of measurements and assure 

that uncertainties will be in the range of those calculated here.
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1. Introduction

In remote sensing studies of water color, a fundamental variable is the remote sensing 

reflectance, Rrs sr−1 , defined as the water-leaving radiance, Lw, normalized by the global 

downwelling plane irradiance (Eg):

Rrs θs, θv, ϕv, λ = LW θv, ϕv, λ
Eg θs, λ , (1)

where θ and φ are the zenith and azimuth angles, respectively, λ denotes the wavelength, 

subscript v identifies the view direction, subscript s identifies the Sun’s direction and 

all variables are defined just above the water surface [1]. Rrs is retrieved by in situ or 

remote sensors primarily for the estimation of the optical properties and the concentration 

of optically active water components [2–6]. In situ measurements are also of interest for 

algorithm development, validation of atmospheric compensation methods for airborne or 

orbital sensors [7] and vicarious calibration of orbital sensors [8–10].

When in situ measurements are performed above the water surface, Lw can be measured 

directly if the tip of the foreoptics shield breaks the air-water interface [11–13]. This 

prevents the contamination of the Lw signal with the sky radiance reflected by the surface. If, 

however, the water radiance measurements are performed at a distance above the surface, the 

sky glint component must be removed from the total upwelling signal (Lu). This correction 

is performed by measuring a third variable, the sky radiance at the nominal specular angle, 

Lsky:

LW θv, ϕv, λ = Lu θv, ϕv, λ − ρfLsky 180 − θv, ϕv, λ , (2)

where ρf is a wind dependent effective Fresnel reflectance factor [14].

The two or three variables necessary for calculation of Rrs can be measured by an equal 

number of cross-calibrated spectrometers or by a single spectrometer if the radiance 

reflected from a level reference plaque of known reflectance is used to estimate Eg [15]. 

This method was first introduced in hydrologic optics by Carder and Steward [16] following 

terrestrial studies, where exitant radiance from reference plaques is used to estimate bi-

directional reflectance factors [17,18]. Use of a single instrument and reflectance standard 

to measure all necessary variables to calculate Rrs has the advantage of removing the 

uncertainty associated with the absolute radiance and irradiance calibration (e.g., laboratory 

calibration uncertainty, uncertainty from differences between laboratory to environment 

light field) when reflectance is calculated at full instrument resolution. It also removes the 

interaction effects between uncertainties from multiple calibrated spectrometers, particularly 

when different instrument models are used (e.g., spectral noise from spectral resampling 

artifacts). Additionally, this configuration reduces costs associated with acquisition, 

maintenance and transport of multiple spectrometers systems. The main disadvantage is 

that targets are measured sequentially, requiring stable illumination conditions for the time 

interval necessary per measurement cycle [19].
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Despite being in use for more than 30 years [2,20–26], research to characterize the 

plaque method uncertainties for water applications is scarce. Common to land applications, 

uncertainties arise from the absolute calibration of the plaque reflectance and from 

plaque deviations from a perfectly lambertian reflector [27–29]. But when deployed from 

floating platforms, typical for water applications, additional errors sources are present. 

To compensate for the continuously varying pitch and roll inclinations of the platform, 

the plaque is generally held by hand. This results in additional shadowing from (and 

reflection by) the operator to that possibly present due to platform superstructure. The 

manual stabilization of the plaque might also under or overcompensate for the platform 

inclination, adding to the total uncertainty.

Evaluations of the plaque method have been performed by consecutive measurements 

with multiple spectrometer systems [30–34]. Most studies however, report comparisons 

only in terms of Rrs [33,34], which include additional error sources that might dominate 

the uncertainty. Dekker [30] provided the first comparisons of Eg estimation between 

spectrometers adapted with cosine collectors and the plaque method. His experiments over 

Dutch lakes ranged from clear skies to overcast conditions, presumably under continental 

aerosol types. Measurements through most of the spectrum agree within ±20%, with an 

average ratio of 0.99 ± 0.08. If the ratio distribution is assumed to be normal and the plane 

irradiance sensor is treated as a reference measurement, the mean absolute percentage error 

(MAPE) of the plaque method in the visible range is estimated as 6.4%. Toole et al. [31] 

provided similar measurements in a marine environment taken over a year in Santa Barbara 

Channel, reporting a normalized root mean squared error (NRMSE) of 10%. If the same 

assumptions are made about the error distribution and reference of irradiance sensor, the 

MAPE is estimated as 8%. Doxaran et al. [32] reported measurements made in Plymouth 

Sound, with values agreeing within ±15% to ±20% under clear skies to broken clouds, 

depending on the measurement protocol, but with differences up to 60% under overcast 

conditions. Under clear skies to broken clouds, Doxaran et al. [32] measurements agree 

within the range of those measured by Dekker [30], while overcast conditions suggest a 

MAPE of about 12.5%.

Though valuable efforts, those studies remain tentative since inter-comparison studies can 

only provide relative agreement between instruments or methods. Dekker [30] proposed that 

it might not be adequate to take the plane irradiance sensor as a reference measurement 

(i.e., negligible error), while the study of Toole et al. [31] report even larger disagreement 

between different plane irradiance sensors (average NRMSE of 13%, with an estimated 

MAPE of 10%). A recent uncertainty study for multiple spectrometer systems as deployed 

in hydrologic optics research estimated the uncertainty of plane irradiance sensors to be 

between 4.4% to 5.8%, with relative agreement determinations of 4.1% to 6.4% for sensors 

on floating platforms [35]. Those uncertainties for plane irradiance sensors are in the 

same magnitude of the average errors reported by the plaque method evaluation studies, 

with the exception of the large errors under overcast conditions reported by Doxaran 

et al. [32]. As a consequence, it is not possible to attribute the differences observed in 

the method comparison studies solely to the plaque measurements. Another limitation of 

the experimental comparisons is the difficulty in isolating the different sources of errors, 
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generally providing little insight about the uncertainty budget that could be used to improve 

measurement protocol.

The objective of this research is to budget the error sources associated with the plaque 

method for the estimation of Eg as a normalization factor for Rrs calculation. This error 

budget will provide guidance for improvements in accuracy and aid in the assessment of 

uncertainties from historical datasets. It will also allow us to evaluate if total uncertainties 

are comparable to other modern methods and so evaluate if the plaque method is appropriate 

for the multiple purposes of in situ measurements.

2. Theoretical background

The directional and spectral exitant radiance from the reference plaque, Lp θv, ϕv, λ , is 

the integral product of the plaque bidirectional reflectance distribution function (BRDF), 

fr θi, ϕi, θv, ϕv, λ , and the radiance distribution incident on the plaque surface, Li θi, ϕi, λ :

Lp θv, ϕv, λ =∫
2π

fr θi, ϕi, θv, ϕv, λ dEi θi, ϕi, λ , (3)

dEi θi, ϕi, λ = Li θi, ϕi, λ cosθidΩi . (4)

In Eq. 3 and 4, Ω is the solid angle, subscript i identifies the incident direction, dEi θi, ϕi, λ
is the differential directional incident plane irradiance and the integral is taken over all 

directions in the incident hemisphere. The integral in Eq. 3 results in the loss of directional 

information and even with knowledge of the full BRDF, Lp from a single direction cannot be 

inverted for the incident (ir)radiance distribution. However, under specific conditions, Eq. 3 

can be solved for the total incident plane irradiance, Ei(λ):

Ei(λ) =∫
2π

dEi θi, ϕi, λ =∫
2π

Li θi, ϕi, λ cosθidΩi . (5)

Solution of Eq. 3 for Ei(λ) is only possible when the directional dependency of the incident 

(ir)radiance is simplified (e.g., collimated beam) and/or is absent in the reference plaque 

(e.g., perfect lambertian diffuser). When the incident irradiance is a collimated beam, all 

directions different from the collimated beam direction have a directional irradiance of 

zero, and do not contribute to the integral. And for a perfectly lambertian reflector, the 

BRDF is equal to ρ(λ)/π for all illumination and viewing geometries, where ρ(λ) is the 

hemispherical-directional reflectance (unitless) and π has units of steradians. Eq. 3 can then 

be simplified to:
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Lp θv, ϕv, λ = fr θi, ϕi, θv, ϕv, λ Ei θi, ϕi, λ (6)

∴ Ei(λ) = Ei θi, ϕi, λ =
Lp θv, ϕv, λ

fr θi, ϕi, θv, ϕv, λ ,

Lp θv, ϕv, λ = ρ(λ)
π Ei(λ) (7)

∴ Ei(λ) =
πLp θv, ϕv, λ

ρ(λ) .

Those conditions are only approximately valid under practical applications. As an example, 

the direct solar component of Eg, Es, is approximately collimated and will dominate Eg in 

the visible range under clear skies (e.g., visibility > 5 km for θs < 60°; [36]). In addition, 

approximately lambertian reflectors are commercially available, such as high reflectance 

(99 %) sintered polytetrafluoroethylene (PTFE), that show weak dependence on geometry 

[37]. Therefore Eq. 6 and 7 are useful approximations and are used for practical inversions 

[14,15].

Relevant for application to aquatic remote sensing, Ei will equal Eg when the plaque normal 

is oriented to the zenith and when there are no disturbances on the (ir)radiance distribution 

incident over the reference plaque compared to that incident over the area of the water 

body contributing to the measured Lw. In practical applications, differences will arise due to 

those factors. The tilt of the plaque normal away from the zenith will expose the plaque to 

radiance from the lower hemisphere and overall change the incident angle of the directional 

irradiance from the upper hemisphere. The presence of superstructures result in radiance 

reflected from the superstructure substituting for the radiance from equivalent directions that 

are incident over the water body. When the magnitude of those effects is small, Ei will be 

approximately equal to Eg.

The generic Eq. 3 can then be rewritten to incorporate the conditions of natural illumination 

from the upper hemisphere. It is useful to differentiate between the Es and the diffuse 

component of Eg, Ed, and to introduce the averaged BRDFs weighted by the directional 

irradiances:

Lp θv, ϕv, λ = fg(λ)Eg θs, λ , (8)

Eg θs, λ = Es θs, ϕs, λ + Ed(λ), (9)
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Ed(λ) =∫
2π

Ld θi, ϕi, λ cosθidΩi, (10)

fg(λ) = fr θs, ϕs, θv, ϕv, λ ES θs, ϕs, λ + fd(λ)Ed(λ)
Eg θs, λ , (11)

fd(λ) =
∫

2π
fr θi, ϕi, θv, ϕv, λ Ld θi, ϕi, λ cosθidΩi

Ed(λ) . (12)

In Eq. 8 to 12, subscript d identifies variables related to the diffuse fraction of Eg. 

Inspection of equations 3 to 12 shows that the error caused by using Lp with Eq. 

6 and 7 to estimate Eg decreases as the magnitude of Ei approaches the magnitude 

of Eg, i.e. ∫ dEi θi, ϕi, λ ∫ dEg θi, ϕi, λ . Additionally, for Eq. 6 errors will reduce 

as fg(λ) fr θs, ϕs, θv, ϕv, λ , which is expected to happen as Ed(λ)/Eg θs, λ 0 and/or 

fd(λ) fr θs, ϕs, θv, ϕv, λ . For Eq. 7, error reduces as fg(λ) ρ θv, λ /π. An explicit 

dependency on θv was added to ρ, as necessary to account for departures of real materials 

from constant BRDF. Importantly, under the presence of light field disturbances and tilt 

of the plaque, the weightings in fg(λ) and fd(λ) are given by Ei and the diffuse fraction 

of Ei, respectively, and not by Eg and Ed. The unknown divergence from the conditions 

where Eq. 6 and 7 are valid solutions to Eq. 8 generates the uncertainty of Eg estimation 

and is a function of the material, the incident (ir)radiance distribution and the measurement 

geometry.

3. Simulations

3.1. Sky radiance model

The directional and spectral sky radiance distributions for clear sky conditions was based 

on Zibordi and Voss [38]. This model uses an approximate solution for a purely scattering 

atmosphere [39] with absorbers contained in a dimensionless bounding layer at the top. The 

atmosphere model was updated in the treatment of air mass [40], Rayleigh optical thickness 

[41], and ozone absorption coefficients [42]. The model was run for Sun zenith angles from 

0° to 80° in steps of 10°, for wavelengths between 350 nm and 1000 nm in steps of 10 nm, 

and with 1° spacing in zenith (θ) and azimuth (ϕ) angles covering the upper hemisphere. For 

all simulations, the molecular atmosphere composition was set to 1.39 kmol m−2 (2.5 cm 

m−2) of precipitable water, 133.86 mmol m−2 (300 Dobson Unit) of ozone, 19.81 mmol m−3 

(450 mmol mol−1) of CO2 and a surface pressure of 101.25 kPa.

The Optical Properties of Aerosols and Clouds code (OPAC, version 4b; [43,44]) was used 

to generate the aerosol optical properties for the simulations. Four default OPAC aerosol 
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models were used, representing maritime clean, maritime polluted, continental clean and 

continental polluted aerosols. The optical properties of these aerosol models were retrieved 

for three relative humidities (50%, 80% and 95%) and two aerosol loads representing an 

aerosol optical thickness at 550 nm (τa(550)) of 0.1 and 0.2. The sky radiance distribution at 

550 nm for τa(550) = 0.2 and θs = 40° for each model and relative humidity combination is 

shown in Fig. 1. The optical properties of the aerosols are presented in Fig. 2 together with 

the diffuse fraction of Eg for the sky radiances of Fig. 1.

Broken clouds were not simulated, but a heavily overcast (OC) condition was included, 

modeled as a cardioidal distribution [45]. The relative directional distribution of radiance 

in this scenario is independent of wavelength and azimuth. Since the cardioidal distribution 

results in higher radiance in the zenith and under heavily overcast conditions the Sun in not 

apparent, the BRDF used with Eq. 6 was that for incidence from the zenith.

The surface reflectivity (ρs) used for the sky radiance distribution calculation was modeled 

as a combination of Fresnel reflectance for an isotropic incident radiance over a flat surface 

and an isotropic water-leaving reflectance (ρw) representing coastal waters. The real part 

of the refractive index of the pure water was calculated with the Water Optical Properties 

Processor code (WOPP, version 1.7; [46]) for a salinity of 34 g kg−1 and temperature of 

15°C. For the computation of the radiance distribution of the lower hemisphere, Fresnel 

reflectance was used to convert the sky radiance distribution into specular reflection, to 

which an isotropic water-leaving radiance was added.

The reference Eg, Eg
real, was calculated for each wavelength and sky model with Eq. 9. 

Plaque estimation bias for each error source was simulated by first calculating Lp from the 

BRDF and incident directional irradiance as in Eq. 3, to which the radiance contribution 

from the direct beam was added using the Es and the BRDF of the Sun-sensor geometry. 

Equations 6 and 7 were then applied to Lp to retrieve the plaque estimate of Eg, Eg
est.. Errors 

due to BRDF effects alone arise solely from the use of the approximations represented by 

Eq. 6 and 7.

Shadow was created by setting to zero the radiance from directions that intersect the 

user and instrument before Lp calculation. The shadows are dependent on measurement 

geometry, instrument size and distance from the plaque. Here we assumed a measurement 

holding the plaque at neck height, 40 cm from the body, with sensor at a distance of 30 

cm to 40 cm from the plaque (depending on view geometry). The two shadow masks used 

in this study are discussed and presented in section 3.3. Tilts were simulated from 3° to 

12° in steps of 3° and for all azimuths in steps of 45°. Tilt of the plaque is considered 

independent of sensor and result in changes in the view geometry. The tilt of the platform 

itself (e.g., pitch and roll of a ship), would not produce independent tilts of plaque and 

sensor if both are fixed. The situation modeled here focuses on the case where plaque is held 

and stabilized by hand or potentially a gimbal. Tilt was simulated by rotating the reference 

frame of the radiance distribution and by scaling Es by the original to tilted θs cosine ratio. 

Under tilt, Lp calculations used the BRDF for the realized θv. As the tilt is unintended and 

the operator is unaware of it, the BRDF at the nominal Sun-sensor geometry was used when 
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converting Lp to Eg with Eq. 6, resulting in a further addition to the error. Similarly, when 

using Eq. 7, the nominal θv is used for ρ θv, λ . The ρ θv, λ  values used in the scaling of the 

normalized BRDFs are calculated by the integral of the BRDF over all incident angles, i.e., 
∫ fr θi, ϕi, θv, ϕv, λ dΩi.

All simulations were run in R version 3.3.3 [47] and analysis made with aid of packages 

abind [48], akima [49], sp [50] and raster [51]. Sky radiance simulations and error 

estimations are available in the Code File 1 (Ref. [52]), as well as the scripts and ancillary 

data necessary to reproduce the results. Synthesis of the results will be presented as the 

MAPE and the standard deviation of the absolute percentage errors in the visible range (400 

nm to 700 nm) over subsets of the data representing overcast conditions and recommended 

sky conditions. The recommended sky conditions, as justified in section 6, are clear skies 

with 20° ≤ θs ≤ 60°.

3.2. Sintered PTFE BRDF

The four-dimensional and reciprocal Mueller matrix BRDF of highly reflective (99%) 

sintered PTFE was measured by Germer [37]. The multiwavelength Zernike Polynomial 

coefficients fitted to the data were used with functions from the SCATMECH C++ library 

[53] to calculate the unpolarized BRDF for the view geometries in the same wavelength 

grid as the atmospheric model. Similar coefficients for a grey (10%) sintered PTFE 

measured at 532 nm were determined with the same method as in Germer [37] and used to 

evaluate the uncertainty with a darker reference, that show stronger departure from an ideal 

lambertian reflector. In order to extend the analysis with the grey plaque to the full range 

of wavelengths used in this study, it is assumed that the normalized BRDF has negligible 

wavelength dependency and the normalized values at 532 nm are taken as a constant [54]. 

Grey references are used in hydrologic optics when the dynamic range of the sensors at a 

given integration time cannot accommodate the dim water-leaving radiance signal with the 

exitant radiance from a white (99%) plaque. The Zernike Polynomial coefficients of the grey 

plaque at 532 nm determined in this study are provided in the Code File 1. The normalized 

BRDFs of both plaques as a function of θi and ϕi for the nominal viewing geometries used 

in this study (section 3.3) are presented in Fig 3.

3.3. Observation geometry

Two view geometries were considered, nadir (θv = 0∘) and θv = 40∘ at a relative azimuth 

(Δϕ) of 90° to the Sun. The nadir view is recommended for the plaque method [15] 

because determination of the BRDF is simpler, and measurements show that the reflectance 

properties of darker PTFE plaques are considerably more homogeneous at nadir view or 

illumination (this study; cf. Fig. 3). The view at 40° was considered for the case of fixed 

sensors, and due to recommendations to hold the view geometry stable between plaque and 

water measurements [14]. We justify the relative azimuth by the expectation that it will 

result in lowest interference with the sky radiance distribution. Smaller Δϕ would result in 

shadowing of directions closer to the Sun that have higher radiance and higher Δϕ would 

result in reflectance of the direct beam by the shadowing structure onto the plaque. The 
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shadow solid angle that would be generated by the observation geometries are shown in Fig. 

4.

4. Measurements

An inter-comparison experiment on the estimation of Eg between an irradiance sensor and 

the plaque method was carried out in Long Island Sound, USA, from 27th to 29th of 

June, 2017. Measurements were made onboard R/V Lowell Weicker, from the University 

of Connecticut, an eleven meter vessel with a two meter high cabin above the deck. A 

calibrated hyperspectral radiometer (FieldSpec 4, Analytical Spectral Devices) equipped 

with an 8° field of view foreoptics was used to measure the exitant radiance of an aged 

grey (12%) sintered PTFE reference plaque (Spectralon™, Labsphere). Before the start of 

the campaign the aged grey plaque was cross-calibrated against a reference white PFTE, 

under natural illumination conditions represented by clear skies and θs = 42° for the nadir 

view and θs = 24° for the side view of θv = 40°. Cross-calibrations per view geometry 

were performed on a level surface, side by side, with minimum surrounding structures, that 

nevertheless represented equal conditions for both plaques. During field measurements, the 

plaque was held by hand and measurements performed at Δϕ = 90°, at nadir and θv = 40°. 

Measurements were compared to two calibrated irradiance sensors (HyperOCR, Satlantic, 

Inc.) positioned above the water. The first one was available through the cruise and was 

deployed on a buoy (Satlantic HyperPro Profiler) and allowed to float away from the ship 

before measurements. The second irradiance sensor was available only on the last day and 

was deployed at the top of the ship.

Measurements were filtered to remove irradiance sensors data with inclination larger than 

5° from the zenith [15], and averaged for the time span of the plaque measurements. Since 

the BRDF of the aged grey plaque was not known, irradiance was estimated only with Eq. 

7, using the ρ θv, λ  values from the cross-calibration with the white PTFE. FieldSpec 4 

data was convolved into the bandwidth of the HyperOCRs before comparison. Irradiance 

sensors were cross-calibrated at the end of the field campaign. In total, seven stations had 

concomitant data between the plaque measurements and the buoy mounted sensor and two 

with the ship mounted sensor. Sky conditions during measurements varied between clear 

skies to 60% cloud cover, with θs between 20° and 30°. Sea-state was mostly moderate, with 

three stations presenting low to moderate swell.

The commercial equipment, instruments, and materials are identified in this study in order to 

adequately specify the experimental procedure. It is not intended to imply recommendation 

or endorsement by the authors or the institutions they represent, nor is it intended to imply 

that the materials or equipment identified are necessarily the best available for the purpose.

5. Results

5.1. Simulated BRDF effects

As expected from theory, BRDF effects have a spectral shape dependent on the diffuse 

fraction (cf. Fig. 2), showing approximately exponential spectral shapes under clear skies 

conditions (Fig. 5). For a white plaque, clear skies with θs < 50° result in underestimation 
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of Eg, with overestimation for higher θs. This pattern is inverted for the grey plaque. The 

best performing geometries for each plaque also differ, being nadir for the grey plaque and 

θv = 40° for the white. Under recommended sky conditions and best performing geometries 

for each plaque, errors remain below 1.8% in the visible, and average 0.2% and 0.7% for 

the white and grey PTFE, respectively, when using Eq. 6 (Table 1). Under OC conditions 

for the same recommended geometries, errors are higher, reaching 1.6% for the white plaque 

and 5.4% for the grey. The use of the lambertian assumption (i.e., Eq. 7) will increase errors 

under clear skies and decrease them under OC conditions, changing the bias direction of the 

error for all conditions, geometries and plaques. Eq. 7 results in average errors of 1.0% and 

1.4% in the visible for the white and grey PTFE, respectively, under OC conditions (Table 

1).

5.2. Simulated shadow effects

For a level perfectly lambertian reference plaque, errors will arise in the presence of an 

operator and superstructure causing an underestimation of Eg depending of the total fraction 

of the sky dome and the specific regions shadowed. The underestimation is contingent to the 

side view, where we ignore reflections from the operator and superstructure into the plaque 

and the only effect is the shadowing of sky radiance. For a θv of 40°, errors in the visible 

are 3.0% under overcast conditions and lower than 1.5% for clear skies, averaging 0.4% for 

the recommended θs range (Fig. 6 and Table 2). In nadir view, errors are 1.5 times higher in 

magnitude for clear skies and double for overcast, reaching 5.7%. Errors are approximately 

linear with diffuse fraction and the linear relation is independent of θs.

The resulting interaction between BRDF and shadow depend on the direction of their bias. 

For the grey plaque, the negative bias of shadowing is partially offset by the positive bias 

of the BRDF effect when using Eq. 6 for both overcast and clear sky conditions with θs 

< 50°. Combined errors are then smaller than for shadow alone in nadir view (Table 2). 

For a white plaque, BRDF effects for overcast and clear sky condition with θs < 50° are 

already negative, albeit small. It results in approximately the same average error magnitudes 

for shadow alone in the visible range for clear skies under recommended θs, with a more 

pronounced increase in error for overcast conditions. If the lambertian assumption is used 

for overcast skies, errors for the white plaque will reduce to 1.9%, while for the grey it will 

increase to 7.2% due to the same additive effects (cf. Fig. 5 and Table 2).

5.3. Simulated tilt effects

For a perfectly lambertian reference plaque, the unintentional tilt can represent the largest 

error source for Eg estimation under clear skies even for small departures from the zenith 

(Fig. 7), reaching an average of 5.7%(±6.8%) in the visible range under recommended sky 

conditions (Table 3). The error has a cosine pattern due to the change in the relative zenith 

angle of the Sun to the plaque normal (Fig. 7). The same cosine pattern, but with smaller 

magnitude, occurs for the diffuse fraction, since directions close to the Sun have higher 

radiance. This result in the tilt error reducing with the increase of the diffuse fraction (Fig. 

7). Tilt effects are minimal if tilt occurs near the cross-plane to the Sun, since the angle of 

incidence of the direct beam and of radiance from directions close to the Sun are minimally 
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affected. When the sky is heavily overcast, direct irradiance is zero and diffuse irradiance is 

constant with azimuth, resulting in reduced effects of tilt (maximum of 0.5% ± 0.5%).

The addition of tilt to the previous error sources does not change the best performing 

geometry for each plaque, θv = 40° for the white PTFE and θv = 0° for the grey. Tilt 

effects add a small contribution to the combined effects of BRDF and shadow for overcast 

conditions (cf. Tables 2 and 3). They become dominant for clear skies under the best 

performing geometries, adding to the effects of BRDF and shadow for the white and grey 

plaques. This results in the grey PTFE outperforming the white PTFE on average, for the 

best performing geometries of each plaque, when Eq. 6 is used for conversion from Lp to 

Eg (Table 3). However, if using Eq. 7, errors for the white PTFE are virtually unaffected for 

clear skies, while BRDF and shadowing interaction reduce the errors for overcast condition 

when at a θv = 40°. The lambertian assumption for the grey plaque in the presence of tilt, 

even for its best performing geometry, increase errors above those observed for the white 

plaque.

When viewed at nadir, errors for the white PTFE are only marginally higher then for its 

optimal geometry under clear skies, but increase by a factor of 2 under overcast conditions. 

When the grey plaque is observed at θv = 40°, the change in error is depend on the equation 

used to retrieve Eg. For Eq. 6 average errors are similar for clear conditions but rise up to 

20% for OC conditions. For Eq. 7, clear skies average errors reach 13%, but decrease to 6% 

under OC conditions.

5.4. Field inter-comparison

The average difference between the irradiance sensors and the plaque method in the visible 

range for the recommended geometry when using Eq. 7 was 3.1% (±2.8%). For the 

observation geometry at θv = 40°, errors average to 5.3% (±3.4%) (Fig. 8). The expected 

average values for a 10% grey plaque under clear skies for θs = 20° to 30° for the lambertian 

assumption for tilts up to 12° are 6.6% (±3.0%) and 16.7% (±3.6%), for viewing angles 

of nadir and 40°, respectively. The equivalent values for a white plaque, as the one used 

in the cross-calibration before the experiment, are 4.9% (±3.2%) and 3.7% (±3.1%), for 

viewing angles of nadir and 40°, respectively. The observed differences are not equivalent 

to the expected differences under the standard error simulation scenario. However, it will be 

shown in section 6 that measurements and simulation agree when the specific conditions of 

cross-calibration are modeled.

6. Discussion

The study of isolated and incremental error sources allows us to budget their individual 

contributions while providing uncertainty estimates for different deployment conditions. 

BRDF effects alone are of interest in deployments where the plaque can be guaranteed to 

be horizontal and shadow can be made negligible, as in BRDF factors for terrestrial remote 

sensing studies. BRDF and shadow alone are of interest when the plaque can be fixed 

horizontally, as is the case for solar-based cross-calibration of spectrometers, solar-based 

calibration of spectrometers [55] or when measuring from a fixed station. And the combined 
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effects are of interest for typical conditions where the plaque is held by hand or is fixed in a 

structure experiencing inclination with water surface state.

In the synthesis of results, error statistics are only calculated for the recommended sky 

conditions. To avoid Sun glint contamination, θs < 20° are not recommended for the 

classical above water method to measure Rrs [15]. A similar recommendation can be made 

for the newer skylight-blocked approach to measure Rrs, due to increase in self-shadowing 

effects [13]. The upper limit of the recommended sky conditions is set at an θs = 60°, since 

for higher θs even small tilts of the plaque can result in significant errors in Eg estimation. 

Surface roughness is also an important parameter, and rough conditions will result in 

increased risk of Sun glint for the above water method and hamper the deployment of 

skylight-blocked measurements. For Eg estimation with the plaque method, rough conditions 

create challenges in maintaining a level plaque.

When considering all error sources, the mean absolute percentage errors under the 

best performing geometries of each plaque and for recommended sky conditions show 

magnitudes comparable to uncertainties of irradiance sensors [35]. In fact, while their upper 

limit agree, estimates from the plaque can present a lower uncertainty if conditions allow 

minimizing tilt. Estimates under overcast conditions are also provided, and as expected 

for irradiance sensors [15], uncertainties in Eg will be even smaller for an appropriate 

deployment strategy and using the best conversion equation for each plaque under OC. 

Those results suggest that, under appropriate deployment as simulated in this study, Rrs 

estimates with the plaque method present on average equal or lower uncertainty than 

multiple spectrometer systems. It also suggest that Rrs calculated with plaque measurements 

are appropriate for all uses of in situ data, including the more stringent needs of atmospheric 

correction validation and sensor vicarious calibration.

While interpretation of the results is based on the average errors, it can be seen on Table 

3 that standard deviations around those means can be large. This result from both a wide 

range of tilts included for each maximum tilt limit, but particularly from tilts in directions 

close to the Sun’s plane. When tilts occur with azimuths lower than ±45°, the apparent 

θs for the tilted plaque will be considerably lower and cosine effects will result in a large 

overestimation of Eg. The opposite is true for azimuths larger than ±135°. If tilt information 

is available for the plaque, a protocol similar to the processing of irradiance sensor data 

can be applied, discarding data with tilts greater than 5° [15]. However, dual axis systems 

should be used, to allow avoiding data close to the Sun’s plane. We note that the same 

consideration is also applicable to irradiance sensors, since while average errors for tilts up 

to 5° are 2.8%, the actual range of errors is ±18.2%, for the range of θs of the recommended 

sky conditions. Inclinometers are not typically used with plaques, but low cost, small weight 

and size commercial dual axis inclinometers are available and should be attached to the 

underside of the plaque structure. For both plaque and plane irradiance sensors, maximum 

tilt acceptance should be updated to reduce the maximum accepted tilt if tilt relative azimuth 

is lower than 45° or greater than 135°, and increase the maximum accepted tilt if tilt relative 

azimuth is between 45° and 135° (cf. Fig. 7).
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The errors calculated with the simulations are accurate for the conditions they represent. 

Application of those estimates to ascribe error limits to actual measurements, however, 

require that the modeled conditions in terms of illumination, BRDF, shadowing solid angles 

and tilt magnitudes and direction are representative of conditions that actually occur in the 

field. The shadowing solid angle will be dependent on protocol and the condition simulated 

here represent our proposed method, as described in section 3.1. That position is proposed 

to minimize shadow and reflection over the plaque, while allowing eye contact with the 

surface of the plaque and an ergonomic position to prevent tilt. The shadow solid angle 

didn’t include possible surrounding superstructures as those will be variable depending on 

vessel and the available position on it. The situation modeled here more closely resembles 

deployments from small platforms (e.g., inflatable boats, small ships) or ideal positions in a 

larger vessel, where superstructures have a low elevation angle relative to the plaque center. 

Tilt was only modeled up to 12° for all azimuths and error statistics assume that every 

direction within that range is equally likely to occur. Ideally, a probabilistic distribution 

of tilt angles should be used as weights in a weighted error statistics, to account for 

biomechanical constraints on the combinations of azimuths and zenith tilts of a trained 

operator. The information necessary for this refinement, however, is not available and will 

not be necessary if dual axis inclinometers are routinely used with plaque measurements. 

Modern motorized gimbal solutions are a potential alternative that could maximize data 

quality, but feasibility in terms of cost and performance needs to be evaluated. We expect 

that under calm to moderate sea-state, a properly trained operator is able to constrain tilt 

angles within the limits calculated here.

Additional conditions that might diverge from the modeled ones are the presence of broken 

clouds and the use of aged and resurfaced plaques. The presence of broken clouds is 

frequent during field measurements, but remain a challenge to model. It not only requires 

sophisticated radiative transfer models [56] but also represent an infinite number of possible 

arrangement of spatial distributions and optical thickness. Empirical observations have 

shown that clouds can either have higher or lower radiance than equivalent clear skies 

directions [57]. However, resulting enhancements in Eg are small [58,59], propagating as 

small perturbations to fg and therefore to the estimated errors. More pronounced changes 

can occur when the net effect is to decrease Eg. Under this condition, cloud cover induced 

reduction of Ed will increase the relative contribution of Es to Eg and fg fr θs, ϕs, θv, ϕv , 

improving the estimations with Eq. 6. If the direct beam is blocked by a cloud, it is possible 

that errors calculated only for the diffuse fraction are appropriate. Those values are not 

presented here but are available from the dataset in the Code File 1.

The measured BRDFs used in the simulations should be representative of sintered PTFE 

in general, as long as the BRDF properties of the reference are primarily a function of the 

material and its structure (i.e, little contribution from surface imperfections and organic or 

mineral contamination). Theory and observation support that BRDF from closely packed 

particulate anisotropic scattering media are primarily a function of the scattering phase 

function and the single scattering albedo of the particles, since the anisotropic signal 

from the phase function results mainly from single scattering (cf. chapter 8 in [60]). 

In highly reflective media, multiple scattering acts to reduce directionality of emerging 
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photons, approaching an isotropic (Lambertian) reflectance. As a consequence, the results 

of our study should be general for sintered PTFE with similar material properties and 

small reflectance contribution from surface properties. Our estimated errors should also 

be applicable to aged plaques, as long as recent reflectance calibration data is available 

and plaque reflectance is ≈ 10% or ≈ 99%. If plaque nominal reflectance is > 10% and 

< 99%, the values reported here will likely represent the lower and upper boundaries 

[54]. Our estimation should also be applicable to resurfaced plaques, since the same 

surface inhomogeneities observed in those are also observed in fresh plaques. Observed 

inhomogeneities are small BRDF azimuthal asymmetries [37,61], that likely arise from 

preferential direction of sanding and small scale undulations from pressure variations. In 

practice, the finite solid angle of the spectrometer will result in the averaging of the BRDF 

and Lp from all directions within that solid angle, possibly minimizing these effects as 

long as inhomogeneities are small and randomly oriented. However, homogeneity of plaque 

reflectance properties across its surface should be tested, as recommended by [15] and 

plaque orientation during calibration should be used consistently in the field for accurate 

results.

Ultimately, the field inter-comparison experiment can be used to evaluate holistically the 

representativeness of the simulations to real conditions. Data presented in section 5.4 

suggest disagreement between simulations and measurements, with predicted uncertainty 

larger than observed differences. But measurements and simulations can be brought to 

agreement when the specific conditions of the measurements are considered. The ρ(θv) 

of the grey plaque was cross-calibrated to the ρ(θv) of a white reference plaque and 

tilts up to 5° were allowed for the irradiance sensors. Cross-calibration between plaques 

are performed by calculating the ratio between exitant radiance from both plaques. If 

illumination conditions are appropriately stable as is necessary for a cross-calibration 

exercise, the result is the ratio of their fg, as expected from Eq. 8. This will under or over 

estimate the ρ(θv) of the grey plaque to a factor of:

ρcross‐cal
grey θv, λ
ρgrey θv, λ

=
ρwhite θv, λ fg

grey (λ)

fg
white (λ)

ρgrey θv, λ
= ρwhite θv, λ

ρgrey θv, λ
fg

grey (λ)
fg

white (λ)
(13)

This under- or overestimation during the cross-calibration under natural illumination can 

actually be advantageous, as by nature of the procedure both plaques will estimate the same 

Eg under illumination conditions similar to those used in the cross-calibration. This will 

condition the error of the grey plaque to be the same as the error of the white plaque, as long 

as θs of measurements is equal to the one during the cross-calibration. Our measurements 

represent a somewhat more challenging situation since cross-calibration at nadir view was 

performed at a higher θs than the inter-comparison measurements. To evaluate the effect 

of the cross-calibration on our data, we calculated the ratios of the fg of the grey and 

white plaques under the θs of cross-calibration for each view geometry and applied the 

cross-calibrated values to the estimation of Eg with Eq. 7. When considering the effects 

of BRDF, shadow and tilt up to 12°, errors at nadir were reduced from 6.63%(±3.01%) 
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to 3.75%(±3.49%) while errors at θv = 40° were reduced from 16.72%(±3.58%) to 5.29%

(±4.51%). The tilt induced error of the irradiance sensors for the range of θs during the 

experiment is 1.47%(±1.67%). Combining the average expected errors from both sensors 

through quadrature sum result in average expected differences of 4.03% and 5.49%, for 

nadir and θv = 40° respectively. Those values are in close agreement with the observed 

average differences of 3.09% and 5.32%, providing support for the representativeness of our 

error simulations.

If we consider that the past inter-comparison exercises report average differences that result 

in a MAPE between 6.4% and 8% [30–32] and given that the average uncertainty of an 

irradiance sensor is between 4.4% and 5.8% [35], quadrature sum suggest that uncertainties 

of the plaque estimation on those studies were between 2.7% and 6.7%, within the range 

of the simulation results presented here (Table 3) and of the same magnitude of the 

uncertainties of irradiance sensors. The higher errors observed by [32] during overcast 

conditions are also approximately accounted for, with our simulations for a white plaque 

under nadir view and using Eq. 6 resulting in MAPE of ≈ 12% (Tables 2 and 3), matching 

our estimation of their MAPE of ≈ 12.5%. The high range of underestimations observed by 

those authors under overcast conditions, however, do suggest greater shadow solid angles 

than the ones modeled here. This agreement with past measurements provide further support 

for our simulations.

Our focus with this study was on the uncertainties of Eg estimation as a normalization 

factor to calculate Rrs, such that absolute calibration uncertainties of the radiometer can 

be ignored since the same instrument is used for all necessary targets [14,15]. However, 

accurate determination of the BRDF or of ρ(θv) are still necessary. Uncertainty in BRDF 

measurements from [37] are about 0.5% and similar levels are expected for ρ(θv). This 

error is on the same magnitude of the BRDF and BRDF plus shadow errors when the best 

performing geometries are used together with recommended sky conditions (cf. Tables 1 

and 2). Addition of this uncertainty through quadrature sum result in small increases to the 

modeled errors. If the absolute magnitude of Eg is of interest, the uncertainty on radiometer 

calibrations, estimated as 2.8% by [35], should also be added through quadrature sum. When 

this calibration uncertainty is added to the average errors under tilt for the recommended 

measurement protocol and retrieval method, uncertainty range increases from ≈ 1% to 6.5% 

to ≈ 3% to 7.1%.

The propagated error into Rrs due to possible Eg changes between the sequential acquisitions 

of the necessary targets with single spectrometer must also be considered. The magnitude of 

this error is dependent on the stability of illumination and can result in large errors under 

sub-optimal sky conditions represented by fast changing clouds. Limited data presented by 

[19] showed errors up to 10% for their study condition due to fast changing clouds. This 

error source represent an even bigger challenge for a model evaluation than broken clouds, 

as the magnitude and time scale of changes are dependent on many local and regional 

atmospheric parameters. As the implicit assumption on the use of Eq. 1 for the plaque 

method is the absence of time dependency on Eg between measurements of the necessary 

targets, it is recommended that measurements are only performed during stable illumination 

conditions.
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This study included simplifications that should be clarified for a complete evaluation 

of the limits of its application. Pure geometrical relations were used to calculate the 

variables in the error simulations, meaning that no optical process (absorption or scattering) 

occurs in the volume of path between plaque and sensor. This assumption is reasonable 

considering the small path and low optical thickness of air. Additionally, a sensor with 

an infinitesimally small field of view was modelled, meaning that exitant radiance is 

sampled by direction and not averaged within a finite solid angle. This simplification is 

also reasonable since foreoptics with small fields-of-view are used in hydrologic research 

and BRDF determinations implicitly include averaging. Finally, secondary reflections from 

operator/instrument onto the plaque where not simulated. The suggested protocol minimizes 

effects of shadow and reflectance, but it is recommended that operator wear dark clothing, 

reducing possible influences in the visible range. Most cloth materials however, will present 

a red-edge and high reflectance in the near-infrared. Since atmospheric scattering at those 

wavelengths is small and the suggested body position avoids the direct beam reflection into 

the plaque, this simplification is also considered appropriate.

Finally, a word of caution is necessary on the use of uncalibrated hyperspetcral sensors with 

the plaque method for simulation of the Rrs signal that would be observed by another sensor 

(e.g., orbital sensor). While at native instrument resolution the radiance calibration factors 

cancels out in the reflectance calculation of Eq. 1 and do not need to be determined [15], 

for waveband convolution with another sensor spectral response function, the calibration 

factors are inside the integrals for radiance and irradiance and do not cancel out. Therefore, 

calculation of waveband Rrs from uncalibrated data could potentially present non-negligible 

bias if approximate corrections are not applied.

7. Conclusion

Weinvestigatedtheerrorsassociatedwiththeplaquemethodforestimationof Eg asanormalization 

factor for Rrs. Error sources included BRDF effects, shadowing of sky radiance and tilt 

of the plaque, both as isolated factors and with their interactions. Range of mean absolute 

percentage errors for both plaques are comparable to those of irradiance sensors, when 

best performing geometries of each plaque are used and under the recommended sky 

conditions. Our results therefore support the continued use of diffuse reflectance standards 

in hydrological optics research and monitoring. The method is particularly of interest for 

small research groups with constrained budgets for acquisition and maintenance of multiple 

spectrometer systems and the necessary periodical calibration. It is also useful for a range of 

applications that require greater flexibility than possible with traditional multi-spectrometer 

systems, such as inland water measurements from small platforms.

Based on previous protocols and considering our own findings, we propose the following 

recommendations for a measurement protocol from floating platforms:

• Observation geometry should be at θv of 40° for white plaque and at nadir for a 

grey plaque, both at a 90° relative azimuth to the Sun to reduce operator shadow 

and secondary reflection, and plaque structure should have orientation marks for 

Sun and sensor sides, consistent with orientation during plaque calibration;

CASTAGNA et al. Page 16

Appl Opt. Author manuscript; available in PMC 2022 February 14.

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript

N
IS

T
 A

uthor M
anuscript



• Operator should wear dark clothing and hold the plaque at the height of the 

upper chest or neck, ≈ 40 cm from the body, with sensor at distances > 20 cm 

from the plaque, and position on the platform should be selected as to reduce 

high elevation angles from surrounding structures relative to the plaque;

• Plaque should have a diameter at least three times larger than the sensor field of 

view footprint at the used view angles and plaque-sensor distances, and operator 

should train to assume and hold positions and angles required for measurement, 

with attention to the stabilization of the plaque (the addition of a dual axis 

inclinometer is strongly encouraged);

• Measurements should be performed under appropriate conditions represented by 

20° ≤ θs ≤ 60°, stable illumination and up to moderate sea-state;

• For the classical above water measurement, radiance from the necessary targets 

should be measured sequentially, with the cycle repeated at least 10 times. 

For the skylight-blocked approach, plaque radiance measurements should be 

performed both before and after all the replicate water measurements. Stations 

with Eg coefficient of variation > 6% should be flagged during quality control.

The skylight-blocked approach is mentioned here considering deployments from small 

platforms, such as inflatable boats and pontoons in inland water research, where the water 

surface is in reach of the operator and so could be used with the plaque method for 

irradiance [62]. Application of this protocol assumes knowledge of the ρ(θv) or of the 

fr(θs, 0°, θv, 90°) for the range of recommended θs. Vendors generally provide directional-

hemispherical reflectance at an incidence angle of 8°. By symmetry of the BRDF, those 

values equal ρ(8°) and for both plaques it present negligible difference from nadir view. For 

a highly reflective plaque (99%), ρ(40°) will also present only a negligible difference from 

ρ(8°). The same is not true for a darker PTFE, with ρ(θv) increasing with θv. Measurements 

of darker reference plaques (e.g., 10%) should be avoided at view angles away from nadir, 

except if cross-calibrated ρ(θv) values against a white plaque are calculated and used under 

similar illumination conditions as those of the cross-calibration. This approach has been 

used by others (David English, University of South Florida, personal communication) and 

will result in similar errors as those of the white plaque at equivalent view angle. But we 

stress that the BRDF and ρ(θv) of the grey plaque at angles away from nadir is highly 

non-uniform and sensor must be carefully positioned at the nominal view angle. Specially 

when using a grey plaque without cross-calibration, Eq. 6 is preferred. It is also important 

that the plaque fills completely the field of view of the sensor, constraining the possible 

combinations of plaque size, foreoptics, sensor distance from plaque and view angle. For a 

sensor with a 8° field of view, a nadir view at a distance of 40 cm result in footprint at the 

plaque of 5.6 cm. The same footprint is achieved for a θv = 40° at a distance of 32 cm. For 

this footprint, a plaque diameter of ≈ 15 cm is recommended. Finally, the 6% limit of the 

coefficient of variation for quality control is based on the expected effects of tilt alone for 

tilts up to 12°.

Following this protocol will result in uncertainties comparable to the lowest uncertainties 

simulated in this study (≈ 1% to 6.5%), and so potentially provide high quality Rrs data for 

research and monitoring.
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Fig. 1: 
Sky radiance distribution at 550 nm with θs = 40° and τa(550) = 0.2, for each aerosol model 

and relative humidity combination. Inner to outer concentric circles represent zeniths of 15°, 

40° and 90°. Data presented in orthographic projection (r = cos θ).
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Fig. 2: 
Optical properties of the aerosol models used in the simulations and resulting diffuse 

fraction at a subset of conditions. βa (ψ, 550) is the aerosol phase function at 550 nm, ψ
is the scattering angle, ω0 is the aerosol single scattering albedo, τa is the aerosol optical 

thickness, and Ed/Eg is the diffuse fraction.
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Fig. 3: 
Normalized BRDFs for the 99% and 10% nominal reflectance plaques at 550 nm for the 

two viewing geometries considered in this study (section 3.3). For reference, the BRDF of a 

perfectly reflective lambertian surface is 0.318 sr−1. ρ θv, λ  is the integral of fr θi, ϕi, θv, ϕv, λ
over all incident solid angles. Inner to outer concentric circles represent zeniths of 15°, 40° 

and 90°. Data presented in orthographic projection (r = cos θ).
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Fig. 4: 
Shadow solid angle created by the two viewing geometries used in this study, θv = 0° and θv 

= 40°, at a ϕv = 90°. Inner to outer concentric circles represent zeniths of 15°, 40° and 90°. 

Data presented in stereographic projection (r = tan θ).
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Fig. 5: 
Simulated BRDF effects on the estimation of Eg from Lp measured over sintered PTFE 

reference plaques without disturbances to the incident light field. Only the best performing 

geometry for each plaque is shown. Eg
est. /Eg

real  is the ratio of the Eg estimated from Lp to the 

real Eg. Line colors represent the sky conditions from OC to clear skies with θs from 0° to 

80°.
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Fig. 6: 
Simulated shadow effects of operator and instrument on the estimation of Eg from a level 

perfectly lambertian reflector. Differences in view geometry translate into different areas 

and fractions of the sky dome being shadowed. For the nadir view (θv = 0°), the blue line 

representing the Sun in the zenith is not shown, as shadowing of direct beam results in a 

ratio Eg
est. /Eg

real  < 0.2 in the visible range. Line colors represent the sky conditions from OC 

to clear skies with θs from 0° to 80°.
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Fig. 7: 
Tilt effects on the estimation of Eg from a perfectly lambertian reflector and without 

shadow. Left panel show an example of tilt effect per tilt angle and azimuth for a θs = 

50°. Right panel show the averages for all tilts zeniths and azimuths. θN and ΔϕN define 

the angular direction of the plaque’s normal relative to the local zenith and to the Sun, 

respectively. When tilt effects are considered alone, azimuthal dependency is simplified to 

relative azimuth (ΔϕN).
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Fig. 8: 
Results of the field inter-comparison showing the spectral mean absolute percentage 

difference of Eg between irradiance sensors and the plaque method for each geometry, with 

a grey PTFE and using Eq. 7. Grey area represents the standard deviation of the absolute 

percentage difference. The average over the visible range is represented by a red line.
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Table 1:

Mean absolute percentage errors (%) in the visible range due to BRDF effects for two conversion schemes 

from Lp to Eg represented by Eq. 6 and Eq. 7. Smallest errors for each sky condition and plaque are formatted 

in bold. Numbers in parenthesis are the standard deviations. Statistics calculated over all simulations included 

in each evaluation and over all visible wavelengths.

Conversion Measurement White PTFE Grey PTFE

BRDF (Eq. 6)

θv = 0°
Clear

* 0.41(±0.26) 0.66 (±0.35)

OC 5.68(±0.14) 5.35
†

θv = 40°
Clear

* 0.16 (±0.09) 1.74(±1.26)

OC 1.55(±0.07) 24.40
†

Lambertian (Eq. 7)

θv = 0°
Clear

* 2.69(±1.67) 3.91(±2.08)

OC 1.16(±0.03) 1.43 
† 

θv = 40°
Clear

* 1.26(±0.66) 9.74(±5.77)

OC 0.95 (±0.07) 3.22
†

*
Clear skies for 20° ≤ θs ≤ 60°.

†
Standard deviation is zero since both relative sky radiance distribution for overcast conditions and the normalized BRDF of grey plaque are 

independent of wavelength.
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Table 2:

Mean absolute percentage errors (%) in the visible range due to shadow effects and combined shadow and 

BRDF effects. Conversion from Lp to Eg are provided with Eq. 6 and Eq. 7. Smallest errors for each sky 

condition and plaque are formatted in bold. Numbers in parenthesis are the standard deviations. Statistics 

calculated over all simulations included in each evaluation and over all visible wavelengths.

Conversion Measurement Shadow Comb., White PTFE Comb., Grey PTFE

BRDF (Eq. 6)

θv = 0°
Clear

* 0.59(±0.26) 0.95(±0.44) 0.38 (±0.42)

OC 5.74
† 11.06(±0.13) 0.77 

† 

θv = 40°
Clear

* 0.38 (±0.17) 0.44 (±0.21) 1.49(±1.03)

OC 3.02 
† 4.34(±0.06) 20.84

†

Lambertian (Eq. 7)

θv = 0°
Clear

* 0.59(±0.26) 2.51(±1.46) 4.25(±2.11)

OC 5.74
† 4.61(±0.02) 7.16

†

θv = 40°
Clear

* 0.38 (±0.17) 1.22(±0.71) 9.92(±5.92)

OC 3.02 
† 1.91 (±0.06) 5.98

†

*
Clear skies for 20° ≤ θs ≤ 60°.

†
Standard deviation of shadow effects for OC is zero since the relative sky radiance distribution for OC is independent of wavelength. For the 

combined effects of BRDF and shadow for the grey plaque under OC, standard deviation is zero because the normalized BRDF of grey plaque is 
assumed to be independent of wavelength in this study.
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Table 3:

Mean absolute percentage errors (%) in the visible range due to tilt of the plaque and due to combined effects 

(BRDF, shadow and tilt) for clear skies and for overcast condition. Statistics calculated from level surface (0° 

tilt) to maximum zenith tilt angle as indicated on the table, including all azimuths. Smallest errors for each 

sky condition and plaque are formatted in bold. Numbers in parenthesis are the standard deviations. Statistics 

calculated over all simulations included in each evaluation and over all visible wavelengths.

θv = 0°

Conversion Max. Tilt
Tilt Total, White PTFE Total, Grey PTFE

Clear
* OC Clear

* OC Clear
* OC

BRDF (Eq. 6)

3° 1.4(±2.1) 0.0(±0.0) 2.2(±2.2) 11.1(±0.2) 1.5 (±2.0) 0.8 (±0.2)

6° 2.8(±3.7) 0.1(±0.1) 3.7(±4.1) 11.2(±0.4) 2.7 (±3.5) 0.8 (±0.4)

9° 4.2(±5.3) 0.3(±0.3) 5.3(±5.9) 11.3(±0.6) 4.0 (±5.1) 0.8 (±0.5)

12° 5.7(±6.8) 0.5(±0.5) 6.9(±7.6) 11.5(±0.9) 5.3 (±6.6) 0.9 (±0.6)

Lambertian (Eq. 7)

3° 1.4(±2.1) 0.0(±0.0) 3.4(±2.3) 4.7(±0.2) 4.8(±2.4) 7.2(±0.2)

6° 2.8(±3.7) 0.1(±0.1) 4.6(±3.9) 4.8(±0.4) 5.6(±3.4) 7.1(±0.4)

9° 4.2(±5.3) 0.3(±0.3) 6.0(±5.6) 4.9(±0.6) 6.6(±4.8) 7.1(±0.6)

12° 5.7(±6.8) 0.5(±0.5) 7.4(±7.3) 5.1(±0.9) 7.7(±6.3) 7.1(±0.7)

θv = 40°

Conversion Max. Tilt
Tilt Total, White PTFE Total, Grey PTFE

Clear
* OC Clear

* OC Clear
* OC

BRDF (Eq. 6)

3° 1.4(±2.1) 0.0(±0.0) 1.8 (±2.3) 4.4(±0.2) 2.3(±1.9) 20.8(±1.6)

6° 2.8(±3.7) 0.1(±0.1) 3.4 (±4.1) 4.5(±0.3) 3.5(±3.3) 20.8(±2.9)

9° 4.2(±5.3) 0.3(±0.3) 5.0 (±5.8) 4.7(±0.5) 4.7(±4.7) 20.8(±4.2)

12° 5.7(±6.8) 0.5(±0.5) 6.5 (±7.5) 4.9(±0.7) 6.0(±6.2) 20.7(±5.5)

Lambertian (Eq. 7)

3° 1.4(±2.1) 0.0(±0.0) 2.3(±2.2) 2.0 (±0.2) 10.3(±5.9) 6.0(±1.2)

6° 2.8(±3.7) 0.1(±0.1) 3.7(±3.9) 2.1 (±0.3) 11.0(±5.9) 6.0(±2.3)

9° 4.2(±5.3) 0.3(±0.3) 5.2(±5.6) 2.2 (±0.5) 11.8(±6.3) 6.1(±3.1)

12° 5.7(±6.8) 0.5(±0.5) 6.7(±7.3) 2.5 (±0.7) 12.7(±7.0) 6.4(±3.8)

*
Clear skies for 20° ≤ θs ≤ 60°
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