
Reverberation Clutter Suppression Using 2D Spatial Coherence 
Analysis

Rifat Ahmed,
Department of Biomedical Engineering, Duke University, Durham, NC 27705, USA

Nick Bottenus,
Department of Mechanical Engineering, University of Colorado Boulder, Boulder, CO 80309, USA

James Long,
Department of Biomedical Engineering, Duke University, Durham, NC 27705, USA

Gregg Trahey
Department of Biomedical Engineering, Duke University, Durham, NC 27705, USA, Department 
of Radiology, Duke University Medical Center, Durham, NC 27710, USA

Abstract

Diffuse reverberation clutter often significantly degrades the visibility of abdominal structures. 

Reverberation clutter acts as a temporally stationary haze that originates from the multiple 

scattering within the subcutaneous layers and has a narrow spatial correlation length. We 

recently presented an adaptive beamforming technique, Lag-one Spatial Coherence Adaptive 

Normalization (LoSCAN), that can recover the contrast suppressed by incoherent noise. 

LoSCAN successfully suppressed reverberation clutter in numerous clinical examples. However, 

reverberation clutter is a three-dimensional phenomenon and can often exhibit a finite partial 

correlation between receive channels. Due to a strict noise-incoherence assumption, LoSCAN 

does not eliminate correlated reverberation clutter. This work presents a 2D matrix array-

based LoSCAN method and evaluates matrix-LoSCAN based strategies to suppress partially 

correlated reverberation clutter. We validated the proposed matrix LoSCAN method using Field II 

simulations of a 64 × 64 symmetric 2D array. We show that a sub-aperture beamforming (SAB) 

method tuned to the direction of noise correlation is an effective method to enhance LoSCAN’s 

performance. We evaluated the efficacy of the proposed methods using fundamental and harmonic 

channel data acquired from the liver of two healthy volunteers using a 64 × 16 custom 2D array. 

Compared to azimuthal LoSCAN, the proposed approach increased the contrast by up to 5.5 dB 

and generalized contrast to noise ratio (gCNR) by up to 0.07. We also present analytic models to 

understand the impact of partially correlated reverberation clutter on LoSCAN images and explain 

the proposed methods’ mechanism of image quality improvement.

II. INTRODUCTION

Abdominal ultrasound images are often corrupted by a phenomenon known as clutter. 

Clutter is a temporally stable diffuse speckle-like texture that is most easily observed in 

hypoechoic targets such as blood vessels, amniotic fluid, bladder, and cysts [1, 2]. In 
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numerous clinical scenarios, clutter reduces the visibility of diagnostically relevant targets, 

obscures target boundaries, and reduces confidence in measurements.

Clutter is generated by several mechanisms, including reverberation, phase aberration, and 

off-axis scattering [2, 3]. The reverberation of transmitted and reflected pulses within 

subcutaneous tissue layers is a dominant source of clutter in abdominal ultrasound 

[3, 4]. Reverberating pulses superimpose on the echo returning from deeper targets 

and act as temporally stationary and spatially incoherent additive noise. Although tissue-

harmonic imaging and compression of fat layers reduce reverberation clutter, they are 

often inadequate, particularly in obese individuals. Ultrasound researchers have developed 

beamforming and signal processing techniques to reduce clutter. Minimum variance [5, 6], 

delay-multiply-and-sum (FDMAS) [7], generalized coherence factor [8], phase coherence 

imaging [9] are some beamforming approaches that seek to minimize off-axis clutter. These 

techniques were not explicitly designed to combat reverberation clutter and often suffer from 

dynamic range alteration [10] and artifacts [11]. Computationally-intensive model-based 

approaches were developed that remove off-axis and incoherent clutter [12, 13]. Ad-hoc 

techniques such as split-aperture correlation methods [14] and spatial frequency analysis 

[15] were studied to reduce reverberation clutter. More recently, machine learning models 

[16, 17] were applied to solve the reverberation clutter problem.

In the last several years, our group and others have utilized the spatial coherence of 

backscattered echo to analyze ultrasound signal quality. Spatial coherence, a metric of 

wavefront similarity, offers a unique space where the signals of interest and noise are 

well-separated. Initially developed for optical wavefields, the Van-Cittert Zernike (VCZ) 

theorem describes the spatial coherence of wavefronts originating from incoherent sources 

[18]. Mallart and Fink demonstrated that the spatial coherence of signals backscattered 

from a random target insonified by a focused beam is proportional to the auto-correlation 

of the transmitting aperture function and is only a function of the element-lag [19]. In 

the presence of reverberation clutter, the signal coherence substantially degrades within the 

first few lags [20]. This insight resulted in short-lag-spatial coherence (SLSC) imaging 

that displays the normalized integral of the spatial coherence curve over a short lag 

region as pixel brightness [21]. Although successful in numerous clinical scenarios [22–

25], SLSC often fails to preserve backscatter gradients [22, 26] and speckle texture. 

To overcome these challenges, our group recently presented Lag-one Spatial Coherence 

Adaptive Normalization (LoSCAN), which directly weights the B-mode pixels to recover 

the contrast degraded by clutter while preserving backscatter variation and speckle texture 

[27]. In previous work, we established that the magnitude of incoherent clutter is 

accurately predicted by lag-one coherence (LOC), the nearest-element echo correlation [28]. 

LoSCAN estimates the amount of local contrast loss due to incoherent clutter using LOC 

measurements, thereby preserving the intrinsic backscatter contrast and speckle texture.

Diffuse reverberation clutter is generally modeled as incoherent in the aperture domain 

[16, 29]. There is, however, evidence that the clutter often remains partially correlated 

over a finite aperture distance. For example, using histologically derived abdominal models 

and non-linear full-wave simulations, Pinton et al. previously reported a diffraction-limited 

correlation length of 1.1 λ for pure reverberation clutter [20]. It is also well-known in 
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general-acoustics that the spatial correlation of a perfectly diffuse field is a function of 

the wavelength [30]. Due to a strict noise incoherence assumption [28], LoSCAN remains 

insensitive to such correlated noise. Additionally, correlated clutter can also be expected 

along the elevational dimension. The existing LoSCAN model was not designed to remove 

such partially correlated multi-dimensional clutter.

The goal of this work is two-fold: to extend the LoSCAN framework to 2D matrix arrays 

and develop strategies to suppress partially correlated diffuse reverberation using matrix-

array-based LoSCAN. We present a general expression of LoSCAN that recovers contrast 

using spatial correlation at an arbitrary lag of a 2D aperture and perform Field II [31] 

simulations of a 64 × 64 array to validate this formula. We explore the relative efficacy 

of two matrix-array-based strategies to suppress the partially correlated clutter. First, we 

evaluate the feasibility of estimating channel SNR, a critical step in LoSCAN, using an 

arbitrary lag higher than the noise correlation length. Second, we modify the effective 

element size through sub-aperture beamforming (SAB) to decrease the noise correlation. We 

experimentally demonstrate the effect of partially coherent clutter using in vivo acquisitions 

and evaluate the matrix LoSCAN approaches using simulations and experimental in vivo 
acquisitions using a 1024-element 2D array.

III. METHODS

A. Theory

This section presents a matrix-array formulation of LoSCAN extending the prior work 

from our group [27]. In conventional delay-and-sum (DAS) beamforming, we display 

the magnitude of the beamsum envelope as image pixels. Spatially and temporally 

incoherent channel noise can reduce spatial contrast by increasing the beamsum magnitude 

in hypoechoic regions. LoSCAN seeks to estimate a pixel-wise weighting factor that 

compensates for this contrast loss and recovers the true backscatter contrast. This is 

accomplished by estimating the true signal power in the noise-corrupted beamsum signal. 

For an array with M elements, the beamsum signal power ΨS given by [27]

ΨS = ΨS + N
SNRb

1 + SNRb
(1)

where SNRb is the beamsum SNR, ΨS+N is the power of the noisy beamsum signal. Since 

our goal is to display the true signal magnitude and ΨS+N is the square of the beamformer 

output, the square root of the SNR term on the right-hand side is our desired correction 

factor. Thus, our problem consists of estimating the beamsum SNR in each pixel.

Since the additive incoherent noise sources (spatial or temporal) originate in the channel 

domain, an estimation of beamsum SNR requires the channel signal SNR and the coherence 

properties of the echo signal itself. For fully coherent signals received by an M-element 

array, the beamsum SNR is M times that of channel SNR (for a power-based SNR 

definition). However, the backscatter echo signal is only partially coherent, resulting in a 

beamformer gain of less than M. For a 2D array with Mx-by-My elements, we can write the 

beamsum SNR as:
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SNRb =
i1 = 1

Mx
i2 = 1
My Si1i2

2

i1 = 1

Mx
i2 = 1
My Ni1i2

2

=
i1 = 1

Mx
i2 = 1
My Si1i2 j1 = 1

Mx
j2 = 1
My Sj1j2

*

i1 = 1

Mx
i2 = 1
My Ni1i2 j1 = 1

Mx
j2 = 1
My Nj1j2

*

(2)

where Si1i2 and Ni1i2 are echo signal and incoherent noise, respectively, at an element with 

i1 azimuthal index and i2 elevational index. The noise terms are uncorrelated. Thus, by 

exchanging the order of expectation and summation, the above expression can be simplified 

to

SNRb = ψS
ψN

1
M i1 = 1

Mx

i2 = 1

My

j1 = 1

Mx

j2 = 1

My
RS i1, i2; j1, j2 (3)

Here, ψS and ψN are channel signal and channel noise powers, respectively and Mx and My 

are the number of elements along azimuth and elevation, respectively. RS (i1, i2; j1, j2) is 

the full spatial coherence matrix, describing the complex correlation between every possible 

element pair. It should be noted that RS, in this form, is different from the spatial coherence 

function predicted by the VCZ theorem, which is only a function of the lag of element pairs 

and not the individual elements. The factor ψS/ψN in the above expression is the channel 

SNR. Therefore, we can write

SNRb = SNRc . G (4)

where the beamformer gain is given by:

G = 1
M i1 = 1

Mx

i2 = 1

My

j1 = 1

Mx

j2 = 1

My
Rs i1, i2; j1, j2 (5)

Equation (4) shows that we need to estimate both the channel SNR and beamformer gain 

to estimate beamsum SNR. Both parameters can be estimated from the measured spatial 

coherence function. The spatial coherence of echo signals measured at two elements (i1, i2) 

and (j1, j2) of a matrix array is:
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RS + N i1, i2; j1, j2 =
Si1i2 + Ni1i2 Sj1j2 + Nj1j2

∗

Si1i2 + Ni1i2
2 Sj1j2 + Nj1j2

2

=
RS i1, i2; j1, j2 +

Ni1i2Nj1j2
∗

ψS

1 + ψN
ψS

=
1 if i1 = j1 and i2 = j2

RS i1, i2; j1, j2
SNRc

1 + SNRc
otherwise

(6)

According to VCZ theorem, the spatial coherence of backscatter signals from random targets 

is only a function of receive element separation or lag [19]. We can therefore reduce 

the dimensions of the noisy coherence matrix and designate m and n as azimuthal and 

elavational lags, respectively, such that

m = i1 − j1
n = i2 − j2

Now, the noisy and noise-free coherence matrices can be expressed as functions of the lags:

RS + N(m, n) =
1 if m = 0 and n = 0

RS(m, n) SNRc
1 + SNRc

otherwise (7)

Here, RS is the noise-free spatial coherence function. For a homogeneous speckle region 

with a rectangular transmit apertures, the expected coherence is a 2D triangular function 

[29]:

RS(speckle)(m, n) = 1 − m
Mx

1 − n
My

(8)

According to (7), channel SNR can be computed from the measured spatial coherence at any 

lag when the underlying speckle coherence is known a priori at that lag:

SNRc = RS + N(m, n)
RS(m, n) − RS + N(m, n) (9)

In previous work, Long et al. approximated the underlying speckle coherence between 

neighboring channels as unity [27, 28]. However, such approximation limited the use of 

spatial coherence to the first lag of a well-sampled array. In this work, we utilize the general 

expression of (9) along with the spatial coherence, RS+N(m, n), measured at an arbitrary lag 

(m,n). Since the noise-free coherence, RS(m, n), is unknown, we use the expected coherence 

of homogeneous speckle in (8).

Ahmed et al. Page 5

IEEE Trans Ultrason Ferroelectr Freq Control. Author manuscript; available in PMC 2023 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Next, the dimensionality of the spatial coherence in (5) can be reduced to obtain an 

expression of beamformer gain (details shown in Appendix A):

G = 1 + 2My
M m = 1

Mx − 1
Mx − m RS(m, 0)

+ 2Mx
M n = 1

My − 1
My − n RS(0, n)

+ 4
M m = 1

Mx − 1

n = 1

My − 1
My − n Mx − m RS(m, n)

(10)

The true speckle coherence RS in (10) can be replaced by a scaled version of measured 

coherence RS+N. Specifically, from (7) and (9), we obtain:

RS m1, n1 = RS(m, n)
RS + N(m, n)RS + N m1, n1 (11)

Separate lag indices were used to highlight that the true coherence RS and measured 

coherence RS+N at any arbitrary lag (m1, n1) are related through the scaling factor RS/RS+N 

derived from a fixed lag (m, n). We can obtain an estimate of beamformer gain as

G = 1 + RS(m, n)
RS + N(m, n)F RS + N (12)

where F RS + N  represents the three spatial coherence terms in (10) written with noisy 

spatial coherence RS+N with appropriate scaling using (11).

For large-channel count matrix arrays, full spatial coherence calculation is computationally 

intensive. We previously showed an alternative approach to estimate the beamformer gain 

using the coherence factor (CF) [27]. Here, we extend the strategy to 2D arrays. The 

coherence factor (CF) for a 2D array is given by [32]

CF =
i1 = 1

Mx
i2 = 1
My Si1i2 + Ni1i2

2

M
i1 = 1

Mx
i2 = 1
My Si1i2 + Ni1i2

2
(13)

which can be expressed as (details shown in Appendix B):
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CF = 1
M 1 + 2My

M m = 1

Mx − 1
Mx − m RS + N(m, 0)

+ 2Mx
M n = 1

My − 1
My − n RS + N(0, n)

+ 4
M m = 1

Mx − 1

n = 1

My − 1
My − n Mx − m RS + N(m, n)

(14)

Comparing (10) and (14), we can re-write the CF expression as:

CF = 1
M 1 + F RS + N (15)

Comparing (12) and (15), we can obtain an estimate of G as:

G = 1 + RS(m, n)
RS + N(m, n) (M · CF − 1) (16)

We now have the two necessary parameters to estimate the beamsum SNR: channel SNR in 

(9) and beamformer gain in (16). The beamsum SNR is thus estimated as:

SNRb = RS + N(m, n) + RS(m, n) · M · CF − RS(m, n)
RS(m, n) − RS + N(m, n) (17)

We can now use (1) and (17) to obtain an estimate of the beamsum signal power. 

Specifically, the SNR factor in (1) can be used to achieve an image correction factor that 

compensates for contrast loss due to incoherent clutter. This correction is given by:

wm, n = RS + N(m, n) + RS(m, n) · CF · M − RS(m, n)
RS(m, n) · CF · M (18)

This is our proposed matrix LoSCAN formulation. This expression is a function of the 

measured coherence at a fixed lag (m,n) and the coherence factor. This expression reduces 

to 1D LoSCAN formula [27] if we utilize a unity noise-free speckle coherence and perform 

scaling with azimuthal lag-one (m = 1, n = 0).

B. Normalization strategies

The matrix LoSCAN formula in (18) allows a general lag to compute the image weight. In 

this work, we have explored several approaches:

• LoSCAN-x: This approach uses nearest element correlation along azimuthal 

direction (m = 1, n = 0). It is equivalent to the 1D array formulation. However, 
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unlike 1D arrays, the elevation elements in 1.75D/2D arrays are not summed and 

all possible nearest azimuthal correlations are averaged (Fig. 1(a)).

• LoSCAN-y: This approach uses nearest element correlation along elevation 

direction (m = 0, n = 1) (Fig. 1(b)).

• Arbitrary Lag Spatial Coherence Adaptive Normalization (ALSCAN): This 

uses an arbitrary short lag (m, n) to compute the normalization weight (Fig. 

1(c)). ALSCAN was evaluated for a number of a short lags listed in Table I.

• SAB LoSCAN-x: We also studied a sub-aperture beamforming method where 

focused channel data were summed in non-overlapping rectangular blocks before 

coherence calculation. Table I lists the sub-aperture dimensions studied in this 

work. Each sub-aperture was assumed to represent a larger effective element. 

Correlation between azimuthally adjacent effective elements (m = 1, n = 0) 

was used in equation (18). A result of this operation is that data from longer 

lags are incorporated into the lag-one based correction. This method is termed 

SAB LoSCAN-x. For this method, the triangular speckle coherence model in 

(8) was downsampled at effective element positions and was used in (18) as an 

approximation of true coherence.

C. Field II Simulation

We used the Field II [31] to model a 64 × 64 array with a center frequency of 2.5 MHz 

and λ-pitch along both azimuth and elevation. Pulse-echo response was simulated for 50 

azimuthal beams focused at 8 cm and arranged in a linear geometry. We simulated layer 

phantoms with layer boundary at x = 0 and spherical lesion phantoms of 1 cm diameter. 

Five different layers and lesions with intrinsic contrasts of −5dB, −10dB, −20dB, −30dB and 

−∞dB (anechoic) were simulated. Gaussian distributed random scatterers were simulated 

within a 40mm-by-40mm-by-20mm (x,y,z) volume with a density of 20 scatterers per 

resolution cell. After each transmit-receive event, the phantom was laterally translated by 

λ. For each phantom, we repeated the simulation with 5 unique realizations of random 

scatterers.

To mimic reverberation clutter observed in abdominal scans, we simulated two types of 

noise: spatially incoherent noise (ICN) and partially correlated noise (PCN) with a specified 

correlation length. We modeled an exponentially decaying noise spatial correlation [33, 34],

C(m) = e−m2/2σ2 (19)

σ = τ
2 2 ln 2 (20)

where τ is the full-width half-maximum (FWHM) of the correlation curve. The function 

C(m) was converted to a correlation matrix R, with R(x1, x2) = C( |x1 − x2 | ) defining the 

correlation of noise between x1 and x2 and elements. We generated a unity-variance 
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gaussian random noise vector of X with M elements (ICN). Next, we performed a Cholesky 

factorization of R so that

R = W W T (21)

and performed a weighted sum of X to obtain the desired M-channel PCN [33]:

N = W X (22)

For simplicity of analysis, partial noise correlation was applied only along the azimuth or 

elevation directions.

For both types of noise, we applied a bandpass filter centered at the transducer bandwidth, 

scaled the noise variance to mimic different channel signal-to-noise ratio (SNR) (−40 dB 

to +40 dB in steps of 5 dB) and then added the noise to the simulated channel data. The 

channel SNR was calculated relative to a homogeneous speckle region in focus.

D. Data acquisition

We acquired channel data using a custom matrix array (Vermon, Tours, France) with 1024 

elements. The elements are organized in a flat 64 × 16 grid with a pitch of 0.65 mm and 

1 mm along azimuth and elevation, with no transducer lens. The elements have a center 

frequency of 2.5 MHz with 60% fractional bandwidth. We used four externally synchronized 

Vantage-256 scanners (Verasonics, Inc., Kirkland, WA, USA) that enabled simultaneous 

access to all 1024 transmit/receive elements of this probe.

We used a phased-scan sequence for experimental acquisitions with focused beams along 

60 radial lines within the central axial-azimuth plane. Each beam was spherically focused 

using all 1024 elements at an 8 cm radial distance from the transducer surface. The beams 

were transmitted at a 0.5 degree azimuthal angular spacing with the beam angle calculated 

from an apex located at 20mm behind the transducer [35]. At each location, we transmitted 

two sign-inverted pulses for pulse inversion (PI) harmonic imaging and two repeat pulses for 

temporal coherence measurements resulting in a total of 240 focused beams per frame. 

The transmit pulses were centered at 1.5 MHz to enable harmonic reception using a 

high gain portion of the bandwidth. The backscattered echo simultaneously captured by 

all 1024 elements was stored for offline post-processing. We performed trans-abdominal 

liver imaging in two healthy male volunteers, under the Institutional Review Board (IRB) 

protocols approved by the Duke University Medical Center.

E. Data processing

Channel data from individual transmit-receive events were focused using a dynamic receive 

beamformer without aperture growth. In vivo data were separated into fundamental and 

harmonic (PI summed) acquisitions followed by a bandpass filter with respective receive 

frequencies. Focused channel data were also summed within blocks of sub-apertures to yield 

various (Table I) sub-aperture beamforming configurations [29].
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We computed spatial coherence using point-wise correlation of complex signals [36]. The 

coherence estimates were spatially averaged using a 5λ-by-5λ kernel for the linear scan 

simulations [27] and a 5λ-by-5 beams kernel for the in vivo phased scans. For in vivo data, 

we also estimated the temporal coherence by cross-correlating individual element signals 

from repeated transmits followed by averaging over spatial kernels and all elements.

F. Performance metrics

The contrast recovered by LoSCAN methods was measured using contrast ratio (CR) 

defined as

CR = μT
μB

(23)

where μT and μB are the mean magnitude of uncompressed envelopes within the target and 

background, respectively.

For in vivo targets, we also evaluated generalized contrast-to-noise ratio (gCNR) [37]. The 

gCNR is immune to dynamic alterations [10] and provides a metric of lesion detectability 

defined based on the separability of histograms of two regions:

gCNR = 1 − min pT(x), pB(x) dx (24)

Here, pT (x) and pB (x) are the probability density functions of pixels inside the target and 

the background, respectively. For in vivo images, the target was drawn inside the gallbladder 

and the background was drawn in a homogeneous area of the liver.

IV. RESULTS

Figure 2 shows the B-mode, LoSCAN-x, LoSCAN-y, and ALSCAN images of the simulated 

anechoic lesion and layer phantoms at 0dB channel SNR. The LoSCAN and ALSCAN 

images exhibit improved contrast compared to the B-mode images. Contrast improvement 

is visually more pronounced in layer phantom images than the lesion images. LoSCAN-x, 

LoSCAN-y, and ALSCAN images at different lags appear visually identical. Fig. 3 shows 

the contrast measured in (a) layer (b) and lesion phantoms of various intrinsic contrasts as 

a function of channel SNR. Due to the similarity among LoSCAN and ALSCAN methods 

at various lags, we only reported the LoSCAN-y measurements. B-mode and LoSCAN-y 

maintain intrinsic layer contrasts for −5 dB to −30 dB layers at high SNR levels. The 

−30 dB spherical lesion contrast was underestimated by 2.7 dB with both methods. For 

anechoic layers, both methods depicted a −48.5 dB contrast. With the increase in channel 

noise (lower SNR), both methods deviated from true contrast. However, LoSCAN offered an 

extra channel SNR margin before deviating from true contrast. For example, at the −30dB 

layer phantom, LoSCAN-y images exhibited 10% contrast degradation at an 11.6 dB lower 

channel SNR than B-mode. Contrast measured in anechoic phantoms using ALSCAN with 

various lags is reported in Fig. 3(c–d) at representative channel SNR levels. Variation in 

contrast measured with different lags was only noticeable in the layer phantom and at a high 
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channel SNR level (20 dB). The maximum contrast difference among different lags was 1.1 

dB.

Figure 4(a) shows the modeled noise correlation (equation (19)) used in the following 

simulations. The impact of such additive PCN on the spatial coherence function is depicted 

in Fig. 4(b). Despite no increase in channel SNR, the lag-one coherence of echo from 

a homogeneous speckle target increased from 0.42 to 0.76 (Fig. 4(b)) when the noise 

correlation FWHM increased from 1λ to 3λ. The impact of additive PCN with short 

correlated length was concentrated within the first few samples of the overall coherence 

function. Figure 5 shows the impact of PCN on the contrast observed using B-mode and 

LoSCAN-x. For a fixed channel SNR, B-mode contrast decreased with increasing noise 

correlation length. However, the performance of LoSCAN deteriorated more dramatically 

than B-mode as a function of noise FWHM. The ability of LoSCAN to recover contrast 

became negligible when the noise FWHM was 2λ. For example, at 0dB channel SNR, the 

contrast recovered by LoSCAN-x was 7.2 dB and 1.4 dB at τ = 1λ and τ = 2λ, respectively.

Figure 6 shows the contrast in an anechoic layer phantom measured using SAB LoSCAN-x 

(a,b) and ALSCAN (c,d) in the presence of 0dB PCN. The noise was correlated either along 

the azimuth (a,c) or the elevation (b,d) dimension. At 2λ and 3λ noise FWHM, B-mode 

and LoSCAN-x produced similar contrast. Sub-aperture beamforming improved contrast 

compared to the no-SAB case when the sub-aperture blocks covered the direction of noise 

correlation. For example, in the case of azimuthal noise correlation, 4 × 1, 2 × 1, 4 × 4, 

and 2 × 2 SAB configurations produced higher contrast than 1 × 1 (no SAB), 1 × 2, and 1 

× 4 configurations. On the other hand, with elevationally correlated noise, 1 × 4, 1 × 2, 4 

× 4, and 2 × 2 SAB configurations produced higher contrast than 1 × 1, 2 × 1, and 4 × 1 

configurations. At τ = 2λ, the maximum improvement in contrast over the no SAB case was 

5.5 dB and 4.9 dB in (a) and (b), respectively. For ALSCAN, only marginal contrast gain 

(maximum 1.3 dB for τ = 2λ) was observed when using a lag other than (1,0) and (0,1) in 

(c) and (d), respectively.

Figure 7 shows the sensitivity of LoSCAN to various input parameters. The pixel-wise 

weight in LoSCAN (equation (18)) is a function of the spatial coherence at lag (m,n), the 

coherence factor (CF), and receive element count (M). The parameter M can be ignored 

when analyzing a fixed aperture configuration. However, to accommodate the interpretation 

of SAB results, the LoSCAN weight was parameterized by spatial coherence at (m,n) and 

CF.M (the product of CF and element count). This weight, expressed in the dB scale, 

directly reflects the expected contrast gain in a hypoechoic region. Figure 7(a) plots this 

weight as a function of CF.M and lag-one coherence (m, n = 1, 0). Regardless of the 

severity of channel noise level (LOC), the pixel weight remains relatively unaffected when 

the CF.M is overestimated. For example, if the CF.M estimate is 2, the difference in the 

weight produced by LOCs of 0.1 and 0.9 is only 2.4 dB.

The curves in Fig. 7(a) were used to explain the contrast recovery in the anechoic layer 

simulation. Figure 7(b) shows the LOC measured in the anechoic region. With ICN, the 

LOC values were significantly low (<0.1) and did not noticeably change with sub-aperture 

beamforming. The LOC increased as a function of noise FWHM, reflecting the correlation 
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of the noise. SAB decreased the LOC estimates when the noise was partially correlated. 

For incoherent noise, the coherence factor (Fig. 7(c)) increased roughly as the factor of sub-

aperture size. The CF also increased with noise correlation length. However, the difference 

in CF estimates between ICN and PCN decreased with sub-aperture beamforming. The 

impact of sub-aperture beamforming and correlated noise on CF.M is depicted in Fig. 

7(d). For incoherent noise, the CF.M parameter was approximately 1. Consequently, the 

LoSCAN output was highly sensitive to channel SNR estimate (Fig. 7(a)). However, when 

the noise correlation increased to 2λ, the CF.M estimates increased above 2 and pushed 

the operating point of LoSCAN to the region where channel SNR has a relatively low 

impact on the overall pixel-weight. Larger SAB configurations produced CF.M values closer 

to those of ICN, which moved the LoSCAN’s operating points to the left in Fig. 7(a). 

With a corresponding low LOC estimate, SAB, therefore, produced improved contrast in 

PCN-corrupted images.

Fig. 8 shows the spatial coherence measured inside the gallbladder and liver of two healthy 

volunteers using a 64 × 16 elements transducer. In both subjects, the mean echo coherence 

inside gallbladder is less than 0.1 except at the first lag along the azimuthal dimension. 

This subtle partial coherence was not observed along the more coarsely sampled elevation 

dimension. Harmonic echos exhibited lower coherence at lag-one. However, the temporal 

coherence was also lower at the harmonic receive frequency. Azimuthal coherence measured 

inside the liver in fundamental mode exhibited a sharp drop in the vicinity of lag-one. For 

example, in subject 1, the difference between lag-one and lag-two azimuthal coherence was 

0.28, while the maximum difference between lag-two and lag-ten azimuthal coherence was 

0.09.

In vivo B-mode, LoSCAN and ALSCAN images are shown in Fig. 9. LoSCAN-y and 

ALSCAN method using the (4,2) lag improved the contrast of gallbladder compared to B-

mode and LoSCAN-x. However, the contrast was most noticeably improved by LoSCAN-x 

with a 4 × 2 SAB. SAB configuration along the elevation dimension (1 × 2) did not visibly 

improve the clutter than the no SAB case.

Contrast and gCNR measured from the in vivo acquisitions are shown in Fig. 10. In most 

acquisitions, LoSCAN-y produced marginally higher contrast and gCNR than LoSCAN-

x. LoSCAN-y and the ALSCAN methods produced similar gCNR and contrast. SAB 

configurations that spanned along the azimuthal dimension resulted in higher contrast and 

gCNR in LoSCAN-x than the ALSCAN methods. SAB configuration that spanned only 

along the elevational direction performed poorly. Maximum contrast gain by the SAB 

LoSCAN-x over LoSCAN-x was 5.5 dB (subject 1) and 2.5 dB (subject 2) in fundamental 

mode and was 1.8 dB (subject 1) and 1.5 dB (subject 2) in harmonic mode. The maximum 

gCNR gain by the SAB methods over LoSCAN-x was 0.03 (subject 1) and 0.07 (subject 2) 

in fundamental mode and was 0.02 (subject 1) and 0.02 (subject 2) in the harmonic mode. 

When directly compared to B-mode, SAB LoSCAN-x offered a maximum contrast gain of 

8.2 and 3.5dB in fundamental mode and 7.0 and 2.7 dB with harmonic in two subjects. The 

maximum gCNR gain compared to B-mode was 0.05 and 0.09 in fundamental mode and 

0.06 and 0.03 with harmonic mode in two subjects.
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V. DISCUSSION

In this work, we presented a matrix array-based implementation of LoSCAN and evaluated 

strategies to suppress partially correlated reverberation noise using matrix-based techniques. 

Using Field II simulations and in vivo measurements with an experimental system, we 

validated the proposed method. Key results are summarized below:

• Contrast loss due to purely incoherent noise can be estimated from any arbitrary 

short-lag spatial correlation.

• Performance of LoSCAN is severely limited when interchannel additive noise 

becomes partially correlated.

• Sub-aperture beamforming before LoSCAN processing enhances contrast and 

improves LoSCAN’s performance in the presence of PCN.

• For best performance, the SAB dimension should be matched to the direction 

and extent of underlying noise correlation.

The matrix LoSCAN formulation is similar to the original 1D LoSCAN with some key 

differences. Unlike the 1D version [27] that used lag-one coherence, channel SNR was 

estimated from an arbitrary short lag. The underlying speckle coherence at the short lag 

was estimated using a triangular model that may be inaccurate with significant backscatter 

heterogeneity. It is thus important to use short-lags regions to minimize such deviations. The 

alternative is to use a unity speckle coherence assumption at short lag [27] which may not 

be valid with SAB configurations and in 2D arrays with coarse sampling. Similar to Long 

et al. [27], the proposed matrix LoSCAN assumes that the channel noise is uncorrelated. 

Since partial noise correlation can not be separated from partial echo correlation, a PCN-

compatible LoSCAN is non-trivial to derive.

Incoherent noise has a scaling effect on the spatial coherence function [38], and LoSCAN 

seeks to recover the image contrast by rescaling the coherence function using the LOC [27]. 

Simulations of a large 2D array demonstrate that this approach can be generalized to an 

arbitrary lag. LoSCAN-x, LoSCAN-y, and ALSCAN images obtained from non-neighboring 

lags produced similar contrasts in lesion and layer targets. In anechoic layer phantoms, 

where the underlying echo coherence deviated significantly from the triangular model, the 

higher lag versions produced a maximum of 1.1 dB variation in contrast. These results show 

that the higher-lag-based ALSCAN can be reliably used to recover contrast.

Partially correlated additive noise severely degrades LoSCAN’s clutter suppression ability. 

Simulations show that the contrast curves for B-mode and LoSCAN start to overlap for a 

noise FWHM of 2λ. The source of this degradation can be attributed to an overestimation 

of channel SNR and the coherence factor. The noise correlation adds to the overall measured 

correlation (Figs. 4(b),7(b)). Thus, in the presence of PCN, lag-one coherence overestimates 

the channel SNR. LoSCAN also requires an estimate of the beamformer gain, G, which 

is a function of the underlying target coherence. Since the target coherence is generally 

unknown, we estimate G from the CF. We have shown in the Appendix C that when the echo 

coherence is relatively low (hypoechoic regions), the noise coherence artificially increases 

the CF. Simulation measurements also corroborated this showing an increase in CF with 
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increasing noise FWHM (Fig. 7(c)). Therefore, performance loss of LoSCAN due to PCN is 

a combined effect of channel SNR and coherence factor overestimation.

ALSCAN marginally improves PCN suppression by estimating channel SNR from a lag 

higher than the noise correlation length. However, the coherence factor remains unchanged 

in ALSCAN. The sensitivity analysis in Fig. 7(a) shows that the coherence factor often has 

a threshold impact on the overall image correction factor. Specifically, a CF.M larger than 

approximately two can render the LoSCAN largely insensitive to the channel SNR estimate 

(Fig. 7(a)). Therefore, when the channel noise is correlated, using a higher lag (ALSCAN) 

has a relatively minor impact on the final image contrast (Figs. 6(c)–(d)).

Sub-aperture beamforming was an effective approach to mitigate the PCN. The correlation 

of noise between two neighboring sub-apertures is the average correlation of each element 

from one sub-aperture to each element from the other sub-aperture [29]. Thus, when 

the SAB dimension is larger than the physical extent of the noise correlation, the noise 

between effective elements becomes uncorrelated. This mitigates the LOC/channel SNR 

overestimation problem (Fig. 7(b)). Additionally, based on the model shown in the Appendix 

C, when the noise correlation is reduced through SAB, the coherence factor estimates 

become similar to incoherent noise (also measured in simulation in Fig. 7(c)). Therefore, 

with appropriately sub-aperture beamformed data, the LoSCAN effectively operates within 

the noise incoherence assumption.

The simulations show that the SAB LoSCAN is most effective when the SAB configuration 

covers the direction of noise correlation (Figs. 6(a,b)). For optimum performance, the SAB 

size must be larger than the physical extent of noise correlation. It should be noted that 

the physical extent of the noise correlation is larger than its FWHM. It can be shown that 

the Gaussian correlation model in (19) substantially decays (<0.01) when m>2.58τ. Thus, 

for τ = 1, 2 and 3 λ, the noise remains correlated over a physical distance of 2.6, 5.1 

and 7.7 λ, respectively. Figure 7(d) shows that the CF.M parameter and LOC due to PCN 

approached those of the ICN when the azimuthal sub-aperture size exceeded these numbers. 

Consequently, SAB configurations larger than the noise correlation extent are necessary to 

validate the incoherence assumption.

Due to the narrow coherence length of reverberation clutter, partial coherence measurement 

requires a highly sampled array. Within in vivo hypoechoic targets, the azimuthal spatial 

correlation was less than 0.1 for all lags except at lag-one, where it was 0.4 and 0.3 in two 

volunteers. In the elevation curves, such effects were not visible. We speculate that this can 

be attributed to a coarse sampling of the 2D spatial coherence function by large (1 mm) 

elevation elements. LoSCAN performed with a finely sampled array (such as λ/2 phased 

arrays) is likely more susceptible to PCN.

Fundamental B-mode images in the gallbladder exhibited a speckle-like texture indicating 

the presence of reverberation clutter. LoSCAN-x did not significantly enhance contrast 

compared to B-mode. LoSCAN-y and higher lag versions (ALSCAN) performed better 

than LoSCAN-x. This observation matches the spatial coherence measurements from Fig. 

8. Of all lags, only the azimuthal lag exhibited significant noise correlation likely due 
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to finer array sampling along this direction. LoSCAN-y and certain ALSCAN methods 

used lags higher than the noise correlation length to estimate the channel SNR. ALSCAN, 

however, was still limited by CF overestimation, as previously explained. With appropriately 

tuned SAB configurations, LoSCAN-x performed better than ALSCAN. The 1×2 SAB 

configuration performed the worst, indicating that SAB dimensions must be tuned to the 

noise correlation anisotropy. Contrast and gCNR measurements corroborated these visual 

observations. Harmonic images also exhibited similar, albeit less pronounced, results in 

gCNR and contrast statistics.

The source of partial coherence in reverberation clutter is not well-studied in the literature. 

Most studies generally modeled the reverberation clutter as purely incoherent. However, 

we observed in our ongoing studies that the diffuse reverberation in abdominal targets 

is often on the order of the wavelength. A study on the sources of partial correlation 

is beyond the scope of this work and will be conducted in the future. We anticipate 

that a frequency-dependent maximum correlation length can be established for diffuse 

reverberation, allowing a fixed sub-aperture beamforming configuration typically used in 

clinical 2D arrays.

A potential source of PCN is sidelobe-induced off-axis clutter which cannot be ruled out 

due to the limited size of the gallbladder. However, sidelobe clutter tends to have a longer 

correlation length than those observed in fig. 8 [39]. Additionally, a reverberation that occurs 

between far-field structures and subsequently propagates to the transducer may also exhibit 

partial correlation. Although we imaged deep abdominal targets, it is unclear whether any 

distant reverberation contributed to the observed PCN.

One unexpected result was the low elevational coherence measured inside the liver of 

subject 2 in fundamental mode. Although proximity to the liver capsule and bright out-

of-plane targets would explain this, limited field-of-view and a lack of elevational beam 

steering prevented experimental validation.

The proposed approaches are computationally inexpensive. Similar to the original 

implementation [27], matrix LoSCAN requires correlation at a single lag and the coherence 

factor. Although we used a 1024-element array in this study, SAB-based approaches 

operated on downsampled aperture data (up to 8× downsampling). For example, with a 

4 × 2 SAB configuration in our experimental array, coherence calculation had the same 

complexity as a 128-element array. Implemented on MATLAB and benchmarked on a 

3.4 GHz Intel i7-3770 processor using 50 repeated executions, LoSCAN-x processing 

throughputs were 22.5 and 168.4 pixels/ms for no-SAB and 4 × 2 SAB data, respectively.

There are several limitations of our study. We only performed imaging in the X-Z plane 

rather than volumetric LoSCAN imaging. However, the results are readily applicable to 

any scan configurations. Binary layer phantoms simulated in this study are not frequently 

encountered in patients. However, these models provide a target that is uniform through 

depth with enough lateral extent to show both off-axis effects close to the boundary and 

avoid them further out. We have performed SAB on the receive focused data, which 

requires full channel-domain access. Manufacturers often perform SAB in the handle of 

Ahmed et al. Page 15

IEEE Trans Ultrason Ferroelectr Freq Control. Author manuscript; available in PMC 2023 January 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



matrix arrays to reduce channel count [40]. Jakovljevic et al. previously demonstrated that 

coherence imaging methods improve image quality with such pre-beamformed data [40]. 

However, the applicability of LoSCAN to pre-beamformed data remains to be studied. 

Another limitation is that we have utilized a simple model of partially correlated noise based 

on Cholesky decomposition. While a non-linear simulation [41] that appropriately models 

multipath reverberation would be more realistic, our model provides exact control over noise 

correlation length. We plan to perform a 3D fullwave simulation [42] in future work in 

conjunction with matrix LoSCAN. We also plan to evaluate the efficacy of matrix-based 

LoSCAN on a larger patient population.

VI. CONCLUSION

We presented a matrix array-based implementation of LoSCAN and evaluated 2D 

beamforming approaches to mitigate partially correlated reverberation clutter. The proposed 

matrix LoSCAN was able to recover contrast loss associated with incoherent noise using 

the spatial coherence at an arbitrary short lag. Among the two matrix-based approaches we 

studied, SAB LoSCAN was the most effective at suppressing partially correlated clutter. 

SAB LoSCAN produced optimum performance when the SAB configuration was matched 

to the direction and spatial extent of the noise correlation. In vivo measurements in the liver 

validated the clutter suppression ability of the proposed approaches.
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VII.: APPENDIX

A. Beamformer gain in matrix arrays

In this section, we develop a closed-form expression of beamformer gain for matrix arrays 

in terms of the 2D spatial coherence function. The general expression for G is given 

by (5), which states that the beamformer gain is proportional to the sum of all possible 

spatial correlations measured in a matrix array. We can perform this sum by observing the 

symmetries in RS.

First, there are MxMy unity correlations at (0,0) lag. Next, within a given row, there are 

(Mx − 1) non-zero azimuthal lags, and a total of (Mx − m) element pairs that satisfies a 
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given lag of m. Each element pair produces a forward and a backward correlation that are 

complex conjugates of each other. Thus, considering My rows in the array, the sum of all 

correlations with zero elevational lag is given by 2My m = 1
Mx − 1 (Mx − m)RS(m, 0). Similarly, 

the sum of all correlations with zero azimuthal lag is given by 2Mx n = 1
My − 1 (My − n)RS(0, n). 

Finally, any diagonal lag with non-zero (m, n) can be selected along two directions (Fig. 

1(c)). Thus, a total of 2(Mx − m)(My − n) element pairs satisfy a given lag of (m, n) , with 

each pair producing two complex conjugate correlations. Thus, the sum of correlations at 

non-zero row-column lags is 4
m = 1

Mx − 1
n = 1
My − 1 (Mx − m)(My − n)RS(m, n). Combining all of 

these correlation sums, we obtain the beamformer gain expression of (10).

One can computationally verify that, regardless of array dimension, equation (10) yields 

G=M for a perfectly coherent target.

B. Coherence factor in matrix arrays

In this section, we express the coherence factor in terms of measured 2D spatial coherence 

functions. Eq (13) can be expanded as:

CF =
i1 = 1

Mx
i2 = 1
My (Si1i2 + Ni1i2)

j1 = 1

Mx
j2 = 1
My (Sj1j2 + Nj1j2)

*

M i1 = 1

Mx
i2 = 1
My (ψS + ψN)

= i1 = 1

Mx

i2 = 1

My

j1 = 1

Mx
j2 = 1
My (Si1i2 + Ni1i2)(Sj1j2 + Nj1j2)*

M2ψS + N

= 1
M2 i1 = 1

Mx

i2 = 1

My

j1 = 1

Mx

j2 = 1

My
RS + N i1, i2; j1, j2

(25)

We can now sum the noisy coherence function using the analysis in the previous section and 

obtain the expression in (14).

C. Coherence factor for partially correlated additive noise

In this section, we derive an expression of the coherence factor of backscatter signals 

corrupted by additive PCN. We did not explicitly utilize these models in the proposed 

matrix LoSCAN formulation. However, we used these models to explain the performance of 

LoSCAN and SAB LoSCAN-x with PCN.

Without assuming noise incoherence and assuming mutually uncorrelated signal and noise, 

(13) can be rewritten as:
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CFP =

ψS
i1 = 1

Mx

i2 = 1

My

j1 = 1

Mx
j2 = 1
My RS i1, i2; j1, j2 + ψN

i1 = 1

Mx

i2 = 1

My

j1 = 1

Mx
j2 = 1
My RN i1, i2; j1, j2

M i1 = 1

Mx
i2 = 1
My (ψS + ψN)

= 1
M2

SNRc
1 + SNRc i1 = 1

Mx

i2 = 1

My

j1 = 1

Mx

j2 = 1

My
RS i1, i2; j1, j2

+ 1
1 + SNRc i1 = 1

Mx

i2 = 1

My

j1 = 1

Mx

j2 = 1

My
RN i1, i2; j1, j2

(26)

It is important to note that the channel SNR in this expression can not be estimated using 

(9), which is only valid for ICN. The dimensionality of echo and noise correlation matrices 

can be reduced using the summing techniques described in the previous sections. For 

example, the noise correlation function can be simplified as:

i1 = 1

Mx

i2 = 1

My

j1 = 1

Mx

j2 = 1

My
RN i1, i2; j1, j2 = M

+ 4
m = 1

Mx − 1

n = 1

My − 1
My − n Mx − m RN(m, n)

+ 2My
m = 1

Mx − 1
Mx − m RN(m, 0)

+ 2Mx
n = 1

My − 1
My − n RN(0, n)

(27)

For the special case of azimuthally correlated noise, we obtain a simplified expression:

CFP = 1
M2

SNRc
1 + SNRc i1 = 1

Mx

i2 = 1

My

j1 = 1

Mx

j2 = 1

My
RS i1, i2; j1, j2 + M

1 + SNRc

+ 2My
1 + SNRc m = 1

Mx − 1
(Mx − m)P(m)

(28)

where P(m) is the 1D noise correlation function.

Several key results can be explained using this expression. First, the increase in CF within 

anechoic regions as a function of noise correlation length can be explained using (28). In 

the anechoic region, the echo coherence is very low and solely a contribution of off-axis 

scattering. Also, the channel SNR in hypoechoic regions is significantly lower than the 

nominal channel SNR, which was specified relative to the bright speckle region. Thus, 

we can ignore the first term of this expression for high contrast hypoechoic regions. 

Consequently, CF increases with any positive contributions from P(m) at m > 0. Second, 

due to negligible signal coherence, the effective channel SNR in the anechoic regions 
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remains relatively unchanged after SAB. This explains why the CF increases as a factor 

of sub-aperture size (Fig. 7(c)) in the presence of ICN (third term equals zero). Finally, 

with sub-aperture beamforming, when the third term becomes negligible, the CF value 

approaches the incoherent case. This explains why SAB reduced the overestimation of CF in 

hypoechoic regions, which was critical to the improvement of LoSCAN.
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Fig. 1: 
Three approaches to compute image normalization weight. (a) LoSCAN-x uses average 

signal correlation between all pairs of elements separated by a unity azimuthal lag whereas 

(b) LoSCAN-y uses all element pairs separated by a unity elevational lag. (c) ALSCAN is 

based on an arbitrary short lag that incorporates all element pairs separated by a lag (m,n).
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Fig. 2: 
B-mode, LoSCAN-x, LoSCAN-y and ALSCAN images of a simulated anechoic lesion (top 

row) and layer (bottom row) phantom. ALSCAN images were computed using various lags. 

Images correspond to a channel SNR of 0 dB (incoherent noise). Dotted regions were used 

in all quantitative analyses. Images are displayed with a 60-dB dynamic range.
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Fig. 3: 
Contrast measured using LoSCAN-y and B-mode as a function of channel SNR (incoherent 

noise) for simulated targets with various intrinsic contrasts. Results are shown for (a) 

lesion and (b) layer targets. Contrast measured in anechoic (c) lesions and (d) layers using 

ALSCAN at selected channel SNR values. ALSCAN was performed using various lags 

(m,n). The ALSCAN cases with (m,n)=(1,0) and (0,1) are equivalent to LoSCAN-x and 

LoSCAN-y, respectively.
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Fig. 4: 
Spatial correlation of simulated PCN. (a) shows the modeled partial correlation using 

equation (19) for 1λ, 2λ and 3λ FWHM. (b) Measured spatial coherence of echo when the 

noise in (a) was added to a homogeneous speckle simulation data maintaining a 0dB channel 

SNR. Noise correlation was maintained only along the azimuth. Inset shows zoomed-in 

profiles at the short lag region.
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Fig. 5: 
Impact of additive PCN on the contrast measured using B-mode and LoSCAN-x images. 

PCN was added to the simulated echo data of an anechoic layer maintaining various channel 

SNR and azimuthal noise correlation length (FWHM = 1 − 3λ). Inset shows zoomed-in 

profiles around 0dB.
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Fig. 6: 
Contrast measured in a simulated anechoic layer using SAB LoSCAN-x (a,b) and ALSCAN 

(c,d) in the presence of PCN. Noise correlation was along the azimuth in (a) and (c) and 

was along elevation in (b) and (d). Noise with FWHMs of 1λ, 2λ and 3λ was added to 

the channel data of a simulated anechoic layer maintaining 0dB channel SNR. LoSCAN-x 

measurements in (a),(b) are reported for various SAB configurations whereas the ALSCAN 

measurements in (c),(d) are reported for various lags.
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Fig. 7: 
Operational characteristics of LoSCAN. (a) shows the image normalization weight given 

by equation (18) as a function of CF.M and azimuthal LOC. (b)-(d) show the LoSCAN 

input parameters (LOC, CF and CF.M) measured in the anechoic region of a simulated layer 

phantom. The parameters were measured at 0dB channel SNR with ICN and azimuthal PCN 

with various FWHM. Measurements in (b)-(d) are reported for three SAB configurations and 

no-SAB (1 × 1).
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Fig. 8: 
In vivo spatial coherence measurements inside the gallbladder and liver of two volunteers. 

The measurement kernels are shown in the B-mode images (left column) and had equivalent 

dimensions to those used in the LoSCAN and ALSCAN image formation. Fundamental 

and harmonic spatial coherence curves are displayed in columns 2-3 and columns 4-5, 

respectively. The blue lines in the coherence plots correspond to measurements along 

individual rows or columns of the 2D array, and the gray line is the mean coherence. 

Measurement kernels inside livers (rows 3-4) were placed at the focal depth. Both 

measurements in subject 2 (rows 2, 4) were performed within the same cross-section, while 

in subject 1, we measured liver coherence (row 3) at a different cross-section than the 

gallbladder (row 1) due to the absence of a large homogeneous area.
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Fig. 9: 
Fundamental and Harmonic B-mode, LoSCAN and ALSCAN images of the gallbladder in 

two volunteers obtained using a 64 × 16 matrix array. LoSCAN-x with two selected SAB 

configurations is displayed in columns 5-6. Dotted regions were used for computing image 

statistics. Images are displayed with a 60-dB dynamic range.
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Fig. 10: 
(a) Measured contrast and (b) gCNR in the fundamental and harmonic images from two 

volunteers. Results are shown for B-mode, LoSCAN-x, LoSCAN-y with various SAB 

configurations, and ALSCAN at various lags.
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TABLE I:

List of SAB configurations used with LoSCAN-x and lag configurations used with ALSCAN. Maximum lag 

or sub-aperture size along any dimension was restricted to 4. In experimental cases, maximum elevational lag 

or sub-aperture size was restricted to 2 due to limited aperture size.

LoSCAN-x SABs ALSCAN lags (m,n)

Simulation Experiment Simulation Experiment

1×1 (no SAB) 1×1 1,0 (LoSCAN-x) 1,0

2×1 2×1 0,1 (LoSCAN-y) 0,1

4×1 4×1 2,0 2,0

1×2 1×2 0,2 0,2

1×4 2×2 1,1 1,1

2×2 4×2 2,2 2,2

4×4 3,3 4,2

4,4
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