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Abstract
Diabetic retinopathy is a chronic condition that causes vision loss if not detected early. In the early stage, it can be diagnosed 
with the aid of exudates which are called lesions. However, it is arduous to detect the exudate lesion due to the availability 
of blood vessels and other distractions. To tackle these issues, we proposed a novel exudates classification from the fundus 
image known as hybrid convolutional neural network (CNN)-based binary local search optimizer–based particle swarm 
optimization algorithm. The proposed method from this paper exploits image augmentation to enlarge the fundus image to 
the required size without losing any features. The features from the resized fundus images are extracted as a feature vector 
and fed into the feed-forward CNN as the input. Henceforth, it classifies the exudates from the fundus image. Further, the 
hyperparameters are optimized to reduce the computational complexities by utilization of binary local search optimizer 
(BLSO) and particle swarm optimization (PSO). The experimental analysis is conducted on the public ROC and real-time 
ARA400 datasets and compared with the state-of-art works such as support vector machine classifiers, multi-modal/multi-
scale, random forest, and CNN for the performance metrics. The classification accuracy is high for the proposed work, and 
thus, our proposed outperforms all the other approaches.
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Introduction

Diabetic retinopathy [1] is an intimidating problem that usu-
ally causes vision loss and blindness among people with 
diabetes. This occurs due to infection of blood vessels in the 
region of light sensation layered tissue known as the retina. 
During the early stage, this diabetic retinopathy does not 
show any symptoms; nonetheless, some have little crucial 
issues like trouble in reading near and far away objects every 
then and now. At the critical stage, the blood vessels of the 
retina begin to bleed into the middle of the eye as gel-like 
fluid, a condition known as exudates [2]. As a result, you 
might have seen dark, floating spots or streaks that mimic 
cobwebs. In rare cases, the spot will heal on its own. How-
ever, it is ineluctable to treat this disease as early as possible 
to safeguard eyes from severe devastation.

The early recognition of this disease and further treatment 
using different modalities can lower the risk of vision loss. 
The adverse development of image processing [3] has been 
used for the detection and analysis of retinopathy more accu-
rately as possible. Furthermore, the advent of digital retinal 
imaging has facilitated the rapid acquisition and interpreta-
tion of fundus images, quantitative investigation for filing, 
and evolution of retinopathy records. Diabetic retinopathy 
detection cannot be performed by a specific image process-
ing till now. In the meanwhile, several studies have been 
conducted and validated regarding this field [4–17].

Images of retinal images may be taken by dilating (mydri-
atic) or non-dilating (non-mydriatic) the pupil [18]. Moreo-
ver, these images can be analyzed by professionally trained 
readers or centers. Subsequently, there are two types of exu-
dates: (i) hard exudates and (ii) soft exudates [19]. The first 
one is the yellow spot that occurs in the retina [20], whereas 
the latter one is the white region which exhibits pale yellow 
edges. Hence, it is necessary to investigate the problems by 
automated computerized method [21, 22, 23].

The normal features of the retina can be given as optic disk, 
blood vessels, fovea, and macula [24], and neovascularization, 
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exudates, hemorrhages, microaneurysms, and cotton wool 
spots are the abnormal features [25]. As a part of the inves-
tigation, the abnormal images are classified with the aid of 
feature derivation. Most often the derived features are incom-
plete, and sometimes it provides irrelevant data for classifi-
cation purposes [26]. Of these one of the important features 
is the optic nerve head and can be derived, and it is usually 
distributed in the right or left side of the fundus images [27]. 
However, the other features such as macula and fovea are posi-
tioned along with the optic nerve head [28]. The shape of the 
ONH can be affected by the outgoing vessels [29]. Thus, the 
feature extraction becomes the crucial task in the classifica-
tion of exudates.

Several research works have been conducted to extract the 
exact features to preserve the classification accuracy and also 
to predict the exudates. However, the optimized classification 
accuracy is yet to be obtained. Hence, we propose a novel 
method known as hybrid CNN-BLSO-based PSO algorithm 
which accurately classifies the exudates according to their 
types. The contributions of our works are enclosed below:

• The feature vectors are extracted from the augmented 
images with gray-level co-occurrence matrix (GLCM) 
technique.

• Then, the features of exudates are classified by the pro-
posed hybrid CNN-BLSO-based PSO approach.

The rest of this article is organized as in “Review of 
Related Works”; the background of this article is analyzed 
with their merits and demerits. The proposed methodology 
is elucidated in “Proposed Approach.” The experimental 
part of this work is illustrated in “Experimental Analysis.” 
Finally, the article is concluded in “Conclusion and Future 
Work”.

Review of Related Works

The contour detection which is incorporated with the Mamdani-
based fuzzy rules to detect the blood vessels in fundus retinal 
image has been developed by Orujov et al. [30]. They used 
contrast-limited adaptive histogram equalization (CLAHE) to 
enhance the green channel data input, and the noise was mini-
mized by the median filter used. Consequently, edge detection 
has been performed by the Mamdani fuzzy rules which enhance 
the edge detection accuracy. Nonetheless, optimized detection 
is yet to be attained.

Meanwhile, Pathan et al. [31] proposed a novel method to 
segment the optic disc which excludes the blood vessel by 
accurate detection which has been achieved with the aid of a 
directional filter. On the other hand, a decision tree classifier 
is exploited to acquire the adaptive threshold value which 
can be used to recognize the contour of the optic disc. Thus, 

it provides efficient segmentation of fundus images. How-
ever, it is arduous to apply in real-time clinical applications.

AbdelMaksoud et al. [32] stated a novel technique known 
as the computer-aided diagnostic (CAD) method which uti-
lizes the multi-label classification (MLC) to classify the 
fundus photography. The pre-processing of images was 
performed by histogram equalization which sustains the 
brightness and minimizes the noises. Following this, the 
segmentation of images was conducted to extract the fea-
tures such as blood vessels, exudates, microaneurysms, and 
hemorrhages with the support of a gray-level co-occurrence 
matrix. Henceforth, the support vector machine (SVM) clas-
sifier is exploited to classify the normal and abnormal liver 
cells and hence improves the classification accuracy.

Meanwhile, this method has been tested for small data-
sets and has no details for large datasets. A convolutional 
neural network–based exudate detection method from the 
fundus image has been delineated by Khojasteh et al. [33]. 
High accuracy in the detection of exudate detection has been 
accomplished; nonetheless, it is inappropriate to detect other 
features like microaneurysms and hemorrhages. Moreover, 
Syed et al. [34] proposed a new automatic system to detect 
macular edema with the observation of exudates and macu-
lae. The exudates were segmented by the utilization of SVM 
and various hybrid features.

The ensemble-based classifier along with bootstrapped 
decision tree for multiscale localization and segmentation of 
exudates has been proposed by Fraz et al. [35]. The exudates 
were derived with morphological reconstruction and Gabor 
filter, and the false-positive rates have been minimized with 
the application of contextual cues during the classification 
stage. However, this approach is limited to a small number 
of datasets. A deep convolutional neural network (DCNN) 
has been presented by Wang et al. [36] for hard exudate (HE) 
detection. A mathematical morphological approach was used 
to segment the HE precisely. Ridge regression–based feature 
fusion was used to analyze the features, and the perfect HE 
can be detected by the use of a random forest approach. 
However, it is difficult to detect other lesions such as hemor-
rhage and neovascularization.

Proposed Approach

In proposed exudate classification on the fundus image 
method, we adopted GLCM for feature extraction and hybrid 
CNN-BLSO-based PSO for classification. The schematic 
structure of the proposed method is shown in Fig. 1.

Data Augmentation

The fundus images are smaller in size, and hence, it is ine-
luctable to widen the images. This can be carried out by 
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utilizing label-preserving transformations, and this process 
is known as data augmentation. In our proposed method, we 
have taken translation, stretching, rotation, and flipping to 
the fundus images. The details are explained in Table 1. An 
example of data augmentation is depicted in Fig. 2. Follow-
ing this is a feature extraction process which is elucidated in 
the following section.

Feature Extraction

The classification task performs precisely based on the 
recognition of feature vectors that are extracted from the 
images. Feature vectors are nothing but the numeric vec-
tors that are used to denote the compact translation of the 
images. Moreover, the texture of normal and abnormal 
regions of the retina depicts transparently clear differences. 
In our proposed work, gray-level co-occurrence matrix [37] 
is adopted to perform the feature extraction of exudates from 
the fundus image. It is a perfect method to analyze the tex-
tures statistically since it provides complete data about the 

direction, neighborhood, and alteration in the amplitude of 
gray-level images. The respective GLCM for the image IF 
can be given as

The relative frequencies between the two pixels with the 
distance r can be represented as Pr(i, j, r,�) . The angle that 
falls under the gray level i and another gray level j is � . The 
exudate textures are determined by deeming the four GLCM 
feature vectors such as angular second moment (ASM), 
entropy (E), contrast (C), and correlation (CR). The fol-
lowing equations describe the definition of the four GLCM 
feature vectors.

Here, P̃r(i, j, r,𝜙) is the normalized vector of Pr(i, j, r,�) 
and the total number of gray levels in the fundus images are 
denoted as G.

(1)

Pr(i, j, r,�) =

n
∑

x=0

m
∑

y=0

{

1, if IF(x + r cos�, y + r sin�) = j

0, otherwise

(2)ASM =

G−1
∑

i=0

G−1
∑

j=0

{

P̃r(i, j, r,𝜙)
}2

(3)E =

G−1
∑

i=0

G−1
∑

j=0

P̃r(i, j, r,𝜑) × log
(

P̃r(i, j, r,𝜑)
)

Fig. 1  Proposed methodology

Fig. 2  Illustration of data augmentation: a original image; b trans-
formed image

Table 1  Variables used for data augmentation

Type of transformation Explanation

Rotation 0−360°
Flipping 0 represents the image without flipping, and 

1 denotes the image with flipping
Shearing Shifting angle from −15 to 15°
Rescaling Transforming the scale factor from 1

1.6
 to 1.6

Translation Shifting the pixels from −10 to 10
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Here, 
𝜆1 =

∑G−1

i=0
i
∑G−1

j=0
P̃r(i, j, r,𝜑)

 , and �
2
=

G−1
∑

i=0

j

G−1
∑

j=0

P̃r(i, j, r,𝜑)  

𝜏2
1
=

G−1
∑

i=0

(i − 𝜆
1
)2

G−1
∑

j=0

P̃r(i, j, r,𝜑) , and �2
2
=

G−1
∑

i=0

(i − �
2
)2

G−1
∑

j=0

P̃r(i, j, r,𝜑)  

Equation (3) is used to determine the texture uniform-
ity of the fundus image and the thickness of the exudates. 
However, the squared sum of all the elements of the GLCM 
is determined as ASM and it is also known as energy. The 
ASM value depends on the thickness of the exudates; i.e., 
the value of ASM is high if the thickness of the exudates is 
higher and vice versa. The entropy E is used to determine the 
disarray of the fundus image matrix, and its value is maxi-
mum when the components of images are distributed simi-
larly and low if it has low and high values of components.

The C (contrast) is the amount of local gray-level altera-
tion in an image. This is also known as the moment of inertia 
and falls around the diagonal of the image matrix. Signifi-
cantly, the gray-level linear dependencies in a fundus image 
can be estimated and are known as correlation (CR). How-
ever, it depicts the row degrees and columns of the GLCM 
which are related to each other.

Convolutional Neural Network‑Based Exudate 
classification

The convolutional neural network (CNN) [38] is a feed- 
forward artificial neural network (ANN) in which the neurons  

(4)C =

G−1
∑

i=0

G−1
∑

j=0

(i − j)2.P̃r(i, j, r,𝜑)

(5)CR =

∑G−1

i=0

∑G−1

j=0
ijP̃r(i, j, r,𝜑) − 𝜆1𝜆2

𝜏2
1
𝜏2
2

are positioned in a way that they can be used to analyze the 
overlapping areas in the image field. They are usually used to 
learn the applications which have been inspired by the bio-
logical neural networks. It consists of convolution and pool-
ing layers, and the convolutional layers are scattered along 
with pooling layers. Moreover, some of the last layers are 
connected fully with the 1D layer. However, the features of 
fundus images are mapped as a function f of mapping data a:

From the equation, each function f takes x as input and 
w represents the learning variable. D represents the depth 
of the CNN architecture. Significantly, each x can be rep-
resented as an M × N × K array. Meanwhile, the exudate 
features were converted as a binary form to subjugate the 
classification issues, and hence, the loss function of CNN 
can be defined as

The total number of exudates samples is represented as 
n. si is the true index of sample i. The loss function ℑ can 
be reduced by transforming the training issues into training 
a neural network. The schematic structure of the proposed 
CNN is shown in Fig. 3.

The input image vectors are given to the convolutional 
layers, and the filters in them produce the feature mapping 
by utilizing the local receptive field. Following this is a 
pooling layer, and it is used to simplify the output of the  
convolutional layer. Probably, there are two types of pool-
ing: Max pooling and L2 pooling. The Max pooling fol-
lows the convolution with activation output of 2 × 2 input  
area, and L2 follows the square root of the sum of squares 
of the activation 2 × 2 region. Besides, these convolutional  
layers and pooling layers are connected by the fully con-
nected layers. Due to the availability of more layers in CNN, 
the computational complexity increases with the classifica-
tion task of exudates. Hence, it is necessary to optimize the 

(6)f (a) = fD(...f2( f1
(

a1,w1

)

,w2)...,wD)

(7)ℑ(w) =
1

n
×

(

n
∑

i=1

l
(

si, f
(

ai;w
))

)

Fig. 3  Schematic diagram of 
proposed CNN approach
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hyperparameters that are present in the layers. Hence, we 
go for the BLSO algorithm for the local search of exudates 
and the PSO algorithm for the global search of feature vec-
tors. The classification accuracy is improved by using this 
machine learning algorithm.

Binary Local Search Optimizer for Local Search 
of Exudates

The proposed binary local search optimizer (BLSO) [39] 
is a type of knowledge-based optimizer. This is applied in 
the binary matrix of the fundus images to search the local 
features of exudates. The framework of BLSO is simple, and 
hence, it can be easily adopted for classification purposes. 
While classifying the normal and abnormal features, this 
utilized algorithm shuffles the features based on the location 
priorities. Let h and h + 1 be the two adjacent binary features 
with consecutive priorities, and h has the highest priority.

Bt
i
 denotes the binary form of feature vectors. fmax

i
 

denotes the mapping function with maximum features that 
are acquired from the ith sample. TD represents the total 
images in the datasets that are sampled at tth interval. If the 
above scenario is fulfilled, then the status of h and h + 1 are 
altered in the tth interval as following the below conditions:

Here, TNt
h
 represents the time of ith pixel that shows 

a high value at tth interval. The minimum linear depend-
encies of the matrix of the ith sample can be denoted as 
MUh . The minimum non-linear dependencies are denoted 
by MDTh+1 . The features h and h + 1 update their loca-
tion if the above-mentioned conditions are satisfied at tth 
interval. For an instance, if any one of the features does 
not follow the above condition, then both features are used 
to sustain their original location.

Henceforth, it is ineluctable to estimate the MU (linear 
dependencies) from t to t +MUh+1 for the h + 1 feature. 
Hence, the location of high priority has been changed with 
tth interval 

(

t = t +MUh+1

)

 follows the following scenario,

(8)
n
∑

i=1

fmax
i

Bt
i
< TD

(9)Bt
h
=

{

1 → 0; if (Bt
h
= 1) and (Bt−1

h
= 0) and (TNt

h
> MUh)OR (TNt

h
= 1)

NoChange; otherwise h ∈ [1, n], t ∈ [1, TS]

(10)Bt
h+1

=

⎧

⎪

⎨

⎪

⎩

0 → 1; if (Bt
h+1

= 0) and (Bt−1
h+1

= 0) and (B
t+MUh+1

h+1
= 1) and (B

t+MUh+1+1

h+1
= 0)

if ((TOt
h+1

> MDTh+1)OR (TOt
h+1

= 1))

NoChange; otherwise h ∈ [1, n], t ∈ [1, TS]

If the above condition is satisfied, then the priority of 
the h + 1 is higher than the MU, and hence, its location is 
altered. Following this, the location of h at tth interval can 
be altered by following the below scenario.

The time of ith pixel that shows the low value at tth inter-
val is denoted as TOt

h
 . If the above scenarios are fulfilled, 

then the location of h is changed due to the high priority of 
pixel and updates the location and priorities at tth interval 
( t = t +MUh+1 ). If the estimated fitness function is better 
than the existing one, then replace it with the newer one. The 
algorithm of BLSO algorithm is depicted in Algorithm 1. 
However, utilizing this approach, we cannot obtain the global 
best solution in the search space, since BLSO is applicable 
only for the local search of exudates features. Hence, we have 
taken PSO for the global searching of exudate features. The 
below section of this article elucidates the PSO algorithm.

(11)

B
t+MUh+1

h+1
=

�

1 → 0; if
∑t+MUh+1

k=t
Bk
h+1

> MUh+1

NoChange; otherwise h ∈ [1, n], t ∈ [1, TS]

(12)

B
t+MUh+1

h
=

⎧

⎪

⎪

⎨

⎪

⎪

⎩

0 → 1; if
n
∑

i=1

fmax
i

B
t+MUh+1

i
< TDt+MUh+1

and ifB
t+MUh+1

h
= 0 and fmax

h
< fmax

h+1
and

if (TO
t+MUh+1

h
> MDh)OR (TOt

h
= 1)

NoChange; Otherwise

Algorithm 1: Pseudocode for BLSO (Local search of Exudates)

Begin 

Initialize the input parameters

Input = output of the CNN architecture

Estimate the high and low values of pixels

round t=1
do

For h=1
Calculate the priority index based on the estimated value and organized the pixels based on it

If equations (9) and (10) are satisfied

Then update the location based on priorities of pixels

End if 

End for

For each pixel

The linear dependencies of h and h+1are estimated by equations (11) and (12)

Alter the location of h and h+1 based on the linear dependency values

Select the best local search

End for

t=t+1

end begin
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PSO Algorithm for Global Search of Exudates

For the global search of exudate feature vectors, we adopted 
the PSO algorithm [40, 41] which is based on the social 
characteristics of birds flocking, fish schooling, and swarm 
theory. Let the initial  population of PSO as 
P = {p1, p2,…… pn} . The location of the particle which 
exhibits the candidate solution can be determined by the 
fitness function f. For the particular particle pj at the time 
interval t, the location and the velocity can be given as, a⃗t

j
 

and v⃗t
j
 , respectively. Then, the estimation of global optimum 

solution (best solution) for the fitness function can be carried 
out as b⃗t

j
 for the time interval t. Meanwhile, the information 

for the particle pj is received from the adjacent particles, i.e., 
Nj ∈ P . The PSO algorithm can be initialized by producing 
the arbitrary location for the population with the initial point 
of the region R′ ⊆ R . The velocity values are usually initial-
ized as R′ ; nevertheless, they can also be initiated as zero or 
fewer values in order to avert the extinction of particles from 
the first iteration itself. The particles are used to upgrade its 
location until it reaches the convergence. The steps followed 
to upgrade the location, and velocities are listed below.

The inertial weight of the particle is indicated as w. �1 and �2 
represent the acceleration coefficients; M⃗1 and M⃗2 are the two 
non-diagonal matrices along with arbitrary numbers as the main 
diagonal entries. The arbitrary numbers used to fall under the 
time [0, 1] and both matrices are regenerated at the end of the 
iteration. Vector n⃗t

j
 indicates the best solution found in the adja-

cent by any particle pj which can be expressed as follows:

Henceforth, suitable values are set to the variables w, �1 and 
�2 to circumvent the entering of infinite velocity. The values of 
acceleration constants are set as 0 to 4, and the velocity can be 
updated by following the below features. That can be utilized 
to produce the local characteristics of the swarm particles.

• Inertia: It can be used to track the location of existing 
particle direction and avert the sudden change in direc-
tion (velocity) while in search space.

• Social Component: It is utilized to denote the group norm 
that must be acquired, and the performance of particles 
is compared with the adjacent particle to acquire this.

• Cognitive Component: It aids the particle to retain in the 
existing optimal solution

(13)v⃗t+1
j

= wv⃗t
j
+ 𝛼1M⃗

t
1
(b⃗t

j
− a⃗t

j
) + 𝛼2M⃗

t
2
(n⃗t

j
− a⃗t

j
)

(14)a⃗t+1
j

= a⃗t
j
+ v⃗t+1

j

(15)f (n⃗t
j
) ⩽ f (b⃗t

j
) ∀pj ∈ Nj

Algorithm 1: PSO Pseudocode (global search)

Start

for

Randomly select the particles and initialize the velocity and location of each particle 

end for

round t=1

do

for 

Estimates the fitness function values for each particle

If (fitness value >Local optimal value)

Then 

Current value = fitness value

End if

end for

Select the particle with optimal fitness value particle as Global optimal location

for each particle

The velocity of the particle can be calculated by using equation (13)

The location of the particle can be updated by using equation (14)

end for

t=t+1

end start

Proposed Hybrid CNN‑BLSO‑Based PSO

The proposed hybrid CNN-BLSO-based PSO algorithm fol-
lows 4 stages:

• CNN training
• BLSO and PSO training
• Upgradation of CNN
• Estimating the accuracy

Stage 1: CNN Training: The training of CNN is per-
formed based on the feed-forward technique which is used 
to connect the weights of the neural network.

Stage 2: BLSO and PSO training: These are conducted to 
optimize the weights of the neural network.

Stage 3: Upgradation of CNN: The CNN values are 
updated by utilizing the optimized weight that is acquired 
using BLSO and PSO.

Stage 4: Accuracy Estimation: The outcome that has 
been acquired from the above stage is the final accuracy, 
and hence, it is necessary to estimate the cost function for 
the same.

The main aim of this article is to enhance the exudate 
accuracy, the algorithm estimates the weight after CNN 
training, and then, the weights are optimized utilizing BLSO 
and PSO. Figure 4 illustrates the flow diagram of the pro-
posed hybrid CNN-BSLO-based PSO algorithm.

Experimental Analysis

To analyze the proposed approach, we have taken the 
MATLAB simulator. The following section of this article 
reveals the datasets utilized and the performance metrics to 
analyze the performance metrics of the proposed method.
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Experimental Dataset

The experimental analysis is conducted on the public data-
set Retinopathy Online Challenge (ROC) [42] and real-time 
dataset gathered from the section of Diabetic Retinopathy, 
Aravind Eye Hospital- Chennai, Tamil Nadu, and named as 
ARA400. The public dataset consists of 200 color images, 
and the real-time dataset exhibits 400 fundus images that are 
acquired from 200 patients. The images are of 3072 × 2304 

pixel sizes in JPEG format. These data are analyzed by two 
specialists from the Department of Ophthalmology and cat-
egorized as (i) healthy retina, (ii) microaneurysms, (iii) HE, 
(iv) exudates, (v) advanced DR disease, and (vi) PDR. The 
classifications of images are illustrated in Table 2.

The specialist’s opinions about the patients are recorded 
in Table 3. The record holds two images of each patient (left 
and right). Based on the detected number of exudates, it is 
denoted as No DR, 1, 2, 3, etc.,

Fig. 4  Flow diagram of 
proposed hybrid CNN-BSLO-
based PSO approach
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Performance Analysis

The performance analysis of the proposed method is con-
ducted based on the performance metrics such as false dis-
covery rate, specificity, accuracy, positive predictive value, 
sensitivity, negative predictive value, false-positive rate, 
Matthews correlation coefficient, and false-negative rate. 
The resultant outcomes are compared with some of the exist-
ing works such as SVM classifiers [43], multi-modal/multi-
scale (MMS) [44], random forest (RF) [45], and CNN [46]

• Sensitivity
  It is determined as the rate of exudates that are exactly 

classified from the fundus images.

• Specificity
  It is defined as the rate at which the normal pixels from 

the fundus image are exactly classified.

• Accuracy
  Accuracy can be defined as the rate of correctly pre-

dicted exudates from the total number of datasets exam-
ined.

• Positive Predictive Value
  It is defined as the probability that subjects with a truly 

classified fundus image actually having the disease.
• Negative Predictive Value

sensitivity =
True positive

True positive + False negatives

Specificity =
True negative

True negative + False positive

Accuracy =
(True positive + TrueNegative)

True positive + True negative + False positive + False negative

  It is defined as the probability at which the negatively 
classified fundus image actually does not exhibit the dis-
ease.

• False-Positive Rate
  A false-positive rate is where the classification result 

shows positive instead of negative results.

• False-Negative Rate
  A false-negative rate is where the classification result 

shows negative instead of positive results.

• False Discovery Rate

The false discovery rate (FDR) is the expected propor-
tion of errors, i.e., ignoring the null hypothesis. In other 
words, it can be represented as a false positive.

• Matthews correlation coefficient
  This is the best performance metric for the classifica-

tion of a binary matrix. It can be given as

The performance analysis of our proposed method 
based on sensitivity, specificity, and accuracy for two 
types of datasets (ROC and ARA400), and the comparative 
study is displayed in Tables 4 and 5, respectively. From 
Table 4, the sensitivity of the SVM classifier is 89.37%, 
MMS is 90.46%, RF exhibits 93.54%, and the CNN pro-
vides 91.23%. Dramatically our proposed method shows 
98.56%. Meanwhile, the specificity of the prior works is 
SVM classifier shows 84.09%, MMS holds 84.25%, RF 
possesses 88.47%, and CNN has 89.30%. For specificity, 
also, our method shows better results. Subsequently, the 
accuracy of our proposed method also high when com-
pared to other works.

The performance analysis for the ARA400 dataset is 
shown in Table 5. For all performance metrics such as 
sensitivity, specificity, and accuracy, our proposed method 
indisputably shows better results than the other approaches. 
The sensitivity, specificity, and accuracy of our proposed 

FPR =
False positive

False positive + True negative

FNR =
False negative

False negative + True positive

MCC =
True positive × True negative − False negative × False negative

√

(False negative + True positive)(True positive + False negative)(True negative + False positive)(True negative + False negative)

Table 2  Classifications of color 
and fundus images

Types of DR Number 
of  
images

Healthy 207
Microaneurysms 78
HE 24
Exudates 56
PDR 18
ADR disease 17
Total 400
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method are 98.99%, 91.87%, and 97.67%, respectively. Other 
approaches show lesser results than the proposed method 
that as the specificity of RF is 88.87%, and the accuracy of 
the CNN approach is 95.00%.

Figure 5 shows the performance analysis of our pro-
posed method with the other existing approaches in terms 
of false discovery rate, specificity, accuracy, positive 
predictive value, sensitivity, negative predictive value, 
false-positive rate, Matthews correlation coefficient, 
and false-negative rate. From Fig. 5, it is transparently 
known that the proposed hybrid CNN-based BLSO based 
PSO depicts better classification accuracy than other 
approaches. Figure 5a illustrates the performance analy-
sis in terms of sensitivity. The sensitivity of the proposed 
work is 99.07%, and MMS shows more or less the same 
value. Other approaches show lesser values of sensitivity.

Figure 5b shows performance analysis in terms of speci-
ficity. From the figure, it is indisputably noted that the SVM 
classifier depicts 79%, MMS shows 91%, RF method depicts 
92%, CNN approach shows 93%, and our proposed approach 
depicts 96% of specificity. In terms of accuracy, our hybrid 
CNN-based BLSO-based PSO approach depicts 98%, and 
other prior methods SVM, MMS, RF, and CNN show 86%, 
91%, 92%, and 93% correspondingly. As shown in Fig. 5c, 
our proposed method outperforms all other methods in terms 
of accuracy.

Figure 5d depicts the performance analysis in terms of 
positive predictive value for our proposed and other prior 

works. From Fig. 5d, it is observed that the existing works 
SVM, MMS, RF, and CNN depict 92%, 94%, 95%, and 
96%, respectively, whereas our proposed work shows 98% 
which is higher in all aspects. In terms of Negative predic-
tive value, our proposed work shows a better result that is 
99% and other state-of-art works show 90%, 85%, 76%, 
and 74% that are lesser than the proposed work as shown 
in Fig. 5e.

Figure 5f illustrates the performance analysis based on 
a false positive rate. The FPR of our proposed work is 
4.28 which is less than the other approaches such as SVM, 
MMS, RF, and CNN 19, 9.2, 7.54, and 6.33 correspond-
ingly. Moreover, false-negative rate has been obtained as 
0.82 for the proposed approach and 10 for the SVM clas-
sifier, 1.8 for the MMS method, 5.2 for the RF approach, 
and 2.34 for the CNN approach which has been displayed 
in Fig. 5g.

From Fig. 5h, it is evident that the proposed approach 
shows a 3.9 false discovery rate and other approaches 
show 4.4, 5.2, 4.8, and 7.6 for the CNN, RF, MMS, and 
SVM classifier, respectively. Thus, the probability of false 
detection is lesser and shows better results. The Matthews 
correlation coefficient (MCC) is illustrated in Fig. 5i. For 
our proposed work, it shows 96% and the CNN depicts 
80%, the RF method shows 78%, MMS shows 77%, and 
the SVM classifier shows 75%. Hence, the detection of 
exudates from the fundus images is better for the proposed 
approach.

Table 3  Specialist opinions 
about ARA400 datasheets

Sl. no Patient gender Image ID Specialist 1 Specialist 2

Right eye Left eye Right eye Left eye Right eye Left eye

1 M Image1_R Image1_L 2 1 3 No DR
2 F Image2_R Image2_L No DR 2 2 2
3 F Image3_R Image3_L 3 1 3 No DR
4 M Image4_R Image4_L No DR 3 3 3
5 M Image5_R Image5_L 1 2 1 No DR

Table 4  Performance analysis for the ROC dataset

Methods Sensitivity (%) Specificity (%) Accuracy (%)

SVM classifiers 89.37 84.09 83.27
MMS 90.46 84.25 85.74
RF 93.54 88.47 92.30
CNN 91.23 89.30 94.65
HCNN-BLSO-PSO 98.56 92.54 97.20

Table 5  Performance analysis for the ARA400 dataset

Methods Sensitivity (%) Specificity (%) Accuracy (%)

SVM classifiers 89.24 84.56 84.12
MMS 91.87 86.54 86.11
RF 92.09 88.87 91.25
CNN 93.43 91.43 95.00
HCNN-BLSO-PSO 98.99 91.87 97.67
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Fig. 5  Performance analysis 
based on a sensitivity, b speci-
ficity, c accuracy, d positive 
predictive value, e negative 
predictive value, f false positive 
rate, g false-negative rate, h 
false discovery rate, i Matthews 
correlation coefficient
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Conclusion and Future Work

This article proposed a novel exudates classification 
approach from the fundus images known as the hybrid CNN-
BLSO-PSO algorithm. In this article, the fundus images 
were resized to attain the required format, and the feature 
vectors were extracted by utilizing the GLCM technique. 
Subsequently, the extracted features were given as input for 
the CNN architecture to classify the exudates. However, 
the availability of more CNN layers increases the compu-
tational complexities, and hence, the hyperparameters were 
optimized with the inclusion of machine learning approaches 
such as BSLO and PSO algorithm. The adopted BSLO 
algorithm has been used to search the local pixel, and the 
global pixels were searched by the taken PSO algorithm. 
The experimental analysis on the public ROC and real-time 
ARA400 datasets depicted that the proposed approach out-
performs all the existing approaches such as SVM classi-
fiers, MMS, RF, and CNN for the performance metrics such 
as sensitivity, specificity, accuracy, FDR, and MCC.

In future work, we focus to modify our approach for the 
detection of exudates from the large-scale dataset.
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