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Abstract

The majority of online video contents remain inaccessible to people with visual impairments due 

to the lack of audio descriptions to depict the video scenes. Content creators have traditionally 

relied on professionals to author audio descriptions, but their service is costly and not readily-

available. We investigate the feasibility of creating more cost-effective audio descriptions that are 

also of high quality by involving novices. Specifically, we designed, developed, and evaluated 

ViScene, a web-based collaborative audio description authoring tool that enables a sighted novice 

author and a reviewer either sighted or blind to interact and contribute to scene descriptions 

(SDs)–text that can be transformed into audio through text-to-speech. Through a mixed-design 

study with N = 60 participants, we assessed the quality of SDs created by sighted novices 

with feedback from both sighted and blind reviewers. Our results showed that with ViScene 

novices could produce content that is Descriptive, Objective, Referable, and Clear at a cost of 

i.e., US$2.81pvm to US$5.48pvm, which is 54% to 96% lower than the professional service. 

However, the descriptions lacked in other quality dimensions (e.g., learning, a measure of how 

well an SD conveys the video’s intended message). While professional audio describers remain the 
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gold standard, for content creators who cannot afford it, ViScene offers a cost-effective alternative, 

ultimately leading to a more accessible medium.
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1 INTRODUCTION

Videos rely heavily on visual cues to convey information and thus are often not accessible 

to people with visual impairments. Audio descriptions, verbal commentaries of visual 

information in videos are critically used to increase access [17, 22, 39, 48] and improve the 

accessibility of instructional, educational, and entertainment videos [12, 15, 35]. Providing 

audio descriptions is increasingly essential as online video consumption rises by 20 – 

40% during the COVID-19 pandemic in 2020 [1, 13]. However, providing high-quality 

audio descriptions remains challenging as hiring professional audio describers is both time-

consuming and costly [52].

Technical solutions minimizing the time and cost have mainly focused on user interfaces 

that streamline the authoring process or automate part of it [10, 25, 26, 42, 52]. Notably, 

Kobayashi et al. suggested that involving novices in the process could be a reasonable, 

cost-effective alternative [26] though no cost estimates or in-depth quality characteristics 

were reported. We build on this prior work to explore more fine-grained questions like 

“is it really cost-effective to involve novices in audio description authoring?” and “what 
are the dimensions of audio description qualities and how “good” are novice-created audio 
descriptions along those dimensions?”

Motivated by the benefits of online collaborative authoring and peer assessment in 

improving work quality [27, 34], we investigate how sighted novices can author high-quality 

audio descriptions through collaboration with a sighted or a blind reviewer. To this end, 

we designed and developed ViScene, an interactive web-based application, illustrated in 

Fig. 1. Using ViScene, an author writes the scene descriptions (SDs)–textual descriptions 

of video scenes–and ViScene converts them into audio descriptions through text-to-speech 

(TTS) [2]. Descriptions can be written in scene segments where dialogues are absent (Fig. 

1b). A reviewer can access the authored SD segments and provide feedback on quality in 

the form of open-ended comments at a scene-level (Fig. 1c), which the author can address 

subsequently. The interface also visualizes SD succinctness (Fig. 1d) based on the length of 

the generated audio descriptions.

We used ViScene and three types of videos to explore whether novice authors and reviewers 

can collaboratively create high-quality SDs cost-effectively. We conducted a mixed-design 

study with 60 sighted participants who used ViScene to write SDs. The participants acted 

as authors and split into three groups: without-feedback (baseline), sighted-feedback, and 

blind-feedback. All participants authored SDs on the same videos over two sessions. A 

sighted or blind reviewer provided feedback between the sessions to those in the sighted-
feedback and blind-feedback group. The reviewers provided multifaceted feedback on the 

Natalie et al. Page 2

ASSETS. Author manuscript; available in PMC 2022 February 18.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



quality of SDs using a SD quality codebook that we developed through an extensive review 

of existing guidelines. Sighted and blind evaluators assessed the quality of the final SDs. Our 

analysis suggests that novice authors Descriptive, Objective, Referable, and Clear SDs with 

the feedback. Although our collaborative authoring approach took about an hour to author 

SDs for a one-minute video, we show that the authoring cost is still cheaper than hiring a 

professional (i.e., US$0.85 - US$9.65 per video minute). In summary, this work contributes:

• The design and development of ViScene, a web-based collaborative SD 

authoring system.

• A concise codebook grounded in experts’ guidelines that characterizes the 

quality of SDs. The codebook enables reviewing and evaluation of SDs and 

can be used in settings beyond collaborative authoring.

• Empirical results with 60 participants demonstrating the feasibility, value and 

limitations of mixed-ability (i.e., sighted and blind people) collaborative SD 

authoring.

• Design recommendations for future SD co-authoring interfaces elicited through 

the evaluation of ViScene.

2 RELATED WORK

We introduce prior efforts related to video accessibility with a focus on audio descriptions 

and technologies that support their authoring.

2.1 Video Accessibility and Audio Description

Internationally, anti-discrimination related regulations mandate the provision of videos with 

audio descriptions [30]. In the U.S., for example, CVAA Title 2 [14] requires major 

broadcast and cable networks to make online videos accessible. Similarly, Section 504 

and Section 508 of the Rehabilitation Act (which refers to WCAG [9]) mandate public 

entities as well as federally funded organizations to make videos that they publish to be 

accessible [9, 14]. See [30] for a comprehensive survey of recent audio description-related 

legislations around the globe. Although the current regulations do not widely enforce non-

public entities to make video contents accessible, video streaming platformers like Netflix 

make a significant effort in making their contents accessible [35, 40, 41].

Decades of work have gone to making guidelines for authoring high-quality audio 

descriptions [39]. Perhaps one of the most comprehensive sets of guidelines had been 

offered by the Described and Captioned Media Program [15]. While its focus is on 

educational video content, the guideline discusses a broad range of topics on how to make 

videos accessible with audio descriptions. Its content often overlaps with other guidelines 

like the Audio Description Coalition’s guidelines, which focus on cultural video content 

[12]. We have reviewed these guidelines and other existing ones [17, 22, 35, 48] to create a 

concise codebook that has captured the key qualities of audio descriptions, as described in 

Section 4.2. In our study, the codebook is used both by the minimally trained reviewers who 

provide feedback to novice authors as well as the evaluators who assess the quality of the 

generated SDs.
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Despite these legislative, corporate, and grassroots efforts to make comprehensive 

guidelines, the number of inaccessible videos seem to be increasing as more content is 

being uploaded to online video platforms. Guidelines like WCAG 2.1 encourage making 

videos accessible [9], but there are hundreds of hours’ worth of video content uploaded 

every minute to YouTube [11, 20] with the majority of them lacking audio descriptions. 

Unfortunately, we are not aware of any prior work that quantitatively analyzed the 

prevalence of videos without audio descriptions. But, it is clear that many videos remain 

inaccessible for people with visual impairments. This could be partially attributed to the cost 

and availability of professional audio description service [38, 52]. One estimates the cost to 

be “$12 per video minute to $75 per video minute” [45] and the turnaround time takes days 

to weeks [45]. This makes it hard for casual video creators to make videos accessible via 

paid services. Thus, much work is needed to make the audio description authoring process 

more cost-effective and labor efficient, while maintaining quality.

2.2 Technologies to Support Audio Description Authoring

Prior work has proposed technologies to support authoring of audio descriptions [7, 19, 

25, 31, 50]. Kobayashi et al. created a script editor that allows novice authors to edit the 

audio description and modify synthetic speech parameters easily [25]. Branje and Fels 

also reported that it is feasible for minimally trained amateur SD authors to generate 

overall medium to good quality audio descriptions [7]. The 3PlayMedia’s post-production 

tool allows its users to author textual descriptions of scenes and convert them into audio 

description through TTS [31]. Tools such as Able Player [43] can deliver the audio 

descriptions created using the HTML5’s <track> tag; Web content publishers can add audio 

descriptions in textual VTT format [46]. The textual information can then be read out by 

a screen reader or TTS [18, 26]. Although prior work has offered easy access to tools 

that allow users to provide audio descriptions, the rationale behind what is considered as 

a “good” quality SD was not elaborated. Kobayashi et al. examined the quality of novice-

created audio descriptions [26], but their main focus was examining overall quality, not 

looking deeper despite how the quality of audio descriptions is multifaceted. Solely looking 

into the overall quality prevents us from understanding fine-grained audio description 

qualities. We believe these qualities are useful for SD authoring training, feedback, and 

automating SD generation.

Recent work has also investigated ways to combine manual audio description authoring with 

automation [10, 28, 42, 49, 52]. For example, Yuksel et al. created a workflow where the 

computer vision (CV) and natural language processing (NLP) model generates the initial 

description and volunteers post-edit [51, 52]. Their analysis focused on the time efficiency 

of generating the audio description and usability of the technology. Their quality assessment 

was centered around overall and topic understanding qualities. Campos et al. designed a 

way to automatically scripting audio descriptions using the pre-existing video scripts (i.e., 
the blueprint of chronological rundown of the scenes) and subtitles [10]. Wang et al. [2021] 

attempted to fully automate the generation of audio descriptions, but the result still lacked 

some useful information for blind audiences (e.g., the character actions, gender, places)[49]. 

Pavel et al.’s Rescribe automated the editing and revision processes to fit the content 

into limited space for audio descriptions using dynamic programming [42]. However, the 
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focus was on providing succinct descriptions and audio description’s other quality facets 

remained under-explored (e.g., descriptiveness, objectiveness). Overall, the effects of online 

human-human and mixed-ability collaborations in SD authoring have not been previously 

explored.

In this paper, we design and develop ViScene that supports the sighted novice to author 

SDs with the commentary feedback from either a sighted or a blind reviewer. The work 

is motivated by prior research demonstrating the benefit of collaborative writing and peer 

evaluation in improving one’s writing [4, 21, 24, 27]. The mixed-ability collaboration in our 

work is a novel framing in the context of audio descriptions and is inspired from the prior 

studies of how blind and sighted people, when working in pairs, can co-create an accessible 

household [5] and workspace [6].

3 VISCENE

ViScene’s user interface builds on the design of the existing audio description authoring 

tools (e.g., [26]); it shows a video pane on the left and table that consists of closed caption 

(CC), scene descriptions (SDs), and comment feedback on the right (Fig. 1). The video 

pane (Fig. 1a) has a few subcomponents; a video player, CC and SD bars (Fig. 1b), and 

a video selector (Fig. 1f). In addition to typical video interactions (e.g., play, pause), 

the user interface visualizes the segments of the presented video where CC and SD are 

offered, allowing a sighted user to browse the presence of speech in the video. SD bar also 

indicates the corresponding SD’s succinctness; the bar’s fill color turns red if the authored 

SD overlaps with a speech in the video (i.e., CC), nudging the user to shorten the SD 

(succinctness visualization).

ViScene accommodates two types of users: authors and reviewers. Authors can watch and 

listen to a video and write SD segments in corresponding table rows for each scene (Fig. 

1c). They can write and edit SDs under the Scene Description column only at time segments 

where there is no speech (i.e., no closed captions). They have read-only access to Closed 

Caption and Feedback columns. Authored SDs are rendered to audio with the Amazon 

Polly TTS service [2]. ViScene dynamically computes the SD’s audio length. The estimated 

length proportionally defines the width of the SD bar. To indicate the link between an SD 

and the corresponding SD bar, both a table cell and SD bar turns yellow when a user hovers 

over either of them with a mouse cursor.

Reviewers’ interface is similar to authors’ with minor differences. Just like authors, 

reviewers can watch and listen to the videos. They can also read SD written by the authors 

and write under Feedback column where they can provide comments to authors on how 

they can improve SD. The interface has an additional drop-down menu to select the author’s 

work (Fig. 1g). They can select an author whose work they wish to assess. The interface is 

compatible with screen readers to ensure access among blind reviewers.

Using ViScene, an author and a reviewer take turns generating audio descriptions 

collaboratively. First, in the authoring step, an author writes SDs (referred to as session 
1 in our study). Then in the review step, a reviewer assesses the author’s SDs and provide 
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pointers for improvements. Last, in the revision step, the author address the reviewer’s 

comments (referred to as session 2 in our study). We will define the terms session 1 and 

session 2 in more detail in Section 4.3.

4 STUDY METHOD

We conducted a remote user study to assess the quality and cost of creating SDs with 

ViScene.

4.1 Videos and Ground Truth Scene Descriptions

Videos’ visual contents vary depending on the videos’ intended audience, goal, and tone. 

To explore the effects of videos on the SD quality, we used three different types of videos–

Explainer, Instructional, and Advertisement. We had two additional selection criteria in 

addition to video types: video length and availability of ground truth SD. We aimed to find 

videos that are about one to two-minute-long; we identified that such videos are suitable for 

a study that takes about one to two hours per session based on our pilot study. Furthermore, 

we wanted to find videos that come with high-quality SDs that could be used as a reference 

to evaluate the quality of participants-authored SDs.

• Video 1 - Explainer Video 1: Web Accessibility Guide, Duration: 1 min 38 

sec. (Fig 2a). A video about “Colour with Good Contrast,” taken from the W3C 

website. The video explains the situations in which good color contrast of digital 

contents (e.g., mobile application interface) is necessary.

• Video 2 - Instructional Video 2: Origami Tutorial, Duration: 1 min 42 

sec. (Fig 2b). An instructional YouTube video on how to make an origami 

bookmark corner. A person presents the folding movement step-by-step. Each 

instructional step is visually depicted without any verbal narrative, making this 

video inaccessible for people with visual impairments.

• Video 3 - Advertisement Video 3: Subaru Commercial, Duration: 1 min (Fig. 

2c). A Subaru car advertisement which shows a group of people exploring the 

scenic area with a Subaru Outback car. The video was introduced by the Audio 

Description Project (ADP) by the American Council of Blind (ACB) as an 

example advertisement that provides good audio descriptions.

The three videos that we selected represent the types of videos that are commonly available 

online. For example, videos like Web Accessibility Guide and Origami Tutorial belong 

to the educational video category that are among the most commonly available and most 

played videos on YouTube [3, 32]. These two videos had objective goals of conveying a 

concept or helping the viewers to follow instructions. To include a video that has a less 

defined goal with a less educational tone, we included Subaru Commercial, which was more 

geared towards entertaining the audience.

1 https://www.w3.org/WAI/perspective-videos/contrast/ 
2 https://www.youtube.com/watch?v=hO4J1GjPQFw 
3 https://www.youtube.com/watch?v=flu6u988kh0 
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Two of the three videos we chose (Explainer and Advertisement) came with the audio 

description. We treated them as a reasonable ground truth as they were provided or endorsed 

by the trustable sources. Web Accessibility Guide and its audio description was created by 

W3C-WAI [22] and Subaru Commercial’s audio description was acknowledged by ACB 

[37].

Because Origami Tutorial did not have an audio description, we invited an origami expert 

to help us create it. He wrote an origami book “It’s Just a Bit of Paper” [16] and published 

blog posts to teach origami for people with visual impairments 4. We held a remote meeting 

in which he watched the video and verbally explained each instructional step. We later 

transcribed the instruction. During the meeting session, he invited his legally blind partner 

to follow his verbal instruction to create an origami bookmark corner. His partner had 

the prior general knowledge about origami, but it was her first time making the origami 

from the Instructional video. His partner was able to make the expected outcome of the 

Instructional video, which verified that the verbal instruction was useful for people with 

visual impairments. Thus we used the transcribed instruction as the ground truth for the 

Instructional video.

Because ViScene presents a textual SD of each scene as a row on the table pane Fig. 1, we 

had to segment the video into scenes manually. For Explainer and Advertisement videos, 

each video segment represented either the dialogue or the natural pause where the narration 

or dialogue was absent. For the Instructional video, we split the video into ten instructionally 

meaningful segments and two additional segments (intro and outro; Fig.2).

4.2 Scene Description Quality

We needed a way to instruct novice authors and reviewers on what constitutes the qualities 

of SDs and guide the evaluation of participant-created SDs’ qualities. We create a concise 

codebook based on the existing guidelines for making audio descriptions via a literature 

review of the existing guidelines and way of assessments [8, 12, 15, 33, 35, 38, 44, 48, 50]. 

We did not directly use one of the existing guidelines for our study because of their length 

and foci. For example, DCMP’s Description Key provides a very detailed, comprehensive 

set of audio description authoring guidelines [15]. However, it consists of 63 indicators; this 

is too long to instruct novice authors about the audio description quality quickly, and some 

items are too detailed for our purpose. Also, its focus is more on education, so we wanted to 

incorporate views of other guidelines (e.g., Netflix’s audio description style guide, which is 

applicable for entertainment videos [35]).

The resulting codebook had nine codes: Descriptive, Objective, Succinct, Learning, 
Sufficient, Accurate, Referable, Interest and Clarity, which we extended from Natalie et. al’s 

codebook [34]. The simplified codebook is shown in Table 1; see Appendix A for the full 

codebook with detailed descriptions and examples. We instructed authors and reviewers to 

keep these codes in mind in authoring and reviewing SDs. The evaluators used the codebook 

to assess whether SDs satisfied the quality criteria described in each code.

4 http://www.itsjustabitofpaper.co.uk/ 
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4.3 Experimental Design

We evaluated the efficacy of supporting novice audio describers to author good scene 

descriptions using ViScene through a remote user study. We turned to the remote user study 

due to COVID-19 restrictions, and we used Microsoft Teams for remote communication 

with our participants. We invited each participant to two sessions; they were asked to use 

ViScene to independently write SDs in the first session, and revise their SDs in the second 

session based on review comments. Two members of the research team (one sighted and 

one legally blind) reviewed the authors’ work. Three other members of the research team 

(two sighted and one fully blind authors) evaluated the quality of SDs created through 

author-reviewer collaboration.

The study was a 3×2 mixed-design study, where the feedback (its presence and a type 

of reviewer) was the between-subjects factor (i.e., without-feedback, sighted-feedback, and 

blind-feedback), and session was the within-subjects factor (i.e., session 1 and session 2). 

For the scene descriptions generated by the participants in sighted-feedback condition, a 

sighted reviewer provided comments on the SD quality using the codebook in Table 1. 

Likewise, for the SDs generated by the participants in blind-feedback condition, the blind 

reviewer provided comments on the SD quality using the codebook.

4.3.1 Participants and Reviewers.—We recruited sixty participants as the SD authors 

via university listserv and word-of-mouth. We randomly divided them into three groups (i.e., 
without-feedback, sighted-feedback, and blind-feedback), resulting in twenty participants in 

each condition. We recruited only the participants who had no experience in writing the 

SD to evaluate if novice authors could generate good audio description using ViScene. We 

also ensured that the authors did not have any disabilities (e.g., visually-impaired, deaf and 

hard-of-hearing). We randomly assigned the participants to each condition.

Two members of the research team acted as the reviewers and gave comments to the SDs 

that the participants authored after session 1. One of them was a sighted reviewer and 

the other one was legally blind. We did not recruit reviewers from outside the research 

team, because we wanted a dedicated and motivated reviewer, controlling the quality and 

variability of the review comments. The blind reviewer used a screen reader to read SDs 

provided by the participants. Neither of the reviewers had prior experience in authoring 

or reviewing SDs. We trained the reviewers by asking them to understand the criteria 

of a good SD that we described in our codebook in Table 1. The research team leader 

trained the two reviewers to give good comments while they assessed the first two SDs 

from the participants. The leader then instructed the reviewers to give comments for all 

the remaining SDs independently, and instructed them to be objective, descriptive, and 

consistent in giving comments. We show excerpts of the comments that the reviewers gave 

to authors (Table 2).Neither the authors and the reviewers were exposed to the ground truth 

ADs that accompanied the three videos.

4.3.2 Procedure.—Each participant authored SD for three different videos using 

ViScene. We counterbalanced the sequence of the video to minimize the learning effect. 

In the first session, we introduced the basic concept of audio descriptions and SD (e.g., 
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how they support people with visual impairments), the motivation of the study and the 

task. We briefed the participants on ViScene’s interface, the topic of each video, and audio 

description qualities. Between session 1 and session 2, a reviewer assessed the quality of 

the SDs using the codebook in Table 1 and provided comments to the participants using 

the ViScene’s reviewer interface. After the review was done, we invited the participants for 

session 2 to revise the SD. We did not disclose the source of comments to the participants 

(i.e., sighted reviewer or blind reviewer) to minimize bias on the perceived importance of 

comments. ViScene logged key interactions (e.g., task_start, task_end), which allowed us to 

calculate how much time authors and reviewers took to complete their tasks.

4.3.3 Sighted Researcher’s Assessment based on the Codebook.—Using the 

codebook in Table 1, two members of the research team evaluated the SDs. They performed 

manual binary evaluation. If an evaluator approved that the quality of SD had satisfied a 

quality facet, they gave ‘1’ to the SD. If they felt that the SD did not satisfy the quality facet, 

they gave ‘0’ to the SD, indicating a rejection. The sighted evaluator used the nine codes 

in Table 1—Descriptive, Objective, Succinct, Learning, Sufficient, Accurate, Referable, 
Interest, and Clarity. The unit of analysis was at a video-level. For each video, the evaluators 

read/listened to the SDs for the entire video and assessed whether each facet of SD qualities 

was satisfied. We assessed quality at a video-level as opposed to evaluating each scene 

because the Learning, Sufficient, Interest, and Clarity qualities could not be assessed at a 

scene-level. We randomized the sequence of the SD to minimize the evaluators’ potential 

bias from review conditions and sessions. The sighted evaluators watched the videos with 

ground truth audio descriptions to make an informed evaluation.

4.3.4 Blind Researcher’s Assessment based on the Codebook.—A totally blind 

member of the research team acted as the blind evaluator. Similar to the sighted evaluator, 

the blind evaluator used the codebook to perform the binary evaluation. The unit of analysis 

was at a video-level. We asked the blind evaluator to assess the quality of the SD from 

the perspective of the end-user of the audio description. In the assessment by a blind 

evaluator, seven codes—Descriptive, Objective, Succinct, Learning, Sufficient, Interest, and 
Clarity. Because the blind evaluator could not justify the Accurate and Referable variables 

without seeing the videos, they did not assess them. Just like the sighted evaluators, the 

blind evaluator was familiarized with the ground truth audio description. The order of the 

evaluated SDs was randomized.

5 RESULT

We recruited sixty participants (15 male and 45 female) as SD authors. The participants’ 

ages ranged from 19 to 37 years old (Mean = 22.8, SD = 3.16). None of them except for one 

participant had prior experience in authoring SDs. The participant who claimed to have prior 

experience previously participated in one user study in which she authored one description 

on one scene. Because this was a minor experience, we did not exclude her from the study.

The nine quality variables in the codebook (Table 1) guided the following analysis. We 

investigated how each quality aspect of participant-provided SD changed over two sessions. 
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We hypothesized that SD qualities would (i) remain the same in the control condition and 

(ii) improve with comments from sighted or blind reviewers.

Although we had two groups of evaluators with distinct abilities in a vision who used a 

slightly different set of SD quality codes, we used the same statistical methods to analyze the 

data since the data format was congruent.

• Quality Change Analysis. To assess the changes in SD qualities over two 

sessions and between feedback conditions, we used a generalized linear mixed 

model (GLMM) with a logit link function. We used GLMM instead of a 

mixed-design ANOVA to incorporate the random effects (i.e., participants and 

videos). For the main effects, we had feedback type (without-feedback, sighted-
feedback, and blind-feedback) and session (session 1 and session 2), as well as 

their interaction. We treated videos and participants as random intercepts. This 

analysis allowed us to ask, “can an author improve SD quality with the feedback 
from a reviewer?”

• Session 2 Outcome Comparison The above analysis does not allow us to ask 

“is the SD quality good in the treatment conditions after the authors’ revision?” 
Thus, we conducted a post-hoc test by only using the data from session 2. We 

used GLMM with a logit link function. We had a feedback type as a main effect 

and participants and videos as random intercepts.

After looking into the results from each individual evaluator, we compared the results from 

the two groups. We also assessed how much time the collaborative process between authors 

and reviewers took to produce SDs. We note that while there was imbalance in gender, we 

did not observe significant effect on the results.

5.1 Sighted Evaluation

To see the agreement level of the two members before evaluating all the SDs, (i) we 

randomly sampled 90 from all of the SDs (N=360), (ii) two members independently 

evaluated the 90 SDs, (iii) computed agreement between the two, and (iv) reevaluated until 

the agreement was sufficiently high for the 90 SDs. We randomly selected 15 SDs from each 

of six condition pairs (3 feedback conditions x 2 sessions). This process took three rounds. 

In the first round, the sighted evaluator did not assess the Interest and Clarity qualities 

because we thought that such an evaluation would be biased due to visual information. 

However, we included these qualities in evaluation later to compare the results with blind 

evaluation results. First-round agreement was (Descriptive, Objective, Accurate, Succinct, 

Learning, Referable, Sufficient, Interest, Clarity) = (49%, 70%, 46%, 72%, 57%, 76%, 74%, 

NA, NA). In the second and third rounds, the agreements were (68%, 73%, 77%, 64%, 70%, 

76%, 74%, 56%, 69%) and (69%, 73%, 74%, 90%, 70%, 76%, 74%, 56%, 69%). Between 

the rounds, the two members met, discussed their disagreements, and added examples to the 

codebook (Appendix A) to help the next round of evaluation. The Interest agreement was 

low even after the third round; establishing that the agreement for this quality was difficult 

due to its subjective nature. Thus, the two members moved on to independently evaluating 

the remaining 270 anyway. The disagreements in quality assessment for all 360 SDs were 

resolved through discussion.
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We reported the number of approvals agreed by the two evaluators in a tuple (# approvals 

in without-feedback, # approvals in sighted-feedback, # approvals in blind-feedback ). We 

examined the main effects (i.e., feedback type and session) and the interaction between them 

Table 3. We use “control” and “without-feedback” interchangeably to indicate the same 

baseline condition.

Descriptive.—The number of approvals changed from (22, 15, 18) in session 1 to (30, 41, 

21) in session 2. For the sighted-feedback condition, we observed a significant interaction 

between the feedback type (i.e., sighted-feedback) and session (z = 2.616; p = 0.009 < 

0.001). The positive z-value and visual inspection of Fig. 3 (Descriptive pane) suggest 

that descriptiveness improved. The post-hoc test result (Table 4) indicates possible trend of 

sighted-feedback condition (z = 1.897; p = 0.0578). The result suggests that the authors in 

the sighted-feedback group improved the SD descriptiveness.

Objective.—The number of approvals changed from (45, 36, 42) to (42, 40, 53). There 

was a significant interaction between blind-feedback and session (z = 2.61; p = 0.009 < 

0.05). The result indicates that the participants in blind-feedback group improved the SD 

objectivity of the SD. We also observed a significant effect of the blind-feedback to the SD 

objectiveness in the post-hoc test (z = 2.415, p = 0.0157 < 0.05), suggesting the superior 

objective quality of SDs from this group. .

Succinct.—The number of approvals changed from (56, 58, 59) to (56, 49, 58). There is 

a significant interaction between sighted-feedback and session (z = −1.962, p = 0.0498 < 

0.05). The negative z-value and visual inspection of Fig. 3 indicate that the participants in 

the sighted-feedback group compromised the succinctness to address the feedback. This is 

not surprising because to address the comments the participants attempted to provide more 

descriptions, making SDs longer.

Learning.—The number of approvals changed from (13, 15, 13) to (15, 45, 21). We 

observed a significant interaction between sighted-feedback and session (z = 3.443; p < 

0.001). The post-hoc test showed that the learning quality of SDs in the session 2 is 

significantly better in sighted-feedback condition compared to the control condition (z = 

5.218; p < 0.001). This suggests that the authors with sighted-feedback disproportionately 

improved SD Learning quality compared to the control condition.

Sufficient.—The number of approvals changed from (5, 8,6) to (9, 28, 8). There were 

no significant main effects, but we observed a trend in the interaction between the sighted-
feedback and session (z = 1.703, p = 0.089). The post-hoc test on session 2, there was a 

significant effect on the sighted-feedback condition (z = 3.421, p < 0.001). This suggests that 

the author in the sighted-feedback condition was more likely to provide a SD with sufficient 

information.

Interest.—The number of approvals changed from (34, 29, 25) to (32, 43, 32). We did 

not observe significant main effects. There was a significant interaction effect between 

sighted-feedback and session (z=2.477, p=0.013<0.05). The post-hoc test showed a possible 

trend on the sighted-feedback condition (z=1.927, p=0.054). While the nature of this quality 
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is subjective and thus less reliable, the data may suggest that the participants can improve the 

interest quality with sighted feedback.

Clarity.—The number of approvals changed from (28, 25, 21) to (26, 41, 23). We did 

not observe significant main effects, but we observe a significant interaction between the 

sighted-feedback and session (z = 2.602, p = 0.009 < 0.01). The post-hoc analysis showed 

a significant effect of sighted-feedback (z = 2.605, p = 0.009 < 0.01), suggesting the clarity 

improved and was higher with feedback from sighted reviewers (Table 4).

Accurate.—The number of approvals changed from (31, 33, 31) to (38, 42, 41). There 

were no significant main effects of feedback type and session, and no interaction effects. 

There were no significant main effects in the post-hoc test too.

Referable.—The number of approvals changed from (30, 30, 35) to (32, 46, 39). There 

were no significant main effects, but there was a significant interaction between sighted-
feedback and the session (z = 2.268, p = 0.023 < 0.05). The post-hoc test showed a 

significant effect of the sighted-feedback to the quality (z = 2.597, p = 0.009 < 0.01). This 

suggests that the participants in sighted-feedback condition can improve SDs to reference 

characters and objects well.

Summary.—The results of the Quality Change Analysis suggested that Sighted feedback 

improved descriptiveness, learning, referability, interest, and clarity. Blind feedback 

improved objectiveness. This suggests that feedback from different groups complement each 

other in improving SD qualities. We observed high succinctness over all the conditions, 

probably induced by the succinctness visualization.

5.2 Blind Evaluation

Similar to Sighted Evaluation, we report the raw approval numbers in three-tuples ((# 

approvals in without-feedback, # approvals in sighted-feedback, # approvals in blind-
feedback)) and report the significant main effects and interaction effects (Table 5).

Descriptive.—The number of approvals changed from (49, 43, 46) in session 1 to (52, 49, 

56) in session 2. We did not observe significant main effects or interaction effects. The post 

hoc test did not show significant effects either. However, we took note that descriptiveness is 

high across the conditions.

Objective.—The number of approvals changed from (39, 28, 25) to (34, 29, 37). The 

statistical analysis revealed significant main effects under the sighted-feedback and blind-
feedback conditions. For the sighted-feedback group, we observed a significant main effect 

(z = −2.198; p = 0.028 < 0.05) but no interaction. For the blind-feedback group, we 

observed a significant main effect of blind-feedback (z = −2.771; p = 0.006 < 0.01) and a 

significant interaction effect (z = 2.400, p = 0.016 < 0.05). The results and visual inspection 

of Fig. 4 (Objective pane) suggest that SDs under the control condition were better overall 

compared to treatment conditions. However, blind-feedback had a positive impact on SDs’ 

objectiveness. The post hoc test did not show a significant difference in objectiveness 

between conditions.
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Succinct.—The number of approvals changed from (35, 37, 40) to (39, 42, 39). We did not 

observe any significant main effects or interaction effects. The post hoc test did not show 

significant effects.

Learning.—The number of approvals changed from (27, 26, 27) to (30, 25, 31). We did not 

observe any significant main effects or interaction effects. The post hoc test did not show 

significant effects.

Sufficient.—The number of approvals changed from (36, 28, 38) to (43, 39, 39). The 

statistical analysis showed a trend of the sighted-feedback to the sufficiency of the SDs (z = 

−1.698, p = 0.090). There were no significant main effects of blind-feedback and interaction 

effects. The post hoc test did not show a significant difference in sufficiency.

Interest.—The number of approvals changed from (18, 12, 26) to (20, 11, 18). We did 

not observe significant main effects or interaction effects. The post-hoc test did not show a 

significant difference either. We noticed lower approval counts across conditions compared 

to the other quality types.

Clarity.—The number of approvals changed from (48, 43, 42) to (50, 42, 51). We did 

not observe significant main effects or interaction effects. The post-hoc analysis showed a 

significant effect of sighted-feedback (z = −2.230, p = 0.0257 < 0.05), suggesting that the 

clarity was lower in this condition (Table 6).

Summary.—The result suggests that the blind evaluator perceived that the objectiveness 

of SDs improved with blind-feedback. SDs’ descriptiveness was relatively high, but we did 

not see the benefit of feedback. We noticed that the Interest and Learning scores were lower 

compared to other qualities.

5.3 Comparison between Sighted and Blind Evaluation

To investigate the similarities and differences in how the sighted evaluators and blind 

evaluator perceived the SD qualities, we looked at the agreement in SD quality approvals 

and rejections between the two groups. We focused our analysis on the seven codes that both 

sighted and blind evaluators used (Descriptive, Objective, Succinct, Learning, Sufficient, 
Interest, and Clarity). We first counted the total number of agreements across all videos 

between the two sighted evaluators’ amalgamated assessment and the blind evaluator’s 

assessment. For example, if both sighted assessment and blind assessment approved or 

rejected an SD, we counted that as an agreement. We also stratified the agreement counts by 

feedback conditions and video types to see if they have any effects on agreements (Fig. 5, 

Appendix B)

In comparison, we observed different levels of agreements across the seven codes. For the 

N = 360 SDs, the numbers of agreement were (Descriptive, Objective, Succinct, Learning, 

Sufficient, Interest, Clarity) = (164, 226, 224, 176, 139, 109, 208) (or (46%, 63%, 62%, 

49%, 39%, 30%, 58%)). Table 7 shows agreement with the confusion matrices. We observed 

higher levels of agreement for Objective and Succinct, which was due to both sighted and 

blind evaluators approving the majority of SDs. For Interest, the sighted evaluator had a 
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tendency to approve more SD, whereas the blind evaluator approved more SDs for Learning, 

Sufficient, and Clarity.

Descriptive.—The sighted and blind evaluators’ assessment agreed on 162 out of 360 SDs. 

Agreement slightly increased from 73 to 89. While the blind evaluator approved most SDs’ 

descriptiveness (295/360), the sighted evaluator rejected the majority (213/360). But both 

of the evaluators agreed that more SD appeared to be descriptive in session 2, especially 

in the sighted-feedback condition (Fig. 5). The disagreement in descriptiveness between the 

blind and sighted evaluator is likely because the sighted evaluators strictly rejected the ones 

that missed out on the detailed information about the scene. Oh the other hand, the blind 

evaluators perceived the SDs to be descriptive enough when they could get a sense of the 

scene’s content.

Objective.—The sighted and blind evaluators’ assessment agreed on 226/360 SDs. Both 

groups approved more than half of SDs. However, Fig. 5 suggests that the agreement for the 

Advertisement Video was weaker. Fig. 5 also shows that both sighted and blind evaluators 

increased the number of approvals in the blind-feedback condition, which indicates the 

positive impact of blind review on this quality dimension.

Succinct.—The two assessments agreed for 224/360 SDs for succinctness. The sighted 

evaluator was more generous in assessing the succinctness, giving 336/360 approvals. The 

blind evaluator’s approval counts were lower for Explainer and Instructional Videos. Both 

mostly agreed on the assessment for Advertisement Video (Fig. 5). This was somewhat 

surprising as we expected succinctness to be high in agreement with both evaluations due to 

feedback from both reviewers and succinctness visualization. The gap suggests sighted and 

blind people perceive succinctness differently.

Learning.—The evaluators disagreed in assessing the learning quality 

(agreement=176/360). We observed different patterns between video types (Fig. 5). For 

the Explainer Video, the sighted evaluator had shown that sighted-feedback improved 

SD Learning quality, but the blind evaluator had perceived the SD otherwise. For the 

Instructional Video, we noticed that the sighted evaluator was more strict. During the 

discussion within the research team, the sighted evaluators noted that they rejected SDs 

when they found instructional errors. That was when the SDs’ accuracy in describing the 

visual content interfered Learning. The blind evaluator was more generous supposedly 

because of the lack of this interference. The blind evaluator and sighted evaluators disagreed 

on the assessment of the Advertisement Video’s SDs (Fig. 5). The discrepancy may be due 

to the sighted evaluators watching the video and being able to relate to the contents of the 

SDs more easily. The blind evaluator had a harder time understanding the story and its 

objective (i.e., branding) solely from SDs.

Sufficient.—The agreement between sighted and blind evaluators was 139/360. The most 

notable disagreement was seen in the Explainer and Advertisement Videos. This was 

because the blind evaluator accepted most of the SDs but sighted evaluators did not. The 

discrepancy may have been caused by the fact that the sighted evaluators could see the 
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content of the Instructional and Advertisement Videos and many of the descriptions did not 

depict the scene entirely in, which the blind evaluator was not aware of.

Interest.—The agreement between sighted and blind evaluators was 109/360. The sighted 

evaluator appeared to be more generous in accepting the Interest qualities, whereas the blind 

evaluator had rejected most of SD (Fig. 5). This disagreement was expected as the variable 

seems to be subjective in nature, and different people tend to perceive different contents as 

interesting.

Clarity.—The agreement between sighted and blind evaluators was moderate (208/360). 

The blind evaluator was more generous in approving the SD (Fig. 5). The Instructional video 

achieved the lowest Clarity approval count (Sighted=27 approvals, Blind=53 approvals). The 

Instructional video required the audience to be familiar with the specific terms used in the 

origami video and to follow the instructions carefully. Thus, the evaluators may have felt it 

required a higher level of clarity compared to the other two videos.

Summary.—The agreement was highest for the Objective quality. The blind evaluator was 

stricter in evaluating Objective and Succinct qualities. The sighted evaluators were more 

strict in evaluating Descriptive and Clarity qualities. We believe these observations would 

be useful in interpreting the results in future work that employs manual evaluation of SD 

qualities. We observed high disagreement in Learning, Sufficient, and Interest qualities 

between sighted and blind evaluators. The potential explanations for the differences are 

because of the video types and unconscious influence of visual contents to the sighted 

evaluator’s quality assessment.

5.4 Task Completion Time

Using ViScene’s interaction log, we calculated the time that the authors and reviewers spent 

to perform their tasks to inform the cost of authoring SD using ViScene. In Table 8, we 

reported the time it took to (i) author the first iteration of SD for the three videos, (ii) 

reviewing the SD, and (iii) revising the SDs. We also reported the total time taken by adding 

the values from the three stages.

On average, the three-stage process in the blind-feedback condition took the longest 

(Mean=166.4 min), followed by sighted-feedback condition (Mean = 156.5 minutes) and 

without-feedback conditions (i.e., Mean = 57.3 minutes)—see Table 8. The total duration for 

sighted-feedback and blind-feedback being longer than the duration in the without-feedback 
condition is not surprising. This is because the additional time cost for the reviewing stage 

was added (Mean = 51.8 minutes for sighted-feedback review and Mean = 57.8 minutes for 

blind-feedback review).

The time taken to author and revise the SD had varied across three different conditions. On 

average, the authors completed session 2 in the without-feedback condition much faster than 

session 1 (session 1: Mean = 53.8 minutes; session 2: Mean = 20.5 minutes). For the authors 

in the sighted-feedback group, it took: (session 1: Mean = 46.7 minutes; session 2: Mean 

= 52.3 minutes). And for the authors in the blind-feedback group (session 1: Mean = 57.5 

minutes; session 2: Mean = 50.4 minutes). The authors in the control group spent less time 
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in session 2 because they did not get any reviewer feedback and only self-reflected on the 

SD they wrote in session 1.

Using the total time taken for each video, we calculated the monetary cost of generating 

SDs using ViScene through the process that involved sighted-feedback or blind-feedback—

see Table 9. For each video, we multiplied the total time taken to author SDs by the US 

federal minimum wage (i.e., US$ 7.25 per hour) [36] to compute the monetary cost. Because 

the three videos’ lengths varied, we divided the cost by the video length to obtain cost 

per video minute (pvm). The monetary cost ranged between US$0.85pvm to US$9.65pvm 

(Mean = US$4.54pvm, SD=US$2.01pvm). The blind-feedback condition’s costs per video 

minute are higher than sighted-feedback conditions for all types of the videos (Table 9). 

However, in both conditions across video types, the results suggest that authoring SDs via 

ViScene can be more cost effective than recruiting the experts. The cost per video minute 

for the treatment conditions varied from US$2.81pvm to US$5.48pvm. In comparison, the 

cost of professional service that would range from US$12pvm to US$75pvm [45]. This 

shows that with ViScene, the cost of generating SD for video can be reduced by 54% (=1 

-US$5.48pvm / US$12pvm x 100%) to 96 (=1 -US$2.81 pvm/ US$75pvm x 100%)

6 DISCUSSION

We designed and developed ViScene, a tool that allows novice sighted authors to work 

with sighted or blind reviewers to generate SDs collaboratively. Based on the multifaceted 

quality assessment of SDs authored by our participants, we believe that the novice authors 

can write Descriptive, Objective, Referable, and Clear (i.e., denoting high Clarity) SDs with 

the feedback. However, we found some disagreement between sighted and blind evaluations 

in, for example, Succinctness for the Instructional Video. We observed that the feedback 

from reviewers enabled the authors to improve SD qualities. Most importantly, the SD 

objectiveness, a quality that is valued highly by blind people [12], was found to have 

improved when the novices received feedback from blind and sighted reviewers. This is 

promising.

Although, blind evaluator had indicated that the Interest quality across all the videos, as 

well as some for Objective, Succinct, Learning, and Sufficient qualities remained low. For 

instance, the blind evaluator approved only a handful of SD for Objective, Learning, and 

Interest qualities for the Advertisement Video. We believe that this is partially explained 

by inherent limitations in the videos i.e., the video’s message relied heavily on the visuals 

to learn the content, requiring the audience to combine the visual message and audio 

description to comprehend the intended idea of the content creators. As Braun notes, “audio 

describing a film is therefore not simply a matter of substituting visual images with verbal 

descriptions” [8]. Our results encourage not only SD authors but also content creators to be 

more empathetic towards blind audiences when conveying the intended takeaway message. 

This is mainly so that blind audiences would be able to grasp the video contents.

Moreover, we also observed that some of the SD prioritized different goals which had 

introduced a conflict between qualities. For example, we noticed a trade-off between 

Succinct, Descriptive, and Learning. In Fig. 5, the blind evaluator perceived SDs as objective 
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but less succinct for Instruction Video, but vice versa for Advertisement Video. This 

suggests that the authors can generate SD taht excel in one quality, but would negatively 

affect other variables due to the respective qualities’ innate conflicting nature. Future work 

should investigate the trade-off relationships between the variables in more depth and 

explore how we could help the reviewers and authors know how to prioritize and balance 

the crucial qualities. Perhaps, this is altogether an opportunity for building novel interfaces 

that enable blind users to control the verbosity of audio descriptions. Verbosity controls are 

common in screen readers and are explored in many assistive applications for the blind e.g., 
in mobility and orientation [23] and real-time pedestrian detection [29].

6.1 Mixed-Ability Collaborative SD Authoring

Our findings provide rich insights on the opportunities and current limitations of deploying 

collaborative SD authoring as online work. ViScene introduces a new way for co-creating 

audio descriptions to increase video accessibility. More so, it hints at the potential for 

online mixed-ability collaborations between sighted authors and blind reviewers. Our results 

showed strong improvement in SD’s Objective quality, which highlights the importance 

of involving blind people in the process to improve overall SD quality. Although when 

comparing sighted to blind evaluator, we find that they are often not aligned with blind 

evaluator, sometimes displaying more generosity in approving some of the qualities, but 

more critical on others. Thus, it is essential to consider the blind review and evaluation, 

especially in areas of disagreement (e.g., Learning), so as to ensure the generated SDs are 

favored by the blind audience.

While we observed that novices can author good SDs with reviews, recruiting and 

onboarding good sighted and blind reviewers remain an open question. Perhaps as suggested 

in YouDescribe [47] this could be people already within or familiar with the blind 

community, content creators, or music/TV show fans. We also see an opportunity in 

recruiting good authors to be reviewers and onboarding them by designing practice activities 

based on our codebook. For instance, we envision engineering accessible onboarding 

activities using sample videos and a variety of SDs depicting good and bad examples across 

all quality dimensions.

6.2 Cost Effectiveness of ViScene

We believe that ViScene is a cost-effective and more readily available option for creating 

SDs. The average cost of employing people to author and review SDs is between US$2.81 

pvm to US$5.48 pvm, which is much cheaper in comparison to the cost of professional 

service that ranges from US$12 pvm to US$75 pvm [45], though, the quality insurance may 

not be comparable. These figures should encourage video content creators to provide more 

accessible contents for their viewers by including SD. Having said that, in an era where 500 

hours of videos are uploaded every minute on YouTube alone [20], it is improbable that 

ViScene would be able to generate SDs for every single video. In our study, the average time 

to create SD for videos, where each video is around one minute long, is 50–56 minutes. By 

extrapolation, it would take almost a day to generate an SD for a video that lasts 24 minutes, 

which renders ViScene to be not be scalable, e.g., for long videos. Thus, as we describe next, 

automating some of the processes in SD authoring is critical. Also, we need to put extra 
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care in extrapolating as the cost may not increase linearly and the cost calculation result 

might not be applicable for longer videos. But online videos without ADs that are about few 

minutes long, similar length to the videos we used in our study, are prevalent. We believe 

such videos could benefit from more cost-effective ADs created with ViScene.

6.3 Potentials for Automation

The authoring and reviewing processes employed in this version of ViScene were all 

manual. The SD authors did not receive commentary feedback in real-time, which can be 

disruptive for the overall process. We are currently investigating the efficacy of automating 

some of the feedback and we see a lot of room for innovation in this area. We believe less 

subjective dimensions like Descriptive are easier to comment on automatically. For example, 

we can train natural language processing models to estimate the SD descriptiveness and 

provide automated feedback and encourage novice authors for more information. Of course, 

another fertile research topic would be automating the authoring of SDs itself. We are 

excited to see a few efforts this past year in this direction (e.g., [49, 51, 52]), though there is 

much to be done for achieving high-quality audio descriptions.

7 LIMITATIONS

The full array of different types of videos was not explored due to the design of the user 

study. The video durations were short and the types of videos were also limited to optimize 

the output of quality SDs from our participants. Investigating the effect of the video duration 

and other video types on the SD authoring process remains a future work. ViScene reviewers 

and evaluators were members of the research team. We opted for this methodological design 

to ensure that the reviewers are fully dedicated to giving good feedback (typically, in a 

real-world setting reviewers could choose videos that they might be more vested in) and 

evaluators have a good understanding of the codebook. Having a fixed set of reviewers could 

have negatively affected the feedback quality, but we have mitigated the potential effects 

with counterbalancing. This was done by incorporating our codebook into the ViScene 

interface. Our next step is to explore the efficacy of employing reviewers in a real-world 

setting e.g., by partnering with YouDescribe [50] and recruiting evaluators outside our 

research group.

A potential limitation is the fact that evaluations are not completely objective even through 

the evaluators followed the codebook that is based on professional guidelines.

To assess this, we measured inter-coder agreement across evaluations and observed that we 

had a high degree of agreement for quality dimensions such as Succinct, 90%, Referable 
(76%), Accurate (74%), Sufficient (74%), Objective (73%), Learning (70%), Descriptive 
(69%) but not so much for Clarity (69%), and Interest (56%).

8 CONCLUSION

We designed and developed ViScene, a system that enables sighted novices to author 

scene description—textual descriptions of scenes in a video that are converted into audio 

descriptions through text-to-speech with commentary feedback coming from sighted or 
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blind reviewers. Through a study with novice sighted scene description authors (N=60), 

we explored whether the sighted or blind review could improve the quality of scene 

descriptions. We found that those receiving feedback were able to improve qualities 

like Descriptive, Objective, Referable, and Clarity in their scene descriptions, which is 

promising. However, this was not the trend for other qualities such as Learning and 

Sufficient, which remained low. We discussed potential ways forward for improving the 

collaborative process and blind users experience with audio descriptions, as well as the role 

of automation in future research directions.
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Figure 1: 
ViScene’s interface. (a) the video pane; (b) closed captions (CC) and scene descriptions 

(SD) bars; (c) a table with Time, CC, SD, and Feedback columns; (d) SD succinctness 

feedback, (e) CC/SD text-segment correspondence visualization, (f) video selector, and (g) 

author dropdown selector (for reviewers).
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Figure 2: 
The screenshots of scenes in Explainer, Instructional, and Advertisement Videos. Each row 

represents one of the videos. Texts below the rows are the ground truth SDs for their 

respective screenshots.
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Figure 3: 
The Sighted Evaluation approval counts for each SD quality variable across feedback 

conditions and sessions. Two sighted evaluator independently assessed the quality of 360 

SDs (60 participants conditions x 2 sessions x 3 videos),. The final approvals were decided 

through discussion and resolving disagreements between the two sighted evaluators. A line 

from a hole to a filled circle shows the change in approvals.
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Figure 4: 
The Blind Evaluation approval counts for each SD quality variable. Like Fig. 3, each line 

from a hole to a filled circle shows a change in approval counts. A blind evaluator assessed 

the quality of 360 SDs (60 participants conditions ×2 sessions × 3 videos) along each 

variable.
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Figure 5: 
Approval count for the codes that were evaluated both by sighted and blind evaluators. The 

x-axis indicates the count of approval and the y-axis represents the type of the videos and the 

conditions.
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