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Abstract

One of the main challenges of Structure-based Virtual Screening (SBVS) is the incorporation 

of receptor’s flexibility, as its explicit representation in every docking run implies a high 

computational cost. Therefore, a common alternative to include the receptor’s flexibility is the 

approach known as ensemble docking. Ensemble docking consists of using a set of receptor 

conformations and performing the docking assays over each of them. However, there is still 

no agreement on how to combine the ensemble docking results to get the final ligand ranking. 

A common choice is to use consensus strategies to aggregate the ensemble docking scores, 

but these strategies exhibit slight improvement regarding the single-structure approach. Here, 

we claim that using machine learning methodologies over the ensemble docking results could 

improve the predictive power of SBVS. To test this hypothesis, four proteins were selected 

as study cases: CDK2, FXa, EGFR, and HSP90. Protein conformational ensembles were built 

from crystallographic structures, whereas the evaluated compound library comprised up to 

three benchmarking datasets (DUD, DEKOIS 2.0, CSAR-2012) and cocrystallized molecules. 

Ensemble docking results were processed through 30 repetitions of 4-fold cross-validation to train 

and validate two machine learning (ML) classifiers: Logistic regression and gradient boosting 

trees. Our results indicate that the ML classifiers significantly outperform traditional consensus 

strategies and even the best performance case achieved with single-structure docking. We provide 

statistical evidence that supports the effectiveness of ML to improve the ensemble docking 

performance.
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Graphical Abstract

Introduction

Structure-based virtual screening (SBVS) is a key component in the early stage of drug 

discovery.1 SBVS comprises different in silico methodologies to filter a chemical compound 

library using the three-dimensional structure of the molecular target of interest (receptor). 

Commonly, the process consists of docking each compound (candidate ligand) to the 

receptor, predicting their binding mode and estimating their binding affinity through a 

scoring function.2 Subsequently, ligands are sorted by their binding score to the receptor, 

and the top-ranked ones are selected as the best candidates for further experimental 

analysis.2,3

To be computationally efficient, traditional docking tends to oversimplify the binding 

process, negatively affecting the predictive power of SBVS.4 One of the main drawbacks 

is that docking simulations usually rely on a single rigid conformation of the receptor, 

resulting in a poor representation of the receptor’s flexibility.4,5 Consequently, multiple 

approaches have been proposed to ameliorate this deficiency.5-9 Among these alternatives, 

ensemble docking is one of the most popular10,11 and has been successfully applied in 

various prospective studies,12-18 which support the motivation of using ensemble docking to 

improve SBVS.

Ensemble docking aims to represent the receptor’s binding site flexibility through a 

conformational ensemble.10 The assumption is that this structural diversity can lead to 

more accurate binding modes and explore broader chemical space.5 Thus, the most common 

implementation of ensemble docking consists of docking each ligand to multiple rigid 

conformations of the receptor.11,19 As a result, multiple docking scores are computed for 

each ligand, which finally must be aggregated to obtain a single compound score, or ranking. 

Nevertheless, it is still unclear what is the best methodology to perform this aggregation.20

Consensus strategies are a usual alternative to combine ensemble docking results.21 

These strategies are data fusion rules22 similar to the consensus scoring schemes used 

to combine the scores from different docking tools.23,24 However, their effectiveness is 
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target-dependent, varying among each docking study.25 Moreover, consensus strategies 

provide only modest improvement over the average performance of single-conformation 

docking19,26 and hardly exceed the best case’s performance of single-conformation 

docking.19,26 Previous studies also observed that adding more conformations to the 

ensemble tends to favor false-positive ligands, decreasing the SBVS predictive power.27-29

Here, we ask whether machine learning (ML) could be a better alternative than 

traditional consensus strategies to exploit ensemble docking results and improve the SBVS 

performance. ML has been widely and successfully employed in SBVS.30 Most of these 

models were developed using intermolecular features computed from experimental protein-

ligand complexes31-34 and single-conformation docking results.34-37 Other studies have used 

ML to integrate the predictions of different scoring functions computed from a single 

binding mode.24,38,39 However, only a few studies,40,41 considered in the Results and 

Discussion section, have explored the direct application of ML classifiers over ensemble 

docking scores. Here, we extend these studies offering a statistical analysis comparing the 

ML models’ performance with some of the most used consensus strategies.

Therefore, to evaluate the suitability of combining ML and ensemble docking we evaluated 

four proteins as study cases: cyclin-dependent kinase 2 (CDK2), factor Xa (FXa), epidermal 

growth factor receptor (EGFR), and heat shock protein 90 (HSP90). These four proteins 

have been extensively used to test and validate SBVS methodologies,26,27,40,42-50 and have 

several crystallographic structures available.51 We selected CDK2 and FXa proteins because 

their binding sites are quite different; the CDK2 binding pocket is a deep hydrophobic 

cavity, while the FXa active site is a shallow and solvent-exposed hydrophobic groove.45 On 

the other hand, the EGFR and HSP90 proteins were suggested by one of our anonymous 

reviewers as a blind test.

We started by building the conformational ensembles of each of the four proteins. Then, 

ensemble docking simulations were carried out using ligands from three molecular libraries 

(DUD52,53, DEKOIS 2.054, and CSAR55) and cocrystallized compounds. Then, we used 

the raw docking scores to perform 30 repetitions of 4-fold cross-validation (30×4cv) to 

train and evaluate two ML algorithms: logistic regression (LR) and gradient boosting trees 

(GBT)56. The former is a basic linear classifier whereas the latter is a relatively new 

non-linear ensemble algorithm successfully employed in SBVS.24,57-60 We also considered 

three consensus strategies: the lowest score (csMIN), the average score (csAVG), and 

the geometric mean score (csGEO).21 csMIN and csAVG are among the commonly 

used consensus strategies,17,18,25-27,45,61 whereas csGEO was recently recommended as 

a better alternative to other strategies.21 Finally, we statistically compared the ML 

classifiers’ prediction power with that of the consensus strategies. We also explored different 

conformational selection criteria to evaluate how some associated properties and single-

conformation predictions affected the ML performance.

Materials and methods

Figure 1 displays an overview of the methodology workflow used in the present study. 

Code implementation of this pipeline and the main output files are available on the Github 
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repository provided in the Supporting Information section. Ensemble docking assays were 

performed using eight 16-core (Intel Xeon E5-2670v1) nodes of the Miztli supercomputer 

owned by the Universidad Autónoma de México. The rest of the analyses were done on a 

personal computer with 8 GB RAM and an Intel Core i7 CPU at 2.3 GHz.

Protein conformational ensembles preparation

Crystal structures of each of the four protein targets were retrieved from the PDB51 using 

the ProDy library62. First, each target’s primary sequence was obtained from the Uniprot 

database (CDK2: P24941, FXa: P00742, EGFR: P00533, HSP90: P07900) and used to 

perform a blast-p against the PDB database. All PDB entries with a protein chain with a 

sequence identity equal to or greater than 95% were downloaded and processed to remove 

the solvent, small molecules, and other protein entities, to keep only the protein chain 

belonging to the target. When needed, the Modeller python module63 was employed to 

model missing loops without affecting the native geometry of the rest of the crystallographic 

structure. Subsequently, pdb4amber from the AmberTools1964 package was used to fill 

missing heavy atoms and standardize atom and residue names. Protonation states of 

ionizable residues were predicted at a pH 7.0 using the PDB2PQR software65.

Structural analysis of the protein ensembles

For each protein target, a conformational ensemble was constructed from its set of 

crystallographic structures incorporating the protein’s binding pocket, which was identified 

by the reference protein-ligand complex provided by the DUD dataset52. For CDK2 and 

FXa, all the available crystallographic structures were used to construct the conformational 

ensemble. Meanwhile, the EGFR and HSP90 conformational ensembles were built from 

64 randomly selected conformations, obtained from all of their respective available 

crystallographic structures.

The python library pytraj66 was employed to compute a pairwise root-mean square deviation 

(RMSD) matrix, using the Cα atoms of each conformation’s binding pocket residues. 

Subsequently, the RMSD matrix was used to perform a classical multidimensional scaling 

(cMDS), a non-linear dimensionality reduction technique that displays the information of 

a distance matrix on a reduced Cartesian space67. The shape and volume of the binding 

pockets were measured using POVME 3.068. The pairwise similarity between pockets’ 

shapes was computed using the Tanimoto index. Hierarchical clustering and cMDS were 

performed using these results.

Benchmarking libraries

The molecular library of each protein was constructed from different sources. The first 

source corresponds to the ligands crystallized at the protein’s binding pocket. Cocrystalized 

molecules were extracted from the retrieved protein conformations and were labeled 

as active compounds. The second source comprises two benchmarking sets: the charged-

corrected version of the second release of the Directory of Useful Decoys (DUD) 

dataset52,53 and the DEKOIS 2.0 dataset54. Both datasets include active compounds 

experimentally proven to bind their respective target protein, as well as decoy molecules 

with similar physicochemical properties to their matching actives, but with a different 
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2D topology. Decoy molecules are assumed to be non-binders and will be referred to 

as inactive molecules in this work. The third source was the CSAR benchmark exercise 

2012 dataset55, which incorporates experimentally confirmed active and inactive compounds 

targeting CDK2.

The benchmarking sets were downloaded from their respective web pages.69-71 Open 

Babel72 was employed for file conversion, protonation at pH 7.0, and 3D structure 

generation using the MMFF94 force field. Subsequently, Morgan fingerprints (with 2048 

bits and radius 2) were computed for all molecules employing RDKit73. Tanimoto index was 

used to measure the fingerprint similarity between each pair of molecules. Those compounds 

sharing a similarity of 1.0 were considered duplicates, and only one of them was kept. 

Finally, a single dataset per protein was created by merging its corresponding cocrystallized 

and benchmarking sets, excluding duplicates.

Ensemble docking

Ensemble docking simulations were carried out using Vinardo, a modified Vina 

scoring function developed by Quiroga and Villarreal74 and implemented in the Smina 

software75. All protein structures and their corresponding molecules were prepared using 

AutoDockTools76 by merging non-polar hydrogens. The size and center of the docking grid 

box were specific for each protein target, but uniform across its conformations, which were 

previously aligned based on the Cα atoms of the residues comprising the binding pocket. 

The Smina’s exhaustiveness search criterion was set to 16, while the rest of the parameters 

were kept as default.

Feature Representation

For each protein, ensemble docking results were gathered into a matrix Xm×n, where n is the 

number of available conformations of that protein, and m is the number of compounds in 

its respective molecular library. Hence, each row represents a molecule (a sample), and each 

column represents a protein conformation (a feature). Each matrix element xi,j is the best 

docking score, as judged by Vinardo, between molecule i and protein conformation j. The X 
matrix (or a subset of it) served as input for the consensus scoring functions and the machine 

learning classifiers.

Ensemble Consensus Scoring

Three consensus strategies, namely csMIN, csAVG, and csGEO, were used to compare 

their performance against the ML classifiers. These strategies are aggregation functions 

that produce a single score per molecule from a row of X, i.e., an n-vector xi containing 

the ensemble docking scores of the molecule i across the n protein conformations. csMIN 

strategy returns the minimum value of xi, corresponding to the best raw docking score as 

judged by the Vinardo scoring function. csAVG and csGEO correspond to the arithmetic and 

the geometric means of the elements of xi, respectively. Each consensus strategy was applied 

over the scores of all molecules of a given dataset to get a single ranking list.
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Machine Learning

Machine Learning Classifiers—Two supervised ML algorithms were implemented to 

develop target-specific binary classifiers to identify potential active molecules (binders) from 

inactive ones (non-binders or decoys) given a protein dataset. The chosen algorithms were 

Logistic Regression and Gradient Boosting Trees56. Logistic Regression (LR) is a basic 

linear classifier that applies the logistic function over a linear combination of weighted 

predictive features. Gradient Boosting is a tree-based ensemble algorithm where a set of 

decision trees are trained sequentially, fitting the new tree on the residual errors of the 

previous one. Additionally, a Dummy classifier (DClf) was implemented as a baseline 

to compare with LR and GBT. The DClf’s predictions are actually random guesses that 

respect the active/inactive distribution (stratified strategy)77. GBT was implemented by 

using the XGBoost library (v1.3.0)78, an optimized implementation of the Gradient Boosting 

algorithm, whereas the DClf and the LR classifier model were performed using the scikit-

learn (v0.23.2) python library77.

Hyperparameter tuning—The ML classifiers were trained and tested using ensemble 

docking scores from the merged dataset, represented by X, along with the response variable 

y containing the active and inactive labels. The train-test split of the dataset was done by 

following a stratified hold-out strategy, where 75% of the samples were used for training and 

validation, while the remained 25% were held to test the model’s performance.

Hyperparameter tuning was done using the training dataset (75% of the data) with all 

features considered. For the LR classifier an exhaustive grid search was carried out, whereas 

a randomized grid search with 50 iterations was performed for the GBT classifier due to 

the large number of hyperparameters involved. At each grid point a 5-fold cross-validation 

was performed. The hyperparameters taken into account for each classifier are listed in 

Table S1. The evaluation metric employed was the area under the curve of the receiver 

operator characteristic (AUC-ROC). At the end of this stage, the best combination of 

hyperparameters was selected.

Machine learning model assessment with 30 repetitions of stratified 4-fold 
cross-validation—The performance of each ML classifier was evaluated using the whole 

dataset through 30 repetitions of stratified 4-fold cross-validation (30×4cv).79 At each cross-

validation repetition, the data was randomly split into four folds. Then, during each fold, 

a new instance of the ML classifier was created using the hyperparameters selected by the 

hyperparameter tuning stage. Next, the ML classifier was trained with the 75% of the data 

(three folds), and evaluated over the remaining 25% (one fold). After the 30 repetitions, 

we registered the performance of the ML classifier over each of the 120 validation sets 

(data never saw by that particular ML model during its training). It is expected that the use 

of multiple cross-validation repetitions gives a more “robust” model assessment score than 

performing cross-validation just once.80,81

Additionally, the three consensus strategies were implemented over the same 120 

validation sets evaluated by the ML classifiers. We also calculated the single-conformation 

performance (SCP) of the n protein conformations using the raw docking scores from the 
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120 validation sets. Finally, we computed the maximum and the average SCP from the 

120×n SCP values obtained.

Y-randomization test—The robustness of the ML classifiers was evaluated through the 

y-randomization test. This procedure consists of randomly permuting the response variable y 
without altering the set of the independent variables (denoted by X). A new ML classifier is 

then trained and tested using this new dataset, and its performance is compared with that of 

the original model. Therefore, the new model works as a negative control that represents the 

action of chance when fitting the given data82.

In this work, the y-randomization test was applied to evaluate the ML algorithms and 

consensus strategies. Randomization was implemented over five percentages (c) of the target 

value: 0, 25, 50, 75, and 100. However, to keep class balance, these percentages were 

applied regarding the number of active labels. This means that, at a given c value and a 

dataset with a active molecules, only ⌊(c/100)a⌋ active labels are scrambled with ⌊(c/100)a⌋ 
inactive labels. Therefore, a 30×4cv procedure was performed at each percentage value, 

shuffling the equivalent number of target labels at each cross-validation repetition. For 

comparison, the consensus strategies were also applied over every validation set.

Feature Ranking and Feature Selection—Recursive feature elimination (RFE) was 

carried out using scikit-learn77 to rank the protein conformations by their contribution to 

the accurate prediction whether a molecule is a true binder. RFE is an algorithm that ranks 

the features by its importance, identifying a subset of those that maximize the model’s 

performance. To do so, RFE wraps a base ML classifier that computes how relevant each 

predictive variable is. Starting with all features in the training dataset, RFE performs a 

stepwise backward elimination of the less relevant features. Here, RFE was applied to 

remove one feature (conformation) per step until only one remained, allowing to obtain 

a feature ranking. The base classifier used was GBT, which applies the Information Gain 

metric to estimate feature importance.

Evaluation criteria

Two criteria were used to evaluate the SBVS methods’ performance: the AUC-ROC and 

the normalized enrichment factor (NEF). These measures were applied over the molecule 

ranking list predicted by each SBVS method. For the ML classifiers, these ranking lists were 

computed from the predicted probability of each molecule to be active.

The AUC-ROC is a robust criterion commonly used to evaluate SBVS results. It represents 

the probability that a randomly chosen active compound ranks higher than a randomly 

chosen inactive one83. An AUC-ROC of 1.0 indicates that all active molecules have been 

ranked at the top, meaning a perfect identification of the true binders, while an AUC-ROC of 

0.5 represents a random selection.

Enrichment Factor (EF) addresses the early recognition problem by evaluating only the top 

χ fraction of the ranked compounds83. It is computed as follows:
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EFχ = as ∕ (χm)
a ∕ m = as

χa, (1)

where m is the total number of compounds in the dataset, a is the total number of true 

actives, and as (actives selected) indicates how many of the χm molecules are true actives. 

Therefore, the EF is an indicator of how enriched in actives is the top χ fraction, compared 

with a set of the same size with randomly selected elements83. Its value ranges from 0, 

when no actives are found in the top χm set of molecules, to 1/χ if χm ≥ a or m/a if 

χm < a. Because of this inconsistency in the EF upper bound value, we decided to use the 

normalized enrichment factor (NEF)84:

NEFχ = EFχ
EFmax

= as ∕ (χa)
min(χm, a) ∕ (χa) = as

min(χm, a) (2)

NEFχ value ranges from 0 to 1, simplifying its interpretation. Here, NEF was applied at χ = 

Ra, where Ra = a/m, i.e., the ratio of active molecules in the dataset.

Effect of the number of conformations on the performance of the SBVS methods

We evaluated the effect of the number of protein conformations over the ML classifiers’ 

performance. To do so, each ML classifier was trained and evaluated through a 30×4cv 

procedure using only a k = 2r number of features, for 1 ≤ r < log2n, i.e., with k duplicating 

its value at each new iteration, and n representing the protein ensemble size. Thus, at a given 

r value, the k selected conformations were drawn from the top of a given list of protein 

conformations ranked by a particular criterion. Four ranking lists were used for this analysis, 

along with a random selection used as reference:

1. BestSCP-rank: conformations ranked by its SCP using the raw docking scores, 

in descending order (conformations with higher AUC-ROC values appear at the 

beginning of the list).

2. WorstSCP-rank: conformations ranked by its SCP, in ascending order 

(conformations with lower AUC-ROC values appear at the beginning of the list).

3. LigMW-rank: conformations ranked by the molecular weight of its 

cocrystalized ligand, in descending order (apo conformations appear at the end of 

the list).

4. RFE-rank: conformations ranked as the best by the RFE method.

5. Random: The k conformations were randomly selected at each repetition.

The consensus strategies were also applied over the same validation sets used for the ML 

models. The AUC-ROC and NEFχ criteria were used to measure the performance of each 

SBVS method

Ricci-Lopez et al. Page 8

J Chem Inf Model. Author manuscript; available in PMC 2022 November 22.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Statistical Analysis

Statistical analyses were performed to detect significant differences between the 

performance of the compared SBVS methods. The AUC-ROC and the NEF values from 

the 30 ×4cv results were evaluated for each protein using the Friedman test, a non-

parametric alternative to the one-way ANOVA with repeated measures. The Friedman test 

ranks the SBVS methods by their average performance among the same validation sets 

(within-subjects effect) and evaluates the null-hypothesis that states that all SBVS methods 

have similar ranks, implying an equal performance.85 Subsequently, pairwise comparisons 

between methods performances were carried out using the Nemenyi post-hoc test86 and 

Critical Difference (CD) plots,87 which were used to visualize significant differences 

between SBVS methods. We decided to perform non-parametric tests because the normality 

and sphericity assumptions were not met. Results from the Shapiro-Wilk normality test88 

and the Mauchly’s test of sphericity89 are shown in Table S2 and Table S3, respectively. 

Additionally, the Kruskal-Wallis test90 for independent samples and the Dunn’s post 

hoc test91 were implemented to compare different randomization percentages during the 

y-randomization assay of each SBVS method. All statistical analyses were carried out in R 

using the tidyverse92 and rstatix93 packages.

Results and discussion

Datasets

Protein conformational ensembles—The final CDK2 and FXa conformational 

ensembles comprised 402 and 136 PDB structures, respectively. On the other hand, EGFR 

and HSP90 conformational ensembles were limited to 64 conformations, which were 

selected randomly from among all their available crystallographic structures. The selection 

and the preparation process of these ensembles, and the list of PDB entries, are documented 

as Jupyter notebooks available in the Supporting Information.

Molecular libraries and ensemble docking simulation—The final molecular library 

of each protein target was obtained by merging its respective cocrystallized molecules 

with compounds from different benchmarking sets for molecular docking; the four targets’ 

libraries included molecules from the DUD and the DEKOIS 2.0 datasets, and the CDK2’s 

also included compounds from the CSAR dataset. The CDK2 merged library comprised 

3,466 molecules, of which 415 were actives, giving an active/total ratio (Ra) of 0.12. 

Similarly, the FXa merged library had 6,233 molecules (300 actives, Ra = 0.05), the 

EGFR merged library had 15,510 molecules (585 actives, Ra = 0.04), and the HSP90 

merged library had 2,302 molecules (256 actives, Ra = 0.11). Figure S1 presents a 

breakdown of each merged library, indicating the initial number of molecules inside each 

original dataset and the number of duplicates between them. The merged library and the 

conformational ensemble of each protein were used to perform the ensemble docking 

simulations. Considering the four proteins, a total of 3,390,844 docking runs were carried 

out.
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Machine learning over ensemble docking scores improves SBVS performance

To test whether the ensemble docking performance could be improved by using ML, 

we carried out a 30×4cv analysis using the raw docking scores of ensemble docking 

simulations. For this purpose, two ML classifiers were evaluated: LR and GBT. LR and 

GBT were selected as two representative shallow learning algorithms; LR is a basic 

linear ML classifier while GBT is a more complex, ensemble-based, ML algorithm that 

has previously applied to combine docking scores from multiple scoring functions.24 

Selecting only two ML classifiers and three consensus strategies allowed us to simplify 

the analysis when comparing their performance against traditional consensus strategies and 

single-conformation docking. Similarly, we selected only three consensus strategies: csMIN, 

csAVG, and csGEO. We take this decision because our main objective was to assess the 

applicability of ML over ensemble docking results, setting the stage for future research that 

could incorporate more sophisticated ML algorithms and input features. Figure 1 shows an 

outline of the whole process.

ML models outperform traditional consensus strategies—The two ML methods 

had better performance than the consensus strategies. This difference is not only statistically 

significant but large enough to be important in a drug discovery campaign. This is evident 

from Figure 2a that displays the results of the 30×4cv analysis in terms of the AUC-ROC. 

Violin boxplots show the distribution of the AUC-ROC values reached by each SBVS 

method over the 120 validation sets. Additionally, the Dclf results are shown as a reference, 

having an expected behavior with AUC-ROC values close to 0.5. Most of the pair-wise 

differences between the SBVS methods were statistically significant, as indicated by the 

Friedman test results (Table 1) and the Nemenyi post-hoc test (Figure S3). The CD plots of 

Figure S2a allow us to visualize these results, showing each SBVS method’s average rank 

and highlighting those that were not significantly different, at α = 0.01. Such was the case of 

the csAVG and csGEO strategies, which did not show significant differences in the case of 

CDK2 and FXa; this result differs from that reported by Bajusz et al.21, who observed better 

performance of csGEO over csAVG. On the contrary, the median AUC-ROC values of the 

ML models were significantly higher than any of the consensus strategies.

We also evaluated the 30×4cv results using the NEF metric to address the SBVS methods’ 

early enrichment. The NEF results showed a similar behavior as the AUC-ROC (Figure 

2b). The median Dclf’s performance Ra was equal to the respective Ra value matching the 

NEF value we would expect by chance at the given dataset. The Friedman test suggested 

significant differences between the NEF medians of the SBVS methods for both proteins 

(Table 1). These differences are exposed by the Nemenyi post-hoc test (Figure S4) and 

the CD plots (Figure S2b), indicating that the ML classifiers had significantly higher NEF 

median values than the consensus strategies.

ML models outperform the best case of single-conformation docking—ML 

models also outperform the best performance obtained with single-conformation docking. 

SCP values were obtained by measuring the AUC-ROC and the NEF values from the n 
protein conformations across the 120 validation sets of the 30×4cv analysis. This led to 

120 × n SCP values for each evaluation criterion. The maximum SCP and the average SCP 
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values are shown as dotted lines in Figures 2a and 2b. The consensus strategies, except 

by the csMIN over the CDK2 and the EGFR datasets, had higher median performances 

than the respective average SCP. This result is consistent with earlier reports where similar 

consensus strategies19,25,26,28,43,44,94,95 and other ensemble aggregation procedures29,96 

showed an improvement with respect to the average SCP. Particularly, Korb et al.26 proved 

that the csAVG strategy tends to have better performance than the average case with single-

conformation docking. Rueda et al.28 observed the same behavior when using the csMIN 

strategy over the ensemble docking results of a reduced number of conformations.

However, some studies19,23,25,26,28,29,94,97 also demonstrated that these ensemble-based 

procedures generally perform worse than the maximum SCP. Similarly, in our study, none 

of the consensus strategies surpassed the maximum SCP. By contrast, the two ML classifiers 

achieved better AUC-ROC and NEF values than the maximum SCP of the corresponding 

dataset. The only exception was the LR classifier on the FXa dataset, which median NEF 

value was equal to its respective max SCP. Overall, this is a noticeable result considering 

that the max SCP is the best observed performance achievable with a single conformation. 

Hence, surpassing the max SCP may indicate that the ML models are able to combine the 

results of multiple conformations (features) improving the individual predictions.

30x4cv with default ML hyperparameters and ligand efficiency scores—
We repeated the 30×4cv employing the LR and GBT algorithms with their default 

hyperparameters (Table S1). Figure S5 depicts the results of this analysis. As expected, 

the ML models with the default hyperparameters show a decrease in their performance 

regarding the ML models with optimized hyperparameters (Figure 2). Nevertheless, the 

performances of the ML algorithms are still significantly better than the consensus strategies 

and achieve higher values than the SCP (Figure S6).

We also performed the 30×4cv using the ligand efficiency (LE) scores, which were 

computed by dividing the raw docking scores between the number of heavy atoms of 

each molecule. LE is a normalization strategy – applied both over experimental and 

computational binding affinity measures98 – intending to lessen the bias of some scoring 

functions towards large compounds. This bias is often denoted by the correlation between 

docking scores with ligand size.99,100

The 30×4cv results with LE scores are shown in Figure S7. Overall, these results are similar 

to those of the 30 × 4cv using raw docking scores (Figure 2), since ML classifiers also 

significantly outperformed the consensus strategies when LE scores were used (see CD 

plots in Figure S8). However, compared with the 30×4cv results using raw docking scores 

(Figure 2), the application of LE scores had a greater impact on the consensus strategies 

performance than on the ML models performance. Particularly, the GBT AUC-ROC and 

NEF values were practically the same when using raw docking scores (Figure 2) or the LE 

scores (Figure S7). This implies that the behavior of the GBT classifier was less affected by 

any possible bias related to the scoring function and the ligand size.

Robustness of the ML classifiers—We implemented the y-randomization test to 

assess the robustness of the ML classifiers. This test is commonly used to validate 
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QSAR and QSPR models where the number of features is high, increasing the risk of 

overfitting and chance correlation.82,101 The procedure consists of breaking any possible 

relationship between predictive and response variables to train and evaluate new ML models 

(y-randomized models). Then, the y-randomized models’ performance is compared with that 

of the original model.82 If they are not significantly different, we should conclude that the 

features and the labels are independent, meaning that the original performance was obtained 

by chance correlation.101

Herein, y-randomization was done at different percentages of the response variable 

following by a 30×4cv procedure at each. Subsequently, we evaluated the ML models and 

consensus strategies performance using the validation sets. Figure 3 shows the test results of 

the four proteins regarding the AUC-ROC metric. Each panel displays how the performance 

of each SBVS method changes as a response to the percentage of shuffled labels. When the 

shuffling percentage is equal to zero, i.e., no permutation at all, the SBVS methods have the 

same performance shown in Figure 2. However, their performance decrease as the shuffling 

percentage increases, leading to values close to those expected by random chance when the 

shuffle is 100%. A similar behavior is observed when using the NEF metric (Figure S9). 

For each SBVS method, the statistical analyses confirm that the observed differences among 

the five randomization percentages are significant (see Table S4 and S5), indicating that the 

effect of chance correlation can be neglected. This is a favorable result, as it suggests that 

the ML models are learning to differentiate between active and decoy molecules through 

underlying patterns of the ensemble docking scores.

Comparison with related studies—Previous studies have also tested the application of 

ML models over ensemble docking scores. Tian et al.40 employed a Naïve Bayes classifier 

(NBC) using three proteins as study cases: ALK, VEGFR2X, and CDK2. The NBC showed 

a high prediction power, with a 0.843 AUC-ROC value for the CDK2 dataset using a 

protein ensemble of eight conformations. However, this result cannot be directly compared 

with ours because they employed a different docking tool (Glide) and a distinct molecular 

library, including actives and decoys from the BindingDB and the ChemBridge databases, 

respectively. However, they did not compute the single-conformation AUC-ROC using the 

raw docking scores, making it difficult to compare how much the NBC improved the 

performance with respect to the SCP.

More recently, Wong95 compared the performance of an NBC against the SCP, and two 

consensus strategies; csAVG and csMIN. The author employed Autodock Vina to dock the 

EGFR’s DUD-E dataset to 34 EGFR protein conformations. The ensemble scores were then 

used to train and validate the NBC through a single repetition of 3-fold cross-validation. The 

AUC-ROC values of the csAVG and csMIN strategies were 0.605 and 0.630, respectively, 

while the best single-conformation AUC-ROC was 0.684. The NBC had an AUC-ROC 

of 0.685, slightly higher than the consensus strategies and similar to the SCP. Later, 

Chandak et al.41 explored additional ML models, like LR and Random Forest. These ML 

models, applied over the same EGFR’s dataset, achieved AUC-ROC values around 0.86, 

outperforming the previous results. Moreover, Chandak et al.41 extended this methodology 

to other 20 protein targets using 11 conformations per each of them. Unfortunately, the 
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comparison with the SCP and with the consensus strategies was omitted for these protein 

targets.

Thus, our results confirm and extend those of Tian et al.40 and Wong et al.41,95 about the 

applicability of ML to improve the ensemble docking performance. Furthermore, we provide 

statistical evidence indicating that the ML classifiers significantly outperform commonly 

used consensus strategies and even the best case with a single-conformation docking. Lastly, 

the y-randomization test result suggests a true relationship between the ensemble docking 

scores and the discrimination of active from inactive inhibitors that traditional strategies are 

unable to recognize.

The effect of conformational selection over the ML models’ performance

Two of the main challenges of Ensemble Docking are how to select the best suitable protein 

structures and how many of them should be used.10,44,102 Different selection methodologies 

have been proposed to get the optimal set of conformations that maximizes the ensemble 

docking results, including geometrical clustering,45,94,103,104 machine learning,105 and 

knowledge-based methods.26,44 Nevertheless, there is no consensus about which structural 

or energetic properties might help identify the best suitable conformations for ensemble 

docking.10,19,26 Herein, we evaluated the SBVS methods through a series of 30×4cv 

analyses combining different ensemble sizes with five selection criteria. The aim was to 

measure how much the ML classifier performance was affected by these two variables, i.e., 

ensemble size and selection criteria.

ML models’ performance increases with the number of conformations—
Contrary to the consensus strategies, the ML models’ performance improved as more 

conformations were added to the protein ensemble. Moreover, the RFE-rank was the best 

sequence for choosing conformations, surpassing the max SCP after using only eight 

conformations. As an example, Figure 4 allows us to compare the GBT classifier results 

with those of the csMIN; the two SBVS methods with the highest performance disparity. 

As can be observed, the csMIN’s performance does not improve as more conformations are 

added to the ensemble (left panels of Figures 4a, 4b, 4c, and 4d). The only exception is the 

WorstSCP-rank selection, as its average performance rises with the ensemble size. This is 

expected because the WorstSCP-rank prioritizes conformations with the worst AUC-ROC, 

meaning that the features used at lower k values are closer to be random guesses. On the 

contrary, with the rest of the selection criteria, the csMIN’s performance keeps the same, or 

even gets worse; a trend that is also observed in the other two consensus strategies (Figure 

S10). However, the effect is more evident with the csMIN strategy (especially for CDK2 

and EGFR) as it is more susceptible to false positives as the number of conformations 

increases.27 This could partially explain why csMIN had worse results than the average SCP 

in the case of the CDK2 protein, using the 402 conformations (Figure 2).

Unlike the consensus strategies, the GBT’s AUC-ROC value increases with the number of 

conformations no matter the selection criterion used (right panels of Figures 4a, 4b, 4c, 

and 4d). A similar trend is observed for the LR classifier (Figure S10), although GBT has 

a steeper increment from few conformations. Wong et al.41,95 noticed the same behavior 

with other ML classifiers, using up to 34 conformations of the EGFR protein. Moreover, 
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Tian et al.40 reported that their best NBC was the one that involved more structures. This a 

remarkable result considering that most of the ensemble docking procedures have concluded 

that adding more conformations to an ensemble reduces the docking efficiency.27-29,44

Which protein conformations enhance the ML models performance?—Here, we 

compared five selection criteria to take k protein conformations as input features: Random, 

BestSCP-rank, WorstSCP-rank, LigMW-rank, and RFE-rank. The Random selection serves 

as a baseline and represents the case when is impossible to know in advance which 

conformations could give the best enrichment individually. On the contrary, the BestSCP-

rank and the WorstSCP-rank pick the k conformations with the best and the worst SCP, 

respectively. LigMW-rank prioritizes the protein conformations bound to ligands with the 

largest molecular weight. Lastly, the RFE-rank is the list of conformations sorted by their 

importance for the GBT classifier, as judged by the RFE procedure.

When comparing the SBVS methods in terms of the Random selection (GBT panels 

of Figure 4), we can see that, as k increases, the GBT classifier provides a noticeable 

improvement in all protein datasets regarding the csMIN strategy. Furthermore, on average, 

the GBT classifier surpassed the max SCP (in terms of AUC) after using 16 randomly 

chosen conformations (blue line of GBT panels, Figure 4). Instead, with the Random 

selection, the LR classifier requires more conformations to exceed the max SCP; 32 

conformations for EGFR and HSP90, and 64 for CDK2 and EGFR (Figure S10). 

Interestingly, when the LigMW-rank is combined with the GBT classifier it has a similar 

(CDK2 and HSP90) or even better (FXa and EGFR) average performance than the Random 

selection, mainly when few conformations were used (yellow line of GBT panels, Figure 4). 

This is consistent with the results of Rueda et al.28 and Korb et al.26, who observed favorable 

enrichment when using ensembles with conformations having the largest ligands.

Meanwhile, the best suitable rank for the csMIN strategy is the BestSCP-rank (red line of 

csMIN panels, Figure 4), which achieved better results than the Random selection at any k 
value. The same effect appears with the csAVG and csGEO strategies, as much as for the 

AUC-ROC (Figure S10) and the NEF metrics (Figure S11). This is in line with previous 

reports showing that the best ensembles are usually those comprised of conformations that 

individually give the best performance.27,29,44 However, the ML classifiers do not give the 

best results when trained with conformations from the BestSCP-rank, particularly when k is 

above 4 conformations. At higher k values, the GBT classifier got lower AUC-ROC values 

with the BestSCP-rank (red line of GBT panels, Figure 4) than with the Random selection. 

This effect is more prominent with the LR classifier. As shown in Figures S10 and S11, 

with the BestSCP-rank, the LR performance remains the same at low k values and improves 

only after being trained with more than 64 conformations. The above means that LR only 

improves after conformations with lower SCP values are added to the ensemble.

On the other hand, the WorstSCP-rank always gave worse results than the Random selection 

in both the csMIN and the GTB methods (green line of Figure 4). The same occurs with 

the LR classifier and the other two consensus strategies (Figure S10 and S11). However, in 

all protein datasets, the GBT classifier was able to take advantage even form the WorstSCP-

rank, reaching the max SCP AUC-ROC after using the top 32 WorstSCP-rank conformations 
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(green line of GBT panels of Figure 4). The above means that even when using the worst 

32 conformations, the GBT model can combine their individual predictions and beat the 

SCP of the best conformation. In contrast, the LR classifier does not show this behavior, 

which could suggest that the improvement with the WorstSCP-rank is only achievable by a 

non-linear model such as GBT (see Figure S12 for a more detailed visualization).

Finally, the GBT model performance had the best results when the RFE selection method 

was used (black line of GBT panels, Figure 4), outperforming the respective max SCP AUC-

ROC values with only eight conformations. The results with the RFE-rank were equivalent 

with the NEF metric (Figure S10). However, for the FXa protein, the average NEF value of 

the GBT model surpass the max SCP value after 32 conformations (Figure S11).

ML classifiers benefit from structurally diverse conformations with different 
levels of SCP—Figure 5 shows the distribution of the top eight conformations selected 

by the RFE procedure for each protein. The left panels display the cMDS projection of 

the protein conformations obtained from the similarity between their respective active sites’ 

shape. Therefore, the closer two given conformations are, the more similar their cavities 

are. Likewise, the swarm plots (Figure 5, right panels) show the conformations’ distribution 

according to their AUC-ROC value obtained by single-conformation docking assays. The 

purpose of these plots was to offer a straightforward visualization to determine if the 

RFE selected conformations shared conformational properties or had similar individual 

performances. Figure S13 shows two additional cMDS projections per protein. These cMDS 

were computed from the pairwise RMSD matrix considering Cα atoms from two different 

subsequences: protein secondary structure residues and protein pocket’s residues. Finally, 

we carried out y-randomization tests using only the 8 RFE selected conformations. Figure 

S14 shows these results, confirming the ML models’ robustness even with a reduced number 

of conformations.

Despite the information provided by cMDS analyses, we were unable to identify structural 

patterns among the top conformations selected by the RFE procedure. Instead, it seems that 

the GBT classifier tends to prefer structurally diverse ensembles; the top eight RFE-rank 

conformations shown in Figure 5 and Figure S13 are spread over the subspace of the 

cMDS projections. Moreover, in all four proteins, the top RFE-rank conformations also 

show different levels of prediction power. The swarm plots in Figure 5 show the individual 

performance of the top eight RFE-rank conformations. As can be seen, these conformations 

no necessarily have the highest SCP. Instead, in some cases they have the lowest SCP. 

Consequently, the ML models seem to benefit from conformations capable of discriminating 

among different sets of active and decoy molecules.

ML classifiers provide a better aggregation of single-conformation predictions
—In some cases, the ML classifiers correctly identify active molecules that are poorly 

ranked by the consensus strategies. This is shown in Tables S6 to S13 and Figures S17 

to S22 of the Supporting Information. These results were obtained by integrating the 

predictions of the SBVS methods after the 30×4cv analysis. Taking the CDK2 protein as 

an example, Tables S6 and S7 show the top nine molecules identified by the GBT classifier 

and by the csMIN strategy, respectively. Interestingly, some of the top nine molecules of 
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GBT – all of them actives – were poorly ranked by the consensus strategies (Table S6). This 

means that, while these active molecules were challenging for the traditional strategies and 

for the single-conformation docking, the GBT was able to correctly identify them as true 

positives. Similar results are also observed for the other three protein datasets (Tables S8 

to S13). Additionally, Figure S23 shows the pair-wise Kendall’s tau correlations among the 

molecular rankings obtained by two the ML classifiers and the three consensus strategies. 

Low correlation values among the five ensemble methods can be observed in all protein 

datasets. This indicates that, regarding the consensus strategies, the ML classifiers perform a 

different and better combination of the single-conformation predictions.

It is worth remembering that the ML classifiers are not directly learning from binding 

patterns or conformational properties but from the individual docking scores obtained by 

each protein conformation. From this perspective, the combination of the scoring function 

and a given conformation works as an individual predictor, while the ML classifier (GBT 

or LR) operates like a meta-learner algorithm that combines all the individual predictions, 

forming a stacking ensemble.106 Stacked generalization is an ensemble learning technique 

where the individual predictions of first-level ensemble members (base learners) are 

combined using a second-level ML algorithm – known as blender or meta-learner.106,107 

Similarly, the consensus strategies can be saw as variants of a more basic ensemble learning 

method known as voting; the csAVG strategy is an example of unweighted soft voting.108 

Nevertheless, these voting schemes are only recommended if the base learners perform 

comparably well.109 However, that is not the case for the protein conformations because 

they could have a wide performance range (EGFR), or an average SCP below 0.6 of 

AUC-ROC (for CDK2, FXa, and HSP90). See avg SCP in Figure 2 and SCP in the swarm 

plots of Figure 5. The above could explain the poor performance of the consensus strategies 

– even with the top conformations of the BestSCP-rank. Instead, the GBT classifier beat 

the max SCP even when using the worst 32 conformations, which individually were slightly 

better than random guesses (Figure S12).

Conclusions

In this work, we proposed that the application of ML techniques can improve the ensemble 

docking performance. Specifically, we asked if ML algorithms could be used to effectively 

aggregate the ensemble docking scores and lead to better predictions than those obtained 

with traditional consensus strategies. To test this idea, we selected two ML classifiers, 

GBT and LR, to evaluate four protein datasets as study cases: CDK2, FXa, EGFR, 

and HSP90. We performed ensemble docking simulations using the protein’s respective 

conformational ensembles and molecular libraries. Subsequently, we carried out a series 

of 30×4cv analyses to (i) compare the ML classifiers’ prediction power with traditional 

procedures, like consensus strategies and single-conformation docking; (ii) evaluate the 

robustness of the ML models; and (iii) determine the effect of the number and the selection 

of protein conformations on the ML models’ performance.

Our results showed that the two ML classifiers significantly outperform the traditional 

consensus strategies and surpass the best observed performance achieved by a single 

conformation (max SCP). In general, GBT gave significantly better results than LR, giving 
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favorable performances even with a reduced number of conformations. Moreover, contrary 

to the traditional consensus strategies, the ML classifiers’ performance increased with the 

number of structures included in the ensemble.

Although our primary goal was not to develop ML models for production use, the trained 

ML models employed here are available in the GitHub repository (Supporting Information). 

However, the major weakness of these ML models is that they are target-specific, and 

their application is limited to their respective proteins. The extensiveness of the followed 

methodology is also restricted to those targets with available crystallographic structures and 

large sets of known actives. Moreover, when SBVS benchmarking sets are used for training 

ML models, it is not always clear if they have learned from receptor-ligand interactions 

or, instead, from ligand biases inherent to the benchmarking sets.100,110-112 Although we 

employed docking scores as the input features – assuming them as protein-ligand features 

–, overestimation due to the dataset bias is still possible.100 Consequently, we would like to 

emphasize that any performance improvement shown by our ML models only makes sense 

regarding the baselines used for comparison: the consensus strategies and the SCP values 

computed from the same dataset.

The main contribution of the present study is supporting the use of ensemble docking along 

with ML techniques. Here, we have used the ensemble docking scores, computed by the 

Smina-Vinardo scoring function, as the input features of the ML algorithms. Nevertheless, 

future research could continue exploring other sources of protein conformations and other 

scoring functions – such as ML-based ones30,113 – to work as the base learners of the 

stacking ensemble. Moreover, more explicit protein-ligand features33,114-117 could serve to 

make the most from the multiple binding modes obtained from the protein’s conformational 

ensemble. Hence, we believe that no matter how simple or complex an ML may be, 

the incorporation of multiple receptor conformations could enhance them by capturing 

different binding patterns from all the potential inhibitors evaluated during the screening 

process.5,11,118 Altogether, we hope this work will serve as a basis to develop more complex 

and general ML models that can effectively exploit the receptor’s flexibility for SBVS.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1: 
Overview of the methodology workflow (per target protein): data collection, ensemble 

docking, and 30×4cv to implement target-specific machine learning models over ensemble 

docking scores and compare their performance against traditional consensus strategies and 

single-conformation docking. *The CSAR-2012 dataset was available only for the CDK2 

protein.
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Figure 2: 
Results from the 30×4cv analysis. (a) AUC-ROC values. (b) NEF values. Violin boxplots 

showing the distribution of the performance values of each SBVS method across the 30 

repetitions. The white points within the boxes indicate the value of the median, and the 

notches represent the 95% confidence interval around it. Outliers are shown as black points. 

The max SCP (single-conformation performance) and the avg SCP dashed lines indicate 

the maximum and the average performance, respectively, achieved by a single conformation 

using the raw docking scores from the 120 × n validation sets generated during the 30×4cv 

analysis. The translucent gray area surrounding the avg SCP value represents one standard 

deviation from the average SCP. The dotted black lines indicate the expected performance of 

a random classifier.
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Figure 3: 
Results of the y-randomization test showing the SBVS methods’ average AUC-ROC values 

at different percentages of active/inactive shuffled labels. Error bars indicate standard 

deviations. The csAVG and csGEO strategies had practically the same average and standard 

deviation values. Results of the NEF metric are shown in Figure S9.
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Figure 4: 
Comparison between the average performance (AUC-ROC) of the csMIN (squares) and the 

GBT ML classifier (diamonds) using only k protein conformations. Five different selection 

criteria are compared. Error bars indicate standard deviations. As a reference, the max 

SCP dashed line indicates the maximum performance achieved by a single conformation 

using the raw docking scores from the 120 × n validation sets generated during the 30×4cv 

analysis, where all n conformations were considered. (a) CDK2 protein results. (b) FXa 

protein results (k = 128 values are omitted for clarity). (c) EGFR protein results. (d) HSP90 

protein results. An extended version of these results can be consulted in Figure S10 and S11.
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Figure 5: 
Top 8 (red orange to black points) protein conformations selected by the RFE procedure 

using GBT as a base estimator. (a) CDK2 protein: 402 conformations. (b) FXa protein: 

136 confs. (c) EGFR protein: 64 confs. (d) HSP90 protein: 64 confs. Left panels: Classical 

Multidimensional Scaling (cMDS) over the protein pocket’s shape. Each point represents 

a protein conformation. The point’s size is proportional to the protein pocket’s volume, 

computed by POVME3. Additional cMDS projections using Cα RMSD values are shown 

in Figure S13. Right panels: Swarm plots showing the SCP (AUC-ROC) value obtained by 

each protein conformation according to its performance using the raw docking scores from 

the whole dataset. The top eight RFE-rank conformations are colored from red to black 

according to their rank position.
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Table 1:

Statistical significance of performance differences among methods during the 30×4cv analysis, evaluated with 

the Friedman test

Protein Evaluation criterion n χF
2 p-value

CDK2 AUC-ROC 120 586.98 1.3e–124

NEF0.12 120 576.43 2.5e–122

FXa AUC-ROC 120 584.77 3.9e–124

NEF0.05 120 542.02 6.7e–115

EGFR AUC-ROC 120 600.0 2.0e–127

NEF0.04 120 577.94 1.2e–122

HSP90 AUC-ROC 120 572.82 1.5e–121

NEF0.11 120 522.47 1.1e–110

n is number of validation sets (samples) and χF
2  is the Friedman’s Chi-square with 5 degrees of freedom.
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