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Duchenne muscular dystrophy (DMD), the most common form of childhood muscular dystrophy, is caused by mutations in
the dystrophin gene. In addition to debilitating muscle degeneration, patients display a range of cognitive deficits thought to
result from the loss of dystrophin normally expressed in the brain. While the function of dystrophin in muscle tissue is well
characterized, its role in the brain is still poorly understood. The highest expression of dystrophin in the mouse brain is in
cerebellar Purkinje cells (PCs), where it colocalizes with GABAA receptor clusters. Using ex vivo electrophysiological record-
ings from connected molecular layer interneuron (MLI)–PC pairs, we investigated changes in inhibitory synaptic transmission
caused by dystrophin deficiency. In male mdx mice (which lack long-form dystrophin), we found that responses at MLI–PC
pairs were reduced by ;60% because of both decreased quantal response amplitude and a reduced number of functional vesi-
cle release sites. Using electron microscopy, we found significantly fewer and smaller anatomically defined inhibitory synapses
contacting the soma of PCs in mdx mice, suggesting that dystrophin may play a critical role in synapse formation and/or
maintenance. Functionally, we found reduced MLI-evoked pauses in PC firing in acute slices. In vivo recordings from awake
mdx mice showed increased sensory-evoked simple spike firing in positively modulating PCs, consistent with reduced feedfor-
ward inhibition, but no change in negatively modulating PCs. These data suggest that dystrophin deficiency in PCs disrupts
inhibitory signaling in the cerebellar circuit and PC firing patterns, potentially contributing to cognitive and motor deficits
observed in mdx mice and DMD patients.
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Significance Statement

Duchenne muscular dystrophy (DMD) is primarily characterized by progressive muscle weakening caused by genetic muta-
tions in the gene for dystrophin. Dystrophin is also normally expressed in the CNS, and DMD patients experience a range of
nonprogressive cognitive deficits. The pathophysiology of CNS neurons resulting from loss of dystrophin and the function of
dystrophin in neurons are still poorly understood. Using cerebellar PCs as a model, we found that the loss of dystrophin spe-
cifically disrupts the number and strength of inhibitory synaptic connections, suggesting that dystrophin participates in for-
mation and/or maintenance of these synapses. This work provides insight into the function of dystrophin in the CNS and
establishes neuronal and synaptic dysfunction, which may underlie cognitive deficits in DMD.

Introduction
Duchenne muscular dystrophy (DMD), an X-linked disorder
arising from mutations in the gene for dystrophin, is the most
common form of muscular dystrophy affecting 1 in;3000–5000
males at birth (Emery, 1991). This disorder is most commonly
associated with progressive muscle degeneration and wasting;
however, severe nonprogressive cognitive deficits have also been
identified in DMD patients from the earliest descriptions of the
disease (Duchenne, 1868). The most commonly reported deficits
include intellectual disability (average full-scale IQ, ;80; Billard
et al., 1992; Cotton et al., 2001, 2005; Ricotti et al., 2016),
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impaired verbal expression (Karagan et al., 1980), and reduced
working memory (Hinton et al., 2000). DMD patients also
show high comorbidity with other neurodevelopmental condi-
tions, such as autism spectrum disorder, attention-deficit/
hyperactivity disorder, and obsessive-compulsive disorder
(Wu et al., 2005; Pane et al., 2012; Fujino et al., 2018;
Darmahkasih et al., 2020). These findings suggest that the dys-
function in DMD may extend beyond the muscular system to
the CNS. In fact, full-length dystrophin expression has been
observed in multiple regions of the CNS including hippocam-
pus, cortex, amygdala, and cerebellum, with the highest
expression in cerebellar Purkinje cells (PCs; Geng et al., 1991;
Lidov et al., 1993). However, the role of dystrophin in neuro-
nal function remains unclear.

Dystrophin is a member of the dystroglycan complex
(DGC), a large complex of proteins that span the cellular
membrane. In muscle cells, the DGC forms a link between the
intracellular cytoskeleton (through dystrophin, which binds
both actin and DGC proteins) and the extracellular matrix
(through a-dystroglycan; Gao and McNally, 2015). In neu-
rons, dystrophin expression is also associated with the DGC
and dystrophin labeling colocalizes with GABAA receptor
(GABAAR) clusters and markers of inhibitory postsynaptic
densities (Knuesel et al., 1999; Briatore et al., 2020). In mdx
mice, the most widely used model of DMD, which lack full-
length dystrophin expression, GABAAR clustering (Knuesel et
al., 1999; Grady et al., 2006) and miniature IPSC (mIPSC)
amplitudes (Anderson et al., 2003; Kueh et al., 2008) are
reduced in PCs, suggesting that dystrophin and the DGC play
a role in postsynaptic receptor clustering. However, the num-
ber of GABAAR clusters (Grady et al., 2006) and the frequency
of mIPSCs (Kueh et al., 2008) are also reduced in mdx PCs,
possibly indicating fewer inhibitory synapses contacting each
PC. This raises the possibility that the DGC plays a role in syn-
apse formation in PCs, possibly participating in transsynaptic
cell adhesion (Briatore et al., 2020).

Cerebellar dysfunction has been hypothesized to contribute
to DMD phenotypes (Cyrulnik and Hinton, 2008); however,
the physiological consequences of the loss of dystrophin in
PCs are still poorly understood. Previous studies in PCs have
focused on immunolabeling of dystrophin and associated pro-
teins or analysis of spontaneous IPSCs. To understand how
the loss of dystrophin alters inhibitory synaptic transmission
and firing in PCs, we made simultaneous electrophysiological
recordings from synaptically connected pairs of molecular
layer interneurons (MLIs) and PCs from control and mdx
mice. We found a significant reduction in inhibitory, but not
excitatory, synaptic input to PCs in mdx mice. Reduced inhib-
itory input was caused by both smaller quantal amplitude and
a reduced number of functional release sites, with no change
in vesicular release probability (Pr) or replenishment rate.
Using electron microscopy (EM), we also found that the num-
ber of anatomically defined inhibitory synapses contacting
each PC soma was reduced in mdx tissue. Together, these data
support the view that dystrophin and the DGC play a role in
the formation and/or maintenance of inhibitory synapses. In
acute slices, loss of dystrophin increased the regularity of PC
firing and reduced pauses in PCs evoked by the stimulation
of a connected MLI. In awake mdx mice, sensory-evoked
responses in positively modulating PCs showed greater levels
of firing. These data provide the most complete physiological
investigation of changes in PC synaptic and firing behavior
resulting from loss of dystrophin to date.

Materials and Methods
Animals. All procedures involving animals were approved in

advance by the Institutional Animal Care and Use Committee of the
University of Texas Health Science Center at San Antonio or the
University of Colorado Anschutz Medical Campus. For all acute brain
slice experiments, male mdx mice (C57BL/10ScSn-Dmdmdx/J; catalog
#001801, The Jackson Laboratory) and wild-type (WT) littermate con-
trols aged postnatal day 14 (P14) to P21 or P44 to P46 were used. For in
vivo recordings, male mdx and C57BL/10ScSnJ (catalog #000476, The
Jackson Laboratory) control mice were used (P42 to P70). Male mice
were used to better model DMD, an X-linked disorder that primarily
affects human males. Mice were age matched across genotype for all
experiments (difference in average age, 1.5 d). mdxmice begin to show
muscle deficits beginning at P14, but because of muscle regeneration
and adaptation, motor phenotypes are observed only during a brief pe-
riod in late development (2–5weeks of age) and beyond 6months of age
(Muntoni et al., 1993; Massopust et al., 2020). Animals were housed with
a dam and maintained on a standard 12 h light/dark cycle with ad libi-
tum access to water and food.

Slice preparation. Acute parasagittal brain slices were prepared from
male WT and mdx mice each day. Mice were anesthetized by isoflurane
inhalation and cerebellar tissue was immediately extracted and placed in
ice-cold artificial CSF (ACSF) containing the following (in mM): 119
NaCl, 26.2 NaHCO3, 2.5 KCl, 1 NaH2PO4, 11 glucose, 2 CaCl2, and 1.3
MgCl2. Acute parasagittal slices (300mm) of the vermis were cut using a
vibratome (model VT1200S, Leica Biosystems) and incubated at 34°C
for 30min in oxygenated ACSF. Following recovery, slices were main-
tained at room temperature until being transferred to a recording
chamber.

Slice electrophysiology. All experiments were performed at 31.5–33°C,
except where noted. During recording, slices were superfused with ACSF
at a flow rate of ;2 ml/min in the recording chamber. Spontaneous
EPSCs (sEPSCs) were isolated pharmacologically by including 100mM pic-
rotoxin (PTX; Abcam Biochemicals) and 100mM cyclothiazide (Toronto
Research Chemicals) in bath ACSF to block GABAARs and to enhance
AMPA-mediated currents, respectively. To avoid potentially con-
founding effects of bath PTX or cyclothiazide, we also recorded
sEPSCs in the absence of pharmacological agents and isolated sEPSCs
by recording at or near the chloride equilibrium potential (approxi-
mately �70mV). For IPSC recordings, 10 mM R-CPP (Sigma-Aldrich)
and 10 mM NBQX (Toronto Research Chemicals) were added to the
bath solution to block fast excitatory synaptic currents. In a subset of
experiments, sIPSC were recorded in the absence of NBQX or CPP.
In these experiments, sIPSCs were isolated by holding the PC mem-
brane potential at 0mV. In experiments measuring mIPSCs, 100 or
500 nM tetrodotoxin (TTX; Sigma-Aldrich) was included in the bath
solution to block sodium channel-dependent action potentials (APs;
in recordings from MLIs, we confirmed that 100 nM TTX was suffi-
cient to abolish evoked APs). Whole-cell patch-clamp recordings
were made from PCs using pipettes pulled from borosilicate glass
capillaries (tip resistance, 2–4 MX; Sutter Instruments). For EPSC
and AP recordings, pipettes were filled with a K-gluconate-based in-
ternal solution containing the following (in mM): 137 K-gluconate, 10
HEPES, 5 EGTA, 4 MgCl2, 2 KCl, 4 Na-ATP, and 0.5 Na-GTP. When
measuring IPSCs, pipettes were filled with a high chloride internal so-
lution containing the following (in mM): 135 CsCl, 10 HEPES,
5 EGTA, 4 Na-ATP, 0.5 Na-GTP, and 2 QX-314. For sIPSC record-
ings in the absence of NBQX or CPP, pipettes were filled with an
internal solution containing the following (in mM): 130 Cs-gluco-
nate, 10 HEPES, 5 EGTA, 1 NaCl, 1 MgCl2, 1 CaCl2, and 3Mg-
ATP. MLIs were patched using 4–6 MX borosilicate pipettes filled
with an internal solution containing the following (in mM): 134 K-
gluconate, 10 HEPES, 4 MgCl2, 4 Na-ATP, 0.5 Na-GTP, 10 GABA,
and 50 mM Alexa Fluor 594. For all internal solutions, the pH was
adjusted to 7.2–7.4, and the osmolarity ranged from 280 to 300
mOsm. Electrophysiological recordings were acquired and filtered
at 10 kHz with a MultiClamp 700B amplifier (Molecular Devices)
and digitized at 20 kHz with a Digidata 1550B digitizer (Molecular
Devices).
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To perform recordings from synaptically connected MLI–PC pairs,
cells in the inner third of the molecular layer were first patched and filled
with Alexa Fluor 594. We increased the likelihood of finding connected
MLI–PC pairs using epifluorescence to visually identify the MLI axon
and target PCs in the vicinity of the labeled axon for patching. To test
for synaptic connectivity in each MLI–PC pair, a 100Hz train of APs
(400ms) was evoked in the MLI by brief depolarizing current injections,
and the presence of time-locked IPSCs in the postsynaptic PC was deter-
mined by visual inspection of individual and averaged traces. PCs in
which MLI firing did not evoke an identifiable IPSC were not used for
further data collection. In paired recording experiments measuring
IPSCs, MLIs were held in current-clamp mode and PCs were held at
�60mV in voltage-clamp mode. To measure recovery from vesicle
depletion, we evoked a 100Hz train (40 APs) in the MLI to deplete the
readily releasable pool (RRP) of vesicles. Steady-state depression was not
different between genotypes (p= 0.79), suggesting that depletion of the
RRP was similar across both groups. The time course of IPSC recovery
was measured by evoking single MLI APs over a range of intervals fol-
lowing the train and recorded the corresponding IPSC amplitudes.
Recovery fractions for each time point were determined by normalizing
the IPSC amplitude to the amplitude of the first IPSC in the 100Hz train
(IPSCn/IPSC1). The recovery rate (tau) for each genotype was derived
by fitting a single exponential function to a plot of the recovery fractions.
AP waveform analysis was performed on PC APs from step current injec-
tion experiment. The parameters from the analysis were acquired running
an in-house script on Igor Pro software (version 6; WaveMetrics). For each
cell, the first AP was analyzed from the minimum AP-inducing current
injection and averaged across three separate sweeps. In paired experiments
examining MLI control of PC firing, whole-cell recordings were made from
MLIs in current-clamp mode, and cell-attached recordings were made from
PCs. In this case, we tested for connectivity by stimulating a 50Hz train of
APs in the MLI; only PCs that showed at least a 5% reduction in firing dur-
ing the MLI stimulation were considered connected. Using these criteria, it
is possible we missed very weakly connected pairs. However, this is likely to
result in an underestimate in the difference between WT and mdx, as we
were more likely to miss weakly connectedmdx pairs.

Cumulative IPSC analysis. Cumulative IPSC analysis was used to
estimate the size of the RRP and the release probability at MLI–PC syn-
apses. After establishing a paired recording from connected MLIs and
PCs, trains of 40 APs at 100Hz were evoked in the presynaptic MLI by
depolarizing current injections, and IPSCs were recorded in the PC. For
each pair, we used analysis of cumulative IPSCs (average, 20 sweeps) to
estimate RRP and release probability (Schneggenburger et al., 1999;
Thanawala and Regehr, 2013). In this analysis (“train method”), the cu-
mulative IPSC was plotted against stimulus number and a linear func-
tion was fit to the last 15 points. The y-intercept extrapolated from this
linear fit represents the total postsynaptic current expected from the
release of the RRP in the absence of vesicle replenishment. RRP size for
each pair was determined by dividing the y-intercept of the linear fit by
the average mIPSC amplitude measured in WT ormdx PCs. The release
probability was estimated for each pair by dividing the extrapolated y-
intercept by the amplitude of the first IPSC. We also used a second inde-
pendent method to measure RRP and release probability, first described
by Elmqvist and Quastel (1965). This second method (“EQ method”) is
reliable across a wider range of release probabilities and stimulus fre-
quencies, particularly at synapses that do not show facilitation, as was
the case at MLI–PC synapses (Thanawala and Regehr, 2013). In this
analysis, each IPSC amplitude was plotted against the cumulative IPSC
amplitude, and a linear fit was made to the first five points. The extrapo-
lated x-intercept from this fit was divided by the average mIPSC ampli-
tude for each genotype to obtain the RRP size. The release probability
was calculated by dividing the x-intercept of the linear fit by the ampli-
tude of the first IPSC.

Quantal analysis. To measure parameters of synaptic transmission,
we applied quantal analysis to recordings of IPSCs from connected
MLI–PC pairs. A subset of MLI–PC pairs from each genotype used for
quantal analysis were recorded at room temperature. We did not find
differences in quantal parameters across recording temperatures, so data
from both temperatures were combined for analysis. For each pair, we

created a frequency histogram of individual IPSC amplitudes.
Histograms showed a regular pattern of peaks and valleys that were
clearly identifiable by eye, consistent with quantal release of neurotrans-
mitter (Boyd and Martin, 1956; Martin, 1966). The identification of
peaks was confirmed by fitting each histogram using the sum of
Gaussian functions of the following form:

Summed Gaussian function :

X
Ae�fx�ðp�sÞ

w g2 ;

where A is the amplitude of each Gaussian (determined by a Poisson
function, see below), p is the number of the peak, s is the period of the
peaks, and w is the width of the Gaussians (Boyd and Martin, 1956;
Edwards et al., 1990). The number of summed Gaussian functions used
for each fit was determined by the number of peaks in the frequency his-
togram. The average quantal amplitude for each MLI–PC pair was deter-
mined by the position of the first peak of the histogram above zero and
by the period of the Gaussian fit (s in the above equation).

The peaks of each histogram were fit with Poisson and binomial
functions (Castellucci and Kandel, 1974) of the following form:

Poisson function : Ae�m mx

x!

� �

Binomial function : A
n!

x!ðn� xÞ!
� �

� px � ð1� pÞðn�xÞ
;

where x is the peak number, A is the amplitude, m is the mean quantal
content, n is the number of release sites, and p is the release probability.
The average quantal content of IPSCs and the number of release sites for
each MLI–PC pair were determined by the m and n values derived from
the Poisson or binomial fit of each IPSC frequency histogram. These val-
ues were then averaged across all MLI–PC pairs for each genotype.

Transmission electron microscopy. In preparation for transmission
EM, P16–P19 WT andmdxmice were transcardially perfused with 0.1 M

PBS and 4% glutaraldehyde. Brains were extracted and fixed overnight
in the same solution. Cerebellar samples were submitted to University of
Texas Health Science Center at San Antonio Electron Microscopy
Laboratory where 90nm sections were cut and mounted on copper
grids. Images were acquired using a microscope (model 1400, JEOL). PC
somata were first identified in 4000�magnified images. To identify syn-
aptic contacts, high-resolution images (50,000�) were acquired of the
entire circumference for each PC soma. Putative inhibitory synapses
were identified by axon terminals in direct contact with the PC soma
containing the following: (1) at least one mitochondria; (2) at least one
active zone (AZ; darkening of presynaptic plasma membrane) including
a cluster of clearly visible synaptic vesicles; and (3) a corresponding dark-
ening of postsynaptic plasma membrane opposite the AZ representing
the postsynaptic density (indicating a GABAergic synapse). PC terminals
were clearly identifiable by the presence of numerous synaptic vesicles
and darkening of the axoplasm (Palay and Chan-Palay, 1974; Briatore et
al., 2020; Ichikawa et al., 2011). Parallel fibers were frequently observed
in the outer third of the soma, but were easily identified by small, nearly
round boutons and asymmetrical synapses (Palay and Chan-Palay,
1974). Inhibitory synapses (those containing a clear postsynaptic den-
sity) that were not PC terminals and contacting a PC soma were pre-
sumed to be MLI synapses. However, we cannot rule out the possibility
that a small number of these synapses arose from other cell types. AZ
length was measured in ImageJ software (https://imagej.nih.gov/ij/)
using a freehand line extending the total distance where presynaptic
and postsynaptic darkening was evident. In cases where two or three
separate densities were observed in the same presynaptic terminal, each
synaptic density was counted as a single synapse when clearly separated.
However, it is possible that these represent a single synaptic density,
given the often complex three-dimensional morphology of synaptic den-
sities. Synaptic vesicles were counted by eye. Docked and clustered
vesicles were defined as those within 10 and 200 nm of the AZ, respec-
tively. The experimenter was blinded to genotype during quantitative
analysis of EM images.
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Surgical procedures for in vivo PC recording.Mice were prepared for
in vivo electrophysiological recording using surgical procedures per-
formed under continuous isoflurane (1–2%) anesthesia. Mice were
placed in a stereotactic frame (model 940, Kopf Instruments) incorporat-
ing a heating pad with biofeedback from a rectally inserted thermometer.
For pain control, buprenorphine (1.0mg/ml) was administered by sub-
cutaneous injection, as well as local application of lidocaine/bupivacaine
(1.0mg/ml, 0.2mg/ml) under the scalp; dexamethasone (0.6mg/ml;
subcutaneous injection) was used to limit inflammation. After removal
of a portion of the scalp, a stainless steel head-post was cemented
(Metabond, Parkell) to the exposed skull. A small craniotomy (2.35 mm
drill bit) was made over left lobules Crus I/II (2.5–3.3 mm lateral to
bregma; 5.8–6.3 mm caudal to bregma) and filled with elastomer
(Kwikcast, World Precision Instruments). Additionally, a small craniot-
omy was made on the anterior portion of the skull and a silver reference
wire was cemented in place. Any remaining exposed skull was covered
with dental cement.

In vivo recording. Following surgery, the mice were allowed to
recover for .1 h before the first electrophysiological recording session;
experimental sessions continued up to 4 d postsurgery. Briefly, mice
were restrained using the implanted head-post on a purpose-built appa-
ratus that was placed in a light-proof and sound-dampened enclosure.
The elastomer was removed from the craniotomy, and saline was applied
to the exposed brain. A high-electrode density silicon probe (catalog
#H6b, Cambridge Neurotech) was inserted into the cerebellar cortex
using a micromanipulator (Kopf Instruments). The depth of insertion
was determined by the level of unit activity observed across all channels
of the probe. The probes were connected to an amplifier (model
RHD2132, Intan Technologies), and neural activity was collected using
commercial software (Intan Technologies) at a sampling rate of 20 kHz.
Following a 2 min period of quiescence (i.e., quiet wakefulness), the
mice were exposed to an unexpected blue light flash (473nm, 25 mW)
from an LED placed adjacent to the left eye or to an audible tone
(10 kHz, 90dB) from a speaker placed adjacent to the left ear. The light
or tone was presented in blocks of 15 trials of the same stimulus modal-
ity, with each stimulus lasting 250ms and a pseudorandom interstimulus
interval of 1.5–2 s. Timing was controlled using a commercial system
(Bpod, Sanworks).

In vivo electrophysiology analysis. The data from the multiunit
recordings were sorted using the Kilosort algorithm (version 2.5;
Pachitariu et al., 2016) and manually curated using Phy2 software
(https://github.com/cortex-lab/phy). Unambiguous PC units were
first identified based on the presence of stereotypical complex spikes,
as determined by a pause in simple spike firing in the cross-correla-
tion between the isolated simple spiking unit and subsequent complex
spike unit (n = 18). We further used spike rates (.40Hz) and a large
spatial distribution of electrical activity across the probe electrodes
(more than six separate channels) to identify additional putative PCs
(n = 29; Gaffield and Christie, 2021).

Simple spike activity from the curated PC units was binarized for fur-
ther analysis. Mean firing rates during quiescence were calculated over a
2 min recording period. Firing regularity was determined by calculat-
ing the coefficient of variation (CV) of the interspike interval (ISI).
To assess mean firing rates during sensory stimuli, the simple spikes
were aligned to stimulus onset and binned (25ms intervals).
Peristimulus time histograms were constructed for each cell, and the
mean firing was calculated during the sensory stimulation period
(250ms). PCs showing a .5% increase or decrease in firing during
the sensory stimuli, relative to baseline, were classified as positively or
negatively modulating, respectively. The effect of genotype on mean
and peak firing rate were analyzed separately between these two
groupings. The change in mean firing rate was computed relative to
the prestimulus mean firing rate. For peak firing rate, the simple spik-
ing responses were rebinned (5ms intervals) and either the peak
increase or decrease in activity was determined during stimulus pre-
sentation for either positively or negatively modulating PCs, respec-
tively. Notably, there was one outlier PC from the negatively
modulating mdx group, which we removed from our analysis because
it did not change the significance of any comparison test.

Experimental design and statistical analyses. For all datasets, experi-
mental values are compared between WT and mdx. Data are presented
as the mean 6 SEM, and n-values represent the number of cells
recorded. Statistical comparisons were achieved using Prism (version 6;
GraphPad) and Igor Pro (version 6; WaveMetrics). Unpaired two-tailed
Student’s t tests (normally distributed datasets), Mann–Whitney tests
(skewed datasets), or two-way repeated-measures ANOVA were used to
determine statistical significance. Statistical differences with p, 0.05
were considered significant: *p, 0.05, **p, 0.01, ***p, 0.001, and
****p, 0.0001.

Results
Inhibitory synaptic transmission is reduced inmdx PCs
To investigate how the loss of dystrophin affects synaptic func-
tion in PCs, we first recorded pharmacologically isolated sponta-
neous excitatory and inhibitory synaptic events in PCs using
whole-cell patch-clamp recordings in acute cerebellar slices from
WT andmdxmice. We did not find a difference in sEPSC ampli-
tude (WT: 26.46 0.7 pA, n= 13; mdx: 27.46 1.6 pA, n= 9;
p= 0.52) or frequency (WT: 3.26 0.3Hz; mdx: 3.06 0.6Hz;
p= 0.83; Fig. 1A,B) between genotypes. This suggests that parallel
fiber synaptic transmission is not altered in mdx mice (sEPSCs
are primarily mediated by parallel fiber synapses in PCs;
Takahashi and Linden, 2000). Because PTX may alter parallel
fiber transmission through the inhibition of presynaptic
GABAARs (Stell et al., 2007; Pugh and Jahr, 2011; Khatri et al.,
2019), we also recorded sEPSCs in the absence of pharmacologi-
cal agents. With cells held near the Cl– equilibrium potential to
isolate excitatory synaptic events, we again did not observe a dif-
ference in sEPSC amplitude (p=0.48) or frequency (p=0.58)
across genotypes. By contrast, we found that pharmacologically
isolated sIPSCs were significantly reduced in amplitude (WT:
80.56 5.5 pA, n= 10; mdx: 57.46 2.9 pA, n= 14; p= 0.0006) and
frequency (WT: 14.46 1.7Hz; mdx: 2.76 0.4Hz; p, 0.0001;
Fig. 1C,D) in mdx PCs. This was also true when IPSCs were iso-
lated by holding the cell at 0mV, in the absence of NBQX or
CPP (amplitude: 119.26 12.7 vs 58.66 3.7 pA, p= 0.001; fre-
quency: 19.76 1.2 vs 14.56 0.9 Hz, n=7–9, p=0.007). Evoked
AP firing in MLIs was not different across genotype (two-way
repeated-measures ANOVA, F(1,7) = 0.95; main effect p=0.36),
suggesting that the differences in sIPSCs are not because of a
change in MLI excitability (data not shown). Further, mIPSC
(recorded in the presence of TTX) amplitude (WT: 31.86
1.8 pA, n=18; mdx: 23.86 1.2 pA, n=18; p=0.0008) and fre-
quency (WT: 6.06 0.6Hz; mdx: 2.46 0.3Hz; p, 0.0001; Fig.
1E,F) were also reduced in mdx PCs. To test whether deficits in
IPSCs persist beyond development, we also recorded mIPSCs from
6- to 7-week-old mice. In older mice, we again found that mIPSC
amplitude (WT: 51.26 2.3pA, n=10; mdx: 39.96 1.4pA, n=5;
p=0.007) and frequency (WT: 3.76 0.6Hz; mdx: 1.46 0.1Hz;
p=0.01; Fig. 1G,H) were reduced, suggesting that deficits in inhibi-
tory synaptic transmission are not related to developmental delay of
synapse formation inmdxmice. Overall, these experiments revealed
that loss of dystrophin selectively impairs inhibitory synaptic trans-
mission in PCs with no effect observed on spontaneous excitatory
synaptic transmission. The reduction in sIPSC and mIPSC
amplitudes is likely explained by reduced postsynaptic GABAAR
clustering, as has been previously suggested (Knuesel et al., 1999;
Kueh et al., 2011). However, reduced mIPSC frequency could be
caused by several factors, including reduced vesicle release prob-
ability, reduced number of inhibitory synapses, or undercount-
ing of IPSCs in mdx PCs from loss of smaller-amplitude events
in the background noise.
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To distinguish between these possibilities and to characterize
differences in inhibitory synaptic properties in WT andmdx PCs
more fully, we made simultaneous recordings from pairs of syn-
aptically connected MLIs and PCs (Fig. 2A). In these experi-
ments, single or pairs of APs were evoked by brief (5ms) current
injection through the patch pipette in the presynaptic MLI, and
the resulting IPSCs were recorded in the postsynaptic PC. In
paired recordings, there was no difference in evoked IPSC
(eIPSC) rise time (p=0.59) or decay kinetics (p= 0.41).
However, there was a significant increase in the IPSC latency in

mdx PCs (WT: 0.226 0.05ms, n= 7;
mdx: 0.476 0.08, n=7; p=0.02), pos-
sibly reflecting a change in calcium
channel position/function or vesicle
docking (Sabatini and Regehr, 1999).
The average eIPSC amplitude was
reduced by ;60% in mdx PCs (WT:
212.86 25.2 pA, n=9; mdx: 86.86
29.6 pA, n= 14; p= 0.007; Fig. 2B), a
much larger reduction than we found
for sIPSC or mIPSC amplitudes. This
larger reduction in amplitude is likely
the result of a higher synaptic failure
rate (defined as the percentage of
sweeps in which an AP was evoked in
the MLI, but no IPSC was evident in
the connected PC on the first AP; Fig.
2C) in mdx cells. IPSC failures were
almost nonexistent in WT cells (1.06
1.0% of sweeps, n=10) but were com-
mon in mdx PCs (34.66 9.2% of
sweeps, n=14, p=0.006; Fig. 2D). In
some recordings from mdx PCs, IPSCs
were very rarely observed following the
first MLI AP, although connectivity
between the two neurons was evident
by the presence of time-locked IPSCs
following the second AP. This explains
why the average eIPSC amplitudes in
some mdx MLI–PC pairs are at or very
near zero (Fig. 2B). The failure rate can
be increased by at least two likely mech-
anisms: a reduction in vesicle release
probability or a decrease in the number
of synapses activated (in this case, the
number of synaptic contacts between a
single MLI and a single PC).

To distinguish between these two
possible mechanisms, we measured
vesicle release probability at MLI syn-
apses in each genotype by two meth-
ods. First, we measured the paired-
pulse ratio (PPR) over a range of
interstimulus intervals in connected
MLI–PC pairs. We did not find a
difference in PPR between WT and
mdx cells (two-way repeated-meas-
ures ANOVA, F(1,15) = 0.175; main
effect, p=0.68; Fig. 3A), suggesting
that release probability does not differ
across genotypes. In a second set of
experiments, we evoked trains of APs
(40 stimuli at 100Hz) in MLIs and
recorded the corresponding IPSCs

from connected PCs (Fig. 3B). From these data, we used two in-
dependent methods to estimate release probability and the size
of the RRP: the train method (Schneggenburger et al., 1999; Fig.
3D) and the EQ method (Elmqvist and Quastel,1965; Fig. 3F; see
Materials and Methods). The train method overestimates release
probability and underestimates the RRP, and the EQ method
underestimates release probability and overestimates the RRP.
Using both methods, we were able to establish lower and upper
bounds for each value (Thanawala and Regehr, 2013). Using
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either method, we did not find a differ-
ence in release probability at MLI syn-
apses across genotypes (PrTrain: WT:
0.176 0.01, n=7; mdx: 0.216 0.03,
n= 7, p= 0.17; PrEQ: WT: 0.106 0.01;
mdx: 0.146 0.01, p= 0.24; Fig. 3E,G).
Together, our PPR and cumulative
IPSC data indicate that there is no
change in vesicle release probability at
MLI synapses between genotypes. We
also did not find a difference in the re-
covery of eIPSC amplitude following
high-frequency stimulation between ge-
notypes (n=7–9; two-way repeated-
measures ANOVA, F(1,14) = 3.033;
main effect, p=0.1; Fig. 3H,I), suggest-
ing that altered replenishment of releas-
able vesicles does not account for the
differences in eIPSC amplitude or
failure rate. This raises the possibility
that reduced mIPSC frequency and
increased failure rate in mdx PCs is,
instead, the result of a reduced number
of inhibitory synaptic contacts between
MLIs and PCs. Consistent with this pos-
sibility, we found that the RRP size (esti-
mated from cumulative IPSC plots) in
mdx MLI–PC pairs was significantly
smaller compared with WT pairs using
either the train method (RRPTrain: WT:
47.46 4.5 vesicles, n=7; mdx: 13.56
1.3 vesicles, n=7; p=0.017; Fig. 3E) or
the EQ method (RRPEQ: WT: 73.26 7.9
vesicles; mdx: 21.06 1.4 vesicles; p=
0.029; Fig. 3G). To approximately esti-
mate the quantal content for each pair,
we divided the average eIPSC amplitude (Fig. 2B) by the mIPSC
amplitude (Fig. 1F) for each genotype, giving the number of
vesicles released on average following a single presynaptic AP. We
found an ;50% decrease in the average number of vesicles
released inmdx pairs (WT: 6.76 0.8, n=9;mdx: 3.66 1.2, n=14;
p=0.085; Fig. 3J), though this difference did not reach signifi-
cance. Given the lack of change in release probability, this differ-
ence raises the possibility that MLIs form fewer synaptic contacts
with PCs inmdxmice.

Inhibitory synapse number is reduced inmdx PCs
To more accurately measure the number of release sites between
a single MLI–PC pair, we applied quantal analysis to recordings
of PC eIPSCs. When individual eIPSC traces from an MLI–PC
pair were plotted together, we observed that eIPSC amplitudes
frequently increased in a step-like fashion (Fig. 4A), suggesting
that each step-up in amplitude represents the release of an addi-
tional vesicle. Frequency histograms of eIPSC amplitudes for
each MLI–PC pair also showed regular peaks and valleys that
were well fit by a sum of Gaussian equations (see Materials and
Methods), consistent with quantal increases in eIPSC amplitudes
(Martin, 1966; Fig. 4B,C). From these plots, we first estimated
the quantal amplitude using two independent methods, the loca-
tion of the first peak above zero (generally representing IPSCs
resulting from release of a single vesicle; Fig. 4C) and the period
of the fitting function (distance between peaks). Importantly,
both estimates of quantal size matched closely across MLI–PC

pairs (Fig. 4D). In a few pairs (mainly WT), the value of the first
peak was an integer multiple of the period, suggesting that a sin-
gle vesicle was never released in these pairs and the first peak of
the histogram represents eIPSCs resulting from two or three
vesicles (e.g., the pair in Fig. 4B). We found that the quantal size
is reduced in mdx pairs when estimated by the amplitude of the
first histogram peak (WT: 74.76 16.2 pA, n= 16; mdx: 31.56
6.9 pA, n= 16; p= 0.02) or by the period (WT: 47.86 7.1 pA,
n= 16; mdx: 26.26 6.5 pA, n=16; p= 0.03; Fig. 4E), consistent
with the reduced mIPSC amplitude. The eIPSC frequency histo-
gram from WT pairs tended to have more peaks and little or no
peak at 0 pA (representing failures), suggesting more functional
release sites inWT pairs. This difference was quantified by fitting
the peaks of each frequency histogram with Poisson and bino-
mial functions. From these fits, we found reduced quantal con-
tent of eIPSCs (m; WT: 6.56 0.8, n=16; mdx: 3.26 0.7, n= 16;
p= 0.005; Fig. 4F) and reduced number of functional release sites
(n; WT: 32.66 3.2, n=16; mdx: 16.26 2.8, n= 16; p=0.0006;
Fig. 4G) in mdx pairs. These data are remarkably consistent with
the changes in RRP size and the average number of vesicles
released per AP that we observed in Figure 3, E and J. These data
provide physiological evidence that the number of release sites
between MLIs and PCs is reduced by about half in mdx mice,
suggesting that inhibitory synapses are either not formed or not
maintained in the cerebella ofmdxmice.

Anatomically defined inhibitory synapses contacting the
soma of WT and mdx PCs were also quantified using EM (Fig.
5A,B). By P15, synaptic contacts at the soma or axon hillock of
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PCs are almost entirely GABAergic, mainly arising from MLIs,
with a small contribution from PC collateral axons (Altman,
1972; Ichikawa et al., 2011). We found that the total number of
inhibitory synaptic densities contacting the PC soma was
reduced in mdx PCs (WT: 5.396 0.31, n= 44; mdx: 1.766 0.23,
n= 37; p, 0.0001; Fig. 5C). The perimeter of PCs was not differ-
ent between genotypes (p=0.81), and the reduction in inhibitory
synapses persisted when normalized to PC perimeter (WT:
0.1076 0.007 AZ/mm, n=44; mdx: 0.0366 0.005 AZ/mm,
n= 37; p, 0.0001; Fig. 5C), suggesting that the difference in the
number of synapses is not a product of differences in the size
of the PC soma. Synapses arising from PC collateral axons

were ,3% of all inhibitory synapses counted, consistent with
previous studies (Ichikawa et al., 2011) and were not different
between genotypes (p = 0.7). We did not observe changes in
general measures of PC soma morphology or stress (Table 1),
suggesting that overall PC development and health are normal.
We also found that the number of somatic spines decreased
significantly from P16 to P19 (P16: 3.76 0.7 spines/PC, n= 10;
P19: 1.76 0.4 spines/PC, n= 10; p= 0.02), as has been observed
previously (Ichikawa et al., 2011). Spine number was not dif-
ferent between WT and mdx at either age (p� 0.3), suggesting
that at least some aspects of synapse development proceed nor-
mally inmdxmice.
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In addition to the reduced number of synaptic contacts in
mdx PCs, we also found changes in presynaptic morphology sug-
gesting weaker synaptic connections. Specifically, the length of
synaptic AZs was significantly reduced in mdx mice (WT:
297.26 12.1 nm, n= 110; mdx: 239.36 10.5 nm, n=72; p=
0.0009; Fig. 5D). Also, the number of “docked” vesicles (vesicles
within 10nm of the AZ; WT: 1.956 0.24 vesicles, n=38; mdx:
1.326 0.15 vesicles, n= 37; p= 0.03) or clustered vesicles (vesicles
within 100 nm of AZ; WT: 7.66 0.7 vesicles, n=38; mdx:
4.96 0.48 vesicles, n=37; p=0.002; vesicles within 200 nm of
AZ; WT: 12.66 1.1 vesicles, n=38; mdx: 6.56 0.7 vesicles,
n= 37; p, 0.00,001; Fig. 5E) was reduced at inhibitory presynap-
tic terminals contacting mdx PCs. The difference in docked vesi-
cle number disappeared when vesicle number was normalized to
AZ length for each synapse (WT: 0.0076 0.001 vesicles/nm,
n= 38; mdx: 0.0066 0.001 vesicles/nm, n= 37; p= 0.2), suggest-
ing that the difference in docked vesicles may simply reflect
shorter AZs in mdx. However, the reduction in clustered
vesicles was maintained even when normalized to AZ length
(within 200 nm of AZ; WT: 0.0496 0.003 vesicles/nm,
n = 38; mdx: 0.0286 0.003 vesicles/nm, n = 37; p, 0.00001;
Fig. 5F), suggesting that the loss of dystrophin may have
additional effects on vesicle formation or translocation.
These findings raise the possibility that the loss of postsy-
naptic dystrophin also produces changes in presynaptic
structure and vesicle cycling. These data provide further
anatomic evidence that dystrophin deficiency impairs the
formation or maintenance of inhibitory synapses on PC
bodies.

Dystrophin deficiency disrupts PC firing patterns
Next, we tested how dystrophin deficiency affects PCs on a func-
tional level by measuring spontaneous AP firing (simple spikes)
during cell-attached recordings in acute cerebellar slices (Fig.
6A). Somewhat surprisingly, reduced inhibition in mdx PCs did
not correlate with increased average spontaneous firing rate

(WT: 42.06 1.5Hz, n=48; mdx: 42.86 1.1Hz, n=55; p= 0.67;
Fig. 6A,B), possibly the result of homeostatic mechanisms of PC
firing (Smith and Otis, 2003; Achard and De Schutter, 2008).
However, spontaneous firing in mdx PCs was significantly more
regular compared with WT. This is evident by a reduction in the
CV of ISIs (WT: 0.136 0.01, n=48; mdx: 0.0956 0.004, n=55;
p= 0.003; Fig. 6C) and a longer rightward tail in frequency dis-
tribution plots of WT ISIs (Fig. 6A, bottom). In whole-cell
recordings, PC firing evoked from a hyperpolarized baseline by
depolarizing steps (100ms) was not different across genotypes
(two-way repeated-measures ANOVA, F(1,57) = 0.34; main effect,
p= 0.56; Fig. 6D), suggesting that the intrinsic excitability of PCs
is not changed. Measures of evoked AP waveform, including
threshold, amplitude, maximum depolarizing slope, and after-
hyperpolarization, were also not different across genotypes
(Table 2). However, we did find a small, but significant,
decrease in the AP half-width (WT: 0.256 0.003ms, n = 30;
mdx: 0.226 0.005ms, n = 29; p = 0.0004) and an increase in
maximum repolarizing slope during the falling phase of the
AP (WT: 251.96 7.3mV/ms, n = 30; mdx: 290.86 9.3mV/ms,
n= 29; p = 0.0017), possibly indicating a change in K1 channel
density or kinetics in mdx PCs. These data suggest that loss of
dystrophin has little effect on intrinsic excitability or sponta-
neous firing in PCs, but the loss of inhibitory input allows for
more regular pacemaker firing in these cells.

PCs are unusual because they fire APs spontaneously at high
rates and an important downstream signal in the circuit may be
a pause or reduction of firing. We therefore tested whether
reduced synaptic inhibition in PCs would impair the ability of
MLIs to pause PC firing. We made whole-cell recordings from
MLIs and cell-attached recordings from connected PCs, allowing
the PC to fire freely (Fig. 6E). We then tested the ability of trains
of APs (100ms at 50–250Hz) evoked by current injections in the
MLI to slow or pause PC firing. We found that in both geno-
types, the inhibition of PC firing increased with increased MLI
stimulation frequency. However, for each MLI firing frequency
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there was less inhibition of PC firing in
mdx compared with WT (two-way
repeated-measures ANOVA, F(1,16)=10.96;
main effect, p=0.0044; Fig. 6F). In mdx
PCs, MLIs largely lost the ability to pause
PC firing; even at high stimulation fre-
quency, the PC firing rate was only mildly
decreased (;20%). These data indicate
that the loss of inhibitory synaptic trans-
mission caused by dystrophin deficiency
disrupts PC firing patterns and, potentially,
downstream signaling in the cerebellar
nuclei.

While acute brain slice recordings are
valuable for elucidating the molecular
and cellular mechanisms of dystrophin
deficiency in PC function, it remains
unclear as to how cerebellar circuit activ-
ity is disrupted by dystrophinopathy in
the context of behavior. Therefore, we
made in vivo extracellular electrophysio-
logical recordings from PCs in awake
WT and mdx mice using high-electrode
density silicon probes (Fig. 7A). We
found that the rate of spontaneous PC
simple spike firing, measured while mice
were in a state of resting quiescence, was
not different across genotypes (WT:
68.56 5.6Hz, n=25;mdx: 66.66 5.0Hz,
n= 22; Mann–Whitney test, p= 0.9; Fig.
7B), consistent with our findings in acute
slices (Fig. 6B). However, unlike our slice
recordings, we did not observe a significant
change in the regularity of spontaneous AP
firing (ISI CV: WT: 0.746 0.07, n=25;
mdx: 0.686 0.04, n=22; Mann–Whitney
test, p=0.71; Fig. 7C). Overall, PC simple
spike firing in vivo was significantly more
irregular compared with slice recordings
(p, 0.0001), likely because of the engage-
ment of additional circuit elements missing
in the slice preparation. The greater irregu-
larity of spontaneous firing in vivo likely
masks the comparatively subtle change in
regularity that we observed in the slice
preparation.

We also measured the modulation of
PC firing in response to an unexpected
sensory stimulus (250ms tone or light
flash). We found approximately equal
numbers of PCs with positively modulat-

ing (Fig. 7D) and negatively modulating (Fig. 7G) simple spike
firing patterns during the sensory stimulus in both WT and mdx
mice. In positively modulating PCs, we found that the mean per-
centage change in firing was not significantly different between
genotypes (WT: 16.66 2.6%, n= 13; mdx: 28.16 6.2%, n=13;
Mann–Whitney test, p= 0.09; Fig. 7E), but the peak percentage
change in firing rate was greater in mdx mice (WT: 64.76 9.9%;
mdx: 110.26 10.8%; Mann–Whitney test, p= 0.0005; Fig. 7F),
which is consistent with reduced MLI-mediated feedforward in-
hibition. Surprisingly, we did not observe a difference in the
mean percentage change (WT: 8.46 0.9%, n=12; mdx:
10.46 1.1%, n=10; Mann–Whitney test, p=0.12; Fig. 7H) or
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Table 1. EM Analysis of PC morphology

WT (n) mdx (n) p value

Nucleus perimeter (mm) 35.46 1.0 (20) 36.46 1.5 (17) 0.58
Nucleus area (mm2) 82.36 4.8 (20) 78.86 6.4 (17) 0.66
Nucleus circularity 0.816 0.02 (20) 0.726 0.03 (17) 0.01
cDNA area (mm2) 0.726 0.14 (20) 1.336 0.34 (17) 0.09
Nucleolus area (mm2) 1.416 0.48 (20) 2.506 0.72 (17) 0.20
Mitochondria perimeter (mm) 4.606 0.26 (39) 4.716 0.30 (38) 0.30
Mitochondria circularity 0.546 0.03 (39) 0.536 0.03 (38) 0.27

Data presented as mean 6 SEM with Student’s t test. Measures of PC morphology and cellular stress,
including the nucleus, cDNA, nucleolus, and mitochondria in WT and mdx PCs. p values comparing WT and
mdx values for each measure are also listed.
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peak percentage change (WT: 63.76
4.0%; mdx: 63.46 10.9%; Mann–Whitney
test, p=0.99; Fig. 7I) of firing rate in nega-
tively modulating PCs. Together, these
data suggest that reduced inhibition in
mdx PCs has little effect on baseline simple
spike firing in vivo but allows for greater
positive modulation of firing during sen-
sory stimulation, possibly affecting synaptic
plasticity and downstream signaling at PC
targets in the cerebellar nuclei.

Discussion
Pathophysiology of central neuronal cir-
cuits is an important, but poorly under-
stood, aspect of DMD. We found that
loss of dystrophin in PCs reduces inhibi-
tory synaptic function by at least two
mechanisms. Using analysis of mIPSCs
and quantal analysis of eIPSCs, we show
that the quantal amplitude of inhibitory
responses is reduced inmdx PCs, which is
consistent with previous reports showing
reduced GABAAR clustering (Knuesel et
al., 1999; Grady et al., 2006). However,
our electrophysiology and EM results also
demonstrate a reduction in the number of
inhibitory synapses contacting each PC.
These data raise the possibility that dys-
trophin (and the DGC protein complex)
acts as a cell adhesion molecule at in-
hibitory synapses in addition to, or
instead of, a receptor clustering mole-
cule. Furthermore, recordings from
mdx cerebellar slices showed impaired
MLI-mediated pausing of PC firing and
in vivo recordings from awake mdx
mice revealed greater sensory-evoked
firing in positively modulating PCs.
These data reveal potentially novel
functions of dystrophin in the CNS,
which may explain the high comorbid-
ity with neurodevelopmental (Wu et
al., 2005; Pane et al., 2012; Fujino et al.,
2018) and cognitive (Hinton et al.,
2000; Cotton et al., 2005) disorders
observed in DMD.

Several lines of evidence suggest
that dystrophin is required for proper
GABAAR clustering in PCs. Dystrophin
colocalizes with postsynaptic GABAAR
clusters, and the loss of dystrophin results in a reduced number and
size of receptor clusters in mdx PCs (Knuesel et al., 1999; Grady et
al., 2006). However, a recent study saw no change in GABAAR (a1
or g2), neuroligin2, or gephyrin labeling at PC inhibitory synapses
in mdx mice, calling into question whether dystrophin is necessary
for the organization of postsynaptic densities or receptor clustering
(Briatore et al., 2020). Other studies have observed reduced mIPSC
amplitude and frequency in mdx PCs, attributing these changes to
reduced GABAAR clustering (Anderson et al., 2003; Kueh et al.,
2008, 2011). Our data suggest that the loss of inhibitory vesicle
release sites plays an equal or larger role in reducing inhibition. In

recordings from connected MLI–PC pairs, we found that IPSCs
evoked by single MLI APs were reduced by ;60%. This reduction
could result from reduced release probability, a reduced number of
synapses/release sites, or reduced clustering of GABAARs. We
found no change in release probability, measured by PPR or analy-
sis of cumulative IPSCs. We estimate that reduced GABAAR clus-
tering accounts for 25–40% reduction in eIPSC amplitude based on
changes in mIPSC amplitude and the quantal response amplitude
obtained from quantal analysis. However, measurements of the
RRP size, number of functional release sites, and number of AZs
from EM images are consistently reduced in mdx PCs by 50–65%.
Based on these findings, we propose that loss of inhibitory synaptic
connections accounts for a larger portion of the reduced IPSCs
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compared with reduced postsynaptic receptor clustering, which is
consistent with recent findings in PCs lacking b -dystroglycan
expression (another component of the DGC; Briatore et al., 2020).

Our finding that RRP size, the number of functional release
sites, and the number of anatomic AZs are all reduced by ;60%
in mdx PCs suggests that dystrophin may play a role in synapse
formation or maintenance in PCs. Dystrophin is a member of
the larger DGC, which spans the cell membrane. In muscle cells,
the DGC is anchored to the intracellular actin cytoskeleton by
dystrophin and binds to extracellular matrix proteins, including
laminins, through a-dystroglycan (Gao and McNally, 2015). In
neuronal cells, dystrophin also anchors the DGC to actin, but
extracellular binding partners of the DGC are unclear (Grady et
al., 2006; Briatore et al., 2020). At least one investigation found

that a-dystroglycan binds tightly to neurexin LNS (laminin neu-
rexin sex hormone binding protein) domains, a presynaptic cell
adhesion protein (Sugita et al., 2001), raising the possibility that
the DGC acts as a synaptic adhesion molecule. Interestingly, neu-
roligin triple-knock-out mice (a neurexin binding partner) dis-
play a similar phenotype at inhibitory synapses in PCs, with
substantially reduced IPSC amplitude and mIPSC frequency, and
little or no change in IPSC kinetics and PPR (Zhang et al., 2015).
Neurexin mutations are highly associated with development of au-
tism spectrum disorder (Tromp et al., 2021). Direct binding
between neurexins and DGC at inhibitory synapses may, at least in
part, explain the high comorbidity between DMD and autism.

Our data indicate that inhibitory synaptic contacts are
reduced inmdx PCs. However, it is not clear whether this results
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Table 2. Purkinje cell action potential waveform analysis

AP amplitude (mV) Threshold (mV) Half-width (ms)
Dep. slope
(mV/ms) Rep. slope (mV/ms) AHP amplitude (mV)

WT, n= 30 (5) 51.86 1.1 �47.56 0.8 0.256 0.003 326.36 7.4 �251.96 7.3 10.56 0.5
mdx, n= 29 (7) 52.56 0.7 �47.96 0.8 0.226 0.005 336.86 8.2 �290.86 9.3 10.36 0.6
p value 0.58 0.70 0.0004 0.35 0.002 0.85

Data are presented as the mean 6 SEM with Student’s t test. Measurements of PC AP waveform. Measures of evoked AP waveform, including AP amplitude, threshold, half-width, maximum depolarizing slope (Dep. slope),
maximum repolarizing slope (Rep. slope), and amplitude of the afterhyperpolarization (AHP) from WT and mdx PCs. p Values comparing WT and mdx values for each measure are also listed.
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from the failure of synapses to form during early development or
increased postnatal loss of synapses. Data showing detailed de-
velopmental expression of dystrophin in the mouse cerebellum
are not currently available. Previous work shows that dystrophin
(Dp427) or other components of the DGC are expressed during
early prenatal development in the human and mouse cerebellum,
respectively (Holder et al., 1996; Janke et al., 2013; Doorenweerd
et al., 2017), which is consistent with dystrophin and the DGC
participating in synapse formation. However, additional experi-
ments using tamoxifen-inducible dystrophin knock-out mice or
dystrophin rescue in postnatal mdx mice will be necessary to
determine the precise role of dystrophin in synapse formation
and maintenance.

Dysfunction of the cerebellar circuit has been hypothesized to
contribute to cognitive and motor phenotypes associated with
DMD (Marini et al., 2007; Cyrulnik and Hinton, 2008).
However, physiological changes in cerebellar signaling following
the loss of dystrophin are still poorly understood. In acute slice
recordings, we found that spontaneous firing in PCs is more reg-
ular in mdx mice. We attribute this change primarily to the loss
of inhibitory synaptic currents that can prolong ISIs when pres-
ent, which is in agreement with a previous study demonstrating
more regular firing in PCs following pharmacological blockade
of GABAARs (Häusser and Clark, 1997). It is also possible that
larger or faster K1 currents, indicated by reduced AP half-width
and faster repolarization, may contribute to more regular firing
inmdxmice (Walter et al., 2006). However, in vivo recordings of
PC firing did not show a change in simple spike firing regularity
(Fig. 7C), which is consistent with previous findings inmdxmice
(Stay et al., 2019). Overall, firing is significantly more irregular in
vivo (CV, ;0.7 vs ;0.1; Figs. 6C, 7C; Stay et al., 2019), likely
because of the presence of complex spikes or other mechanism
of firing variability not present in the slice preparation, which
masks the relatively small change in regularity observed in slices.
We did not observe a change in the simple spike firing rate in sli-
ces or in vivo recordings (Figs. 6B, 7B). In contrast, Stay et al.
(2019) found decreased PC firing rate in awake female mdx
mice. This discrepancy may result from sex differences in mdx
mice (the present study used male mice) or recording location
(PC recordings from Stay et al., 2019, were relatively medial to
those presented here), which will need to be explored further.

While the rate and regularity of spontaneous PC firing may
influence cerebellar function (Walter et al., 2006; Person and
Raman, 2011), dynamic modulation of PC firing likely has a
larger effect on cerebellar behavior and learning. Because PCs
spontaneously fire simple spikes at high rates, synaptic input can
drive either elevated or reduced firing. We found that the peak
firing rate of positively modulating PCs by sensory stimulation
was increased in mdx mice (Fig. 7F), which is consistent with
reduced feedforward inhibition. Because PCs inhibit their down-
stream target neurons in the cerebellar nuclei (which also fire
spontaneously), this change is expected to produce a larger pause
or reduction in firing in these neurons, altering synaptic plastic-
ity in the cerebellar nuclei (Zhang et al., 2004; Pugh and Raman,
2006) and the output of the cerebellar circuit. We did not observe
a change in sensory-evoked firing from negatively modulating
PCs in mdx mice. This result is surprising because (1) negative
modulation of PC firing is almost certainly mediated by inhibi-
tion from MLIs, which all other evidence suggests is reduced in
mdxmice; and (2) negative modulation of PC firing was reduced
in paired MLI–PC recordings in slices. This result may be
explained by a shift in the balance of synaptic and extrasynaptic
GABAARs in mdx PCs. Our data and previous studies show that

synaptic clustering of GABAARs is reduced inmdx PCs (Knuesel
et al., 1999; Grady et al., 2006), raising the possibility that extra-
synaptic GABAARs are increased in these cells. If this is the case,
stimuli that selectively activate synaptic GABAARs, such as low
levels of MLI input (as is expected at PCs with positive modula-
tion of firing) or stimulation of a single MLI in slices, would
likely result in reduced inhibition. However, stimuli that elicit
high-frequency activity from multiple MLIs, as is likely onto PCs
that negatively modulate their firing, may produce extensive
spillover and pooling of GABA in the extrasynaptic space
(Mitchell and Silver, 2000; Pugh and Jahr, 2011). In this case, a
greater density of extrasynaptic GABAARs in mdx PCs may pro-
duce a net inhibitory current similar to that experienced by WT
PCs, despite reduced synaptic GABAAR currents. Together, these
data suggest that the loss of dystrophin disrupts PC firing pat-
terns in vivo, but the level of disruption may depend on the
degree of MLI activation, which must be explored in future
experiments.
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