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Abstract

Background and Aims: There is increasing interest in machine learning-based prediction models 
in inflammatory bowel diseases [IBD]. We synthesised and critically appraised studies comparing 
machine learning vs traditional statistical models, using routinely available clinical data for risk 
prediction in IBD.
Methods: Through a systematic review till January 1, 2021, we identified cohort studies that 
derived and/or validated machine learning models, based on routinely collected clinical data in 
patients with IBD, to predict the risk of harbouring or developing adverse clinical outcomes, and 
reported its predictive performance against a traditional statistical model for the same outcome. 
We appraised the risk of bias in these studies using the Prediction model Risk of Bias ASsessment 
[PROBAST] tool.
Results: We included 13 studies on machine learning-based prediction models in IBD, encompassing 
themes of predicting treatment response to biologics and thiopurines and predicting longitudinal 
disease activity and complications and outcomes in patients with acute severe ulcerative colitis. The 
most common machine learning models used were tree-based algorithms, which are classification 
approaches achieved through supervised learning. Machine learning models outperformed 
traditional statistical models in risk prediction. However, most models were at high risk of bias, 
and only one was externally validated.
Conclusions: Machine learning-based prediction models based on routinely collected data 
generally perform better than traditional statistical models in risk prediction in IBD, though 
frequently have high risk of bias. Future studies examining these approaches are warranted, with 
special focus on external validation and clinical applicability.
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1. Introduction

Inflammatory bowel diseases [IBD] are chronic, debilitating, auto-
immune diseases with rising global incidence and prevalence, and 
with a lifelong unpredictable relapsing-remitting course, leading to 
substantial morbidity, diminished quality of life, and disability. IBD 
is one of the top five most expensive gastrointestinal conditions, with 
annual costs exceeding $25 billion.1,2 Over the past two decades, 
with improved understanding of disease pathophysiology, diag-
nosis, new therapies, and evolving management strategies, we have 
made substantial advancements in management of IBD which have 
led to higher rates of remission and decrease in the risk of surgery.3 
Personalized, treatment-management strategies are critically needed 
to improve clinical care.

Conventional approaches to risk stratification have relied on 
traditional statistical methods. However over the past decade, ad-
vanced computational methods like machine learning, which are 
able to use the wealth of unrelated data from diverse sources, have 
been used for risk prediction and prognostication in multiple con-
ditions. Artificial intelligence approaches for image analysis, such 
as for endoscopy, radiology, or histology, have received most at-
tention in the management of IBD, and it remains unclear whether 
machine learning-based prediction models using routinely available 
clinical data offer any advantages over conventional risk prediction 
approaches.4–10

Hence, we sought to systematically synthesise the performance of 
machine learning-based prediction models based on typically avail-
able clinical data vs conventional risk prediction models, for diag-
nosis and prognosis in patients with IBD. With rapid expansion in 
the number of publications applying machine learning techniques 
for clinical research, we also critically appraised risk of bias in these 
studies, using a standardised approach.

2.  Methods

Our systematic review was conducted and reported based on the 
Preferred Reporting Items for Systematic Reviews and Meta-analysis 
[PRSMA] statement, and the process followed an a priori established 
protocol.

2.1.  Selection criteria
We included cohort studies that derived or validated machine 
learning [ML] models based on routinely collected clinical data in 
patients with IBD to predict the risk of harbouring or developing ad-
verse clinical outcomes, and reported predictive performance against 
a traditional statistical model for the same outcome.

We excluded studies that reported the derivation and/or valid-
ation of ML models based on variables not routinely collected or re-
ported in usual practice, such as -omics predictors, as well as studies 
based on use of artificial intelligence for identifying endoscopic, im-
aging, and/or histological disease activity. Studies using the same co-
hort could be included in our systematic review if they developed 
and/or validated different models to prevent overlap.

2.2.  Search strategy
Our search strategy was designed and conducted by an experienced 
medical librarian with input from the study’s investigators [SS and 
PSD], using a controlled vocabulary supplement with keywords, 
expanded terminology, and different algorithms for studies on the 
derivation and/or validation of ML models for clinical outcomes in 
patients with chronic conditions [see online Supplement, available 

as Supplementary data at ECCO-JCC online]. Our initial search 
was broad, evaluating these ML models in diverse chronic diseases 
including cancer, cardiovascular disease cirrhosis, diabetes, hyper-
tension, arthritis, inflammatory bowel diseases, etc. The databases 
included Ovid MEDLINE[R] and Epub Ahead of Print, In-Process 
& Other Non-Indexed Citations, and Daily, Ovid EMBASE, Ovid 
Cochrane Central Register of Controlled Trials, Ovid Cochrane 
Database of Systematic Reviews, Scopus, and Web of Science, and 
dates of search ranged from January 1, 2000 to \august 27, 2018 
[see online Supplement]. Subsequently, a focused literature search 
was updated in PubMed on January 1, 2021. We did not include 
conference proceedings due to limited information on details of the 
ML models.

2.3.  Data abstraction and model assessment
We collected data on the following study-, patient-, and model-
related characteristics, using a standardised case report form:  1] 
study characteristics including primary author[s], time period of 
study or year of publication, location of population studied, study 
design, number of centres, and source of primary data; 2] patient 
characteristics including IBD subtype, age, proportion of male pa-
tients, proportion of smokers, proportion with Crohn’s disease, 
location and behaviour of IBD, medications at time of enrolment 
[e.g,. steroids, immunomodulators, biologics]; and 3] model-related 
characteristics including primary and secondary outcomes, type of 
ML model [e.g., classification, regression], diagnostic or prognostic 
model, derivation or validation model, type of machine learning 
models, model performance [e.g., metrics such as area under the 
curve receiver operating characteristic [AUC ROC], sensitivity, spe-
cificity, and others]. Comparative accuracy of different models [ma-
chine learning vs conventional regression-based statistical model] 
was determined based on ROC curves.

2.4.  Critical appraisal of individual studies
To assess the quality of included studies, we performed an in-depth 
assessment for the risk of bias [ROB] using Prediction model Risk 
of Bias ASsessment [PROBAST] tool.11,12 PROBAST was developed 
based on a four-stage approach for developing health research re-
porting guidelines and was designed to evaluate studies of clinical 
prediction model development and model validation. This consists 
of four domains [participants, predictors, outcome, and analysis] 
containing 20 signalling questions for ROB assessment and evalu-
ation for concerns regarding applicability [Supplementary Table, 
available as Supplementary data at ECCO-JCC online]. Each do-
main focuses on an important aspect of model development and 
validation including: 1] participants: appropriate recruitment of pa-
tients and use of data sources; 2] predictors: appropriate definition 
and assessment of predictors for model development/validation; 3] 
outcome: appropriate definition and assessment, in relation to the 
predictors, to ensure standard definitions and appropriate timing be-
tween predictors and outcome variable[s]; and 4] analysis: analytical 
approach that appropriately includes a reasonable number of parti-
cipants with the outcome, evaluation and assessment of categorial 
and continuous variables, evaluation of missing data, adjustment for 
complexities in the data, and accounting for model performances by 
evaluation and assessment for model overfitting, underfitting, and 
optimism. Signalling questions are answered as ‘yes’, ‘probably yes’, 
‘probably no’, ‘no’, or ‘no information’. Risk of bias is evaluated 
based on a scale of low, high, or unclear, with all signalling questions 
inclusive of ‘yes’ indicating absence of bias, and any signalling ques-
tioned answered as ‘no’ or ‘probably no’ indicating potential bias. 

http://academic.oup.com/ecco-jcc/article-lookup/doi/10.1093/ecco-jcc/jjab155#supplementary-data
http://academic.oup.com/ecco-jcc/article-lookup/doi/10.1093/ecco-jcc/jjab155#supplementary-data
http://academic.oup.com/ecco-jcc/article-lookup/doi/10.1093/ecco-jcc/jjab155#supplementary-data
http://academic.oup.com/ecco-jcc/article-lookup/doi/10.1093/ecco-jcc/jjab155#supplementary-data
http://academic.oup.com/ecco-jcc/article-lookup/doi/10.1093/ecco-jcc/jjab155#supplementary-data
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Concerns regarding applicability questions were developed to assess 
whether the population, predictors, or outcomes of a primary study 
differ from those detailed in the review question. Concerns regarding 
applicability are rated on a similar scale to ROB [low, high, or un-
clear] but without signalling questions.11,12 Whereas studies could be 
judged to be low risk of bias or low concern regarding applicability 
from signalling questions, the ultimate judgment was determined by 
the evaluators after evaluating the totality of information and the 
context of the review question.

Each study was evaluated for ROB and concerns regarding ap-
plicability using a word template developed for PROBAST. The 
Supplementary files, available as Supplementary data at ECCO-JCC 
online, contain the detailed ROB assessment and concerns regarding 
applicability for each study.

3.  Results

No new data were generated or analysed in support of this research.
Our systematic search identified 8176 articles, of which 8047 were 
excluded based on title or abstract. One article was excluded as 
it was redacted at the time of full-text screening. Three duplicate 
studies were identified and removed. A  total of 116 articles were 
excluded during full-text screening. A total of 13 full-length articles 
were included into the final analysis [Figure 1].7,13–26

Table 1 summarises key findings on model-related characteristics, 
outcomes, and study findings. Table 2 reports detailed study-, pa-
tient-, and treatment-related characteristics in the included studies. 
We evaluated the studies based on themes: 1] predicting treatment 
response to biologics; 2] predicting response to thiopurines; 3] lon-
gitudinal disease activity and complications (e.g., risk of surgery, 
changes in C-reactive protein [CRP] as a biochemical endpoint, 

presence of extra-intestinal manifestations [EIMs], and seasonal 
association with relapses); and 4] outcomes in patients with acute 
severe ulcerative colitis [ASUC].7,13–26 All studies except one19 valid-
ated their ML prediction model, though only one study performed 
external validation.14 Three studies included data from international, 
multicentre, randomised controlled trials and developed prognostic 
models to predict treatment outcomes in patients who received bio-
logic therapies.23,24,26

3.1.  Predicting treatment response to biologics
Three studies developed prediction models using data collected 
from international, multicentre, randomised controlled trials in pa-
tients who received biologic therapy with either vedolizumab or 
ustekinumab.23,24,26 In one study, Waljee and colleagues developed 
random forest [RF] models to predict corticosteroid-free biological 
remission [composite of no corticosteroid use and CRP reduction 
from 5  mg/L at baseline to ≤5  mg/L] at Week 52, using baseline 
or Week 6 laboratory data in CD patients who were treated with 
vedolizumab [GEMINI II].23 The authors also attempted to create 
a simplified model [haemoglobin * albumin * vedolizumab level] / 
[C-reactive protein * weight in kg] using predictors that were iden-
tified by a variable importance plot from the ML algorithm to de-
velop an equation to accurately predict their composite outcome. 
Of the three models [baseline model without Week 6 data, Week 6 
model, and simplified model using Week 6 data], the authors demon-
strated that the Week 6 model (AUC 0.75; 95% confidence interval 
[CI] 0.64–0.86) and the simplified Week 6 model [AUC 0.75; 95% 
CI 0.70–0.81] had the best performance in predicting the combined 
outcome. Overall, the study was judged to be low ROB and low con-
cern for applicability. In a similar study, Waljee and colleagues devel-
oped RF models to predict corticosteroid-free endoscopic remission 

Records identi�ed from PUBMED,
EMBASE, Cochrane Library

(n = 8176)

Total records identi�ed
(n = 8176)

Records reviewed in full
(n = 129)

Studies included for data extraction
(n = 13)

Title and abstract screening for
inclusion/exclusion

(n = 8047) – records excluded

Full text review:
Total excluded (n = 116)

Reasons for exclusion:
-  Imaging based markers (n = 32)
-  Not clinically relevant (n = 42)

-  Studies not using humans (n = 38)
- Duplicates (n = 3)

-  Article redacted at time of
review (n = 1)

Id
en

ti
�c

at
io

n
Sc

re
en

in
g

E
lig

ib
ili

ty
In

cl
ud

ed

Figure 1. Study selection flowsheet.

http://academic.oup.com/ecco-jcc/article-lookup/doi/10.1093/ecco-jcc/jjab155#supplementary-data
http://academic.oup.com/ecco-jcc/article-lookup/doi/10.1093/ecco-jcc/jjab155#supplementary-data
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Table 1. Summary of findings from included studies.

Study, year of publication Aim, outcome, type of  
machine learning model, 
derivation/validation 
study, type of validation

Machine learning model[s] 
used; comparator

Performance  
[AUC, 95% CI]

Observations

Bottigliengo, 2019 Aim: role of genetic fac-
tors in identifying extra-
intestinal manifestations in 
CD patients  
Outcome: patients were 
classified according to the 
presence or absence of 
EIMs  
Type of ML model: clas-
sification  
Derivation or validation: 
both  
Validation: internal [boot-
strap]

Three models from the 
Bayesian machine learning 
family:  
Naïve Bayes [NB], 
Bayesian Network [BN] 
and Bayesian Additive Re-
gression Trees [BART]  
Comparators: models used 
in the study by Giachino 
2007

Model without genetic 
variables  

• LR: 0.72  
• GAM: 0.72  
• PPR: 0.82  
• LDA: 0.70  
• QDA: 0.67  
• ANN: 0.79  
• NB: 0.71  
• BN: 0.50  
• BART: 0.76  

Model with genetic  
variables  

• LR: 0.77  
• GAM: 0.77  
• PPR: 0.94  
• LDA: 0.77  
• QDA: 0.88  
• ANN: 0.87  
• NB: 0.75  
• BN: 0.67  
• BART: 0.78

1.   Bayesian machine 
learning family [NB, BN, 
and BART] were not 
better than methods used 
in Giachino 2007 in clas-
sification accuracy  

2.   Bayesian machine 
learning family did worst 
in classification when 
genetic information was 
added  

3.   Models with genetic 
variables did better than 
models without genetic 
variables

Dias, 2017 Aim: predict disabling dis-
ease and/or re-operation 
using tree augmented 
Naïve Bayes Classi-
fier [TAN] to build risk 
matrices  
Outcome: primary was 
disabling disease, while 
secondary re-operation  
Disabling disease was 
defined as one or more 
surgeries in the first 5 
years after diagnosis, more 
than one surgery during 
follow-up, more than two 
hospitalisations, at least 
two courses of cortico-
steroids, need to switch 
immunosuppression and/
or anti-TNF drugs, sten-
osis, penetrating disease, 
or anal disease  
Type of ML model: clas-
sification  
Derivation or validation: 
both  
Validation: external

Tree Augmented Naïve 
Bayes [TAN] classifier; 
none 

For disabling disease:  
•  Derivation: 0.79 

[0.75–0.83]  
•  Validation: 0.78 

[0.69–0.86]  
For re-operation:  
•  Derivation: 0.86 

[0.82–0.89]  
•  Validation: 0.86 

[0.80–0.93]

1.   The authors utilized 
TAN to identify key 
variables to include into 
risk matrices. Variables 
identified using TAN were 
then entered into logistic 
regression models to 
build risk matrices  

2.   For disabling disease, an 
association between peri-
anal disease and gender 
was observed  

3.   For re-operation, an as-
sociation between gender 
and upper tract was 
observed

Giachino, 2007 Aim: role of genetic fac-
tors on identifying extra-
intestinal manifestations in 
CD patients  

Artificial Neural Network 
[ANN]: 1. Generalised 
additive model [GAM]; 
2. projection pursuit re-
gression [PPR]; 3. linear 
discriminant

Model without genetic 
variables:  

• LR: 0.72  
• GAM: 0.72  
• PPR: 0.82  
• LDA: 0.70  
• QDA: 0.67  
• ANN: 0.79  

The best fitting model was 
PPR. Model without genetic 
factors had AUC of 0.82 
and increased to 0.94 by 
including genetic variables
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Table 1. Continued

Study, year of publication Aim, outcome, type of  
machine learning model, 
derivation/validation 
study, type of validation

Machine learning model[s] 
used; comparator

Performance  
[AUC, 95% CI]

Observations

Outcome: patients were 
classified according to the 
presence or absence of 
EIMs  
Type of ML model: clas-
sification  
Derivation or validation: 
both  
Validation: internal [boot-
strap]

analysis [LDA]; 4. quad-
ratic discriminant analysis 
[QDA]; 5. logistic regres-
sion [LR]

Model with genetic vari-
ables:  

• LR: 0.727  
• GAM: 0.77  
• PPR: 0.94  
• LDA: 0.77  
• QDA: 0.88  
• ANN: 0.87

Peng, 2015 Aim: assess for a seasonal 
pattern for the frequency 
of onset and relapse of 
IBD  
Outcome: clinical relapse  
Type of ML model: re-
gression  
Derivation or validation: 
both  
Validation: internal

Artificial Neural Network 
[ANN]; none

Did not use AUC, used 
Mean Square Error [MSE] 
and Mean Absolute Per-
centage Error [MAPE]  
Training:  

•  Onset fq: MSE 1.14 
× 10−3; MAPE 0.375  

•  Fq of relapse: MSE 
3.82 × 10−3; MAPE 
0.0487  

Validation:  
•  Onset fq: MSE 

0.076; MAPE 0.06  
•  Fq of relapse: MSE 

0.009; MAPE 0.171

The ANN model predicted 
a seasonal association in the 
frequency of onset and re-
lapse in patients with CD but 
not in patients with UC

Reddy, 2018 Aim: predict inflammation 
severity among patients 
with CD  
Outcome: inflammation 
severity [defined as 100% 
change in CRP value from 
baseline]  
Type of model: classifi-
cation  
Derivation or validation: 
both  
Validation: internal

Gradient Boosting Ma-
chine [GBM]; LR and 
Regularised Regression

Internal validation [mean 
AUC values across 10 
times 10-fold]:  

• LR: 0.813  
•  Regularised  

Regression: 0.827  
• GBM: 0.928

The authors compared three 
different models to predict 
CRP level/severity: GBM, LR, 
and regularised regression. 
The GBM model performed 
the best with a median AUC 
of 93.43 followed by regu-
larised regression and logistic 
regression

Saito, 2012 Aim: response to intra-
venous ciclosporin for 
severe UC.  
Outcome: 3-month col-
ectomy  
Type of model: classifi-
cation  
Derivation or validation: 
derivation  
Validation: none

Decision Tree Analysis [chi 
square Automatic Inter-
action Detection, CHAID 
model]; logistics regression 
[LR]

Did not use AUC.  
Reported positive pre-
dictive value [PPV], 
negative predictive value 
[NPV] and accuracy  
CHAID  

• PPV: 0.72  
• NPV: 1.0  
•  Accuracy: 0.90  

LR  
• PPV: 0.83  
• NPV: 0.91  
• Accuracy: 0.88

The authors used the LR 
model to identify four 
predictors associated with 
response to intravenous 
ciclosporin. They then in-
cluded these four predictors 
into the CHAID model 
to build a multivariable 
decision tree model to pre-
dict 3-month colectomy 
after receiving intravenous 
ciclosporin. This model 
had an accuracy of 90.4%, 
PPV of 72.2%, and NPV of 
100.0%

Takayama, 2015 Aim: need for operation 
after cytoapheresis [CAP] 
therapy  
Outcomes: need of oper-
ation after CAP therapy  
Type of ML model: clas-
sification  

Artificial Neural Network 
[ANN]; none

Did not use AUC. Authors 
reported sensitivity and 
specificity:  
Using all 13 variables:  

• Sens: 0.96  
• Spec: 0.97  

The authors observed that 
using ANN, they could 
predict the requirement of 
operation after CAP therapy. 
Sensitivity and specificity 
were 0.96 and 0.97. The 
authors did not report 
sensitivity and specificity in 
validation cohort. 
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Table 1. Continued

Study, year of publication Aim, outcome, type of  
machine learning model, 
derivation/validation 
study, type of validation

Machine learning model[s] 
used; comparator

Performance  
[AUC, 95% CI]

Observations

Derivation or validation: 
both  
Validation: internal

With 2 factors removed 
[events of operation & 
history of admission]:  

• Sens: 0.87  
• Spec: 0.75  

With 4 factors removed 
[events of operation, 
history of admission, 
combination use of 
immunomodulators, and 
effect of CAP to the re-
quirement of operations 
after CAP therapy]:  

• Sens: 0.60  
• Spec: 0.71

Significant bias due to un-
clear definition/assessment/
timing of predictors and 
outcome and also a mix of 
patients from outpatient and 
inpatient settings

Waljee, 2010 Aim: predict outcomes in 
IBD patients on thiopurine 
therapy based on a ma-
chine learning approach  
Three outcome variables:  
1] clinical response 
to thiopurines; 2] 
thiopurine non-response; 
3] patients who receive 
thiopurines and shunt 
from 6-thioguanine 
nucleotide [6-TGN] to 
6-methylmercaptopurine 
[6-MMP] metabolites  
Type of ML model: clas-
sification  
Derivation or validation: 
both  
Validation: internal. Cali-
bration of the models was 
assessed with Hosmer‐
Lemeshow tables

Random Forest [RF] algo-
rithms; Logistic Regres-
sion [LR]

Area under the receiver 
operating characteristic 
curve [AUROC] and 95% 
confidence intervals [CI]  
RF:  

•  Clinical response: 
0.856, 95% CI: 
0.793–0.919  

•  Excluding patients 
on steroids: 0.807, 
95% CI: 0.721–
0.893  

•  Adding 6-TGN 
as independent 
variable to RF: 
0.862, 95% CI: 
0.800–0.924  

•  Non-adherence with 
RF: 0.813, 95% CI: 
0.763–0.863  

•  Shunting with RF: 
0.797, 95% CI: 
0.743–0.850  

LR:  
•  Clinical response: 

0.715, 95% CI: 
0.597–0.833  

•  Non-adherence: 
0.704, 95% CI: 
0.637–0.771  

•  Shunting with LR: 
0.613, 95% CI: 
0.561–0.665

The authors demonstrated 
that RF models were su-
perior to LR models when 
evaluating three outcome 
variables: clinical response, 
non-adherence, and prefer-
ential shunting to 6-MMP 
rather than metabolism to 
6-TGN. The authors per-
formed multiple sensitivity 
analyses with their ML 
models by adjusting certain 
features in their models: 1] 
adding 6-TGN metabolite 
value; and 2] excluding pa-
tients who are on steroids, 
since steroids can affect lab 
values [such as glucose and 
eosinophils]

Waljee, Sauder, et al., 2017 Aim:predict objective 
evidence of remission in 
patients with IBD  
Three outcomes: ob-
jective evidence of 
remission [defined as 
absence of intestinal 
inflammation], non-
adherence to thiopurines, 
and shunting to 
6-metyhlmercaptopurine 
[6-MMP]  

Random Forest [RF]  
algorithms; none

The authors used out-of-
bag [OOB] predictions 
on all observations and 
reported area under the 
receiver operating charac-
teristic curve [AUROC]. 
Confusion matrix and 
Brier scores were also 
calculated. They also 
performed sensitivity 
analyses.  

The authors built on their 
original cohort reported 
in Waljee 2010. They used 
objective remission instead 
of clinical response as their 
main outcome measurement. 
They also performed OOB 
evaluation to account for 
overfitting and performed 
sensitivity analysis based on 
the visit time  
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Table 1. Continued

Study, year of publication Aim, outcome, type of  
machine learning model, 
derivation/validation 
study, type of validation

Machine learning model[s] 
used; comparator

Performance  
[AUC, 95% CI]

Observations

Objective remission 
defined as: absence of 
C-reactive protein [CRP], 
erythrocyte sedimenta-
tion rate [ESR] or faecal 
calprotectin  
Type of ML model: clas-
sification  
Derivation or validation: 
both  
Validation: internal

RF:  
•  Objective  

remission: 0.79, 
95% CI: 0.78–0.81  

•  Non-adherence 
with RF: 0.84, 95%  
CI: 0.79–0.89  

•  Shunting with RF: 
0.78, 95%  
CI: 0.74–0.82

The authors excluded pa-
tients on biologics, anti-TNF 
therapy  
The authors demonstrated 
that an RF had good per-
formance for all three out-
comes based on Brier scores 
and AuROC  
The authors performed 
multiple sensitivity analyses 
with their ML models by 
adjusting certain features 
in their models: 1] adding 
6-TGN metabolite value; and 
2] excluding patients who 
are on steroids, since steroids 
can affect lab values [such 
as glucose and eosinophils]. 
They performed sensitivity 
analyses examining the dis-
tribution of the criteria that 
defined their objective remis-
sion outcome to assess the 
performance of their model  
The authors also conducted 
a time-based analysis to 
examine how well their 
model did over time in 
predicting steroid prescrip-
tions, hospitalisations, and 
abdominal surgeries 

Waljee, Liu et al., 2018 
[CD]

Aim: predict 
corticosteroid-free biologic 
remission at Week 52 
using baseline or Week 6 
laboratory data in patients 
with CD who received 
vedolizumab [VDZ]  
Outcome: composite of no 
use of corticosteroid medi-
cations at Week 52 and 
reduction of C-reactive 
protein from >5 mg/L at 
baseline to ≤5 mg /L at 
Week 52  
Type of ML model: clas-
sification  
Derivation or validation: 
both  
Validation: internal

Random Forest [RF] 
models; none

receiver operating  
characteristic [AUROC]. 
The authors also included 
accuracy, sensitivity,  
specificity, and misclassifi-
cation tables  
RF model with baseline 
data:  

•  AuROC 0.65, 95% 
CI: 0.53–0.77  

• Accuracy: 0.58  
• Sensitivity: 0.64  
• Specificity: 0.56  

Simplified model using im-
portant variables identified 
from RF model through 
Week 6:  
Area under the curve

•  AuROC 0.75,  
95% CI: 0. 
64–0.86  

•  Accuracy: 0.72  
•  Sensitivity: 0.76  
•  Specificity: 0.71  

Simplified Week 6 model 
using RF:  

The authors included all pa-
tients: those on every 4-week 
and every 8-week schedule 
[those on every 4-week most 
likely had more severe dis-
ease]. Potential selection bias 
in that ~40% of the cohort 
was not used for building the 
prediction models and 228 
patients of 472 patients were 
already corticosteroid-free at 
baseline  
The authors demonstrated 
better performance with RF 
model that included longi-
tudinal data [data through 
Week 6] to predict their 
composite outcome com-
pared with a model that only 
included baseline variables  



Machine Learning-based Prediction Models in IBD 405

Table 1. Continued

Study, year of publication Aim, outcome, type of  
machine learning model, 
derivation/validation 
study, type of validation

Machine learning model[s] 
used; comparator

Performance  
[AUC, 95% CI]

Observations

•  AuROC 0.75, 95% 
CI: 0.70–0.81  

•  Accuracy: 0.69  
• Sensitivity: 0.73  
• Specificity: 0.69

The authors also created a 
simplified model using pre-
dictors that were identified 
by a variable importance 
plot at Week 6 and identi-
fied that a single quotient 
[haemoglobin * albumin 
* vedolizumab level] / 
[C-reactive protein * weight 
in kg] value allowed for 
accurate prediction of their 
composite outcome

Waljee, Liu et al., 2018 
[UC]

Aim: predict 
corticosteroid-free endo-
scopic remission at Week 
52 using baseline or Week 
6 laboratory data in 
patients with UC who re-
ceived vedolizumab [VDZ]  
Outcome: composite 
outcome of no use of 
corticosteroid medications 
at Week 52 and a Mayo 
Sigmoidoscopy Score of 0 
or 1 at Week 52  
Type of ML model: clas-
sification  
Derivation or validation: 
both  
Validation: internal

Random Forest [RF] 
models; none

Area under the curve re-
ceiver operating character-
istic [AUROC], sensitivity, 
and specificity  
Baseline RF model:  

•  0.62 [95% CI: 
0.53–0.72]  

•  Sensitivity: 0.63  
• Specificity: 0.62  

Using faecal calprotectin 
[FCP] before first dose of 
VDZ  

•  0.58 [95% CI: 
0.52–0.63]  

•  Sensitivity: 0.57  
•  Specificity: 0.57  

Week 6 model using RF  
•  0.73 [95% CI: 

0.65–0.82]  
•  Sensitivity: 0.72  
•  Specificity 0.68:  

Simplified model using 
Week 6 FCP/VDZ level 
ratio [best cut-off 12.35]:  

•  0.71 [95% CI: 
0.67–0.76]  

•  Sensitivity: 0.68  
• Specificity: 0.66  

Simplified with Week 6 
FCP value alone [best 
cut-off 233.67]:  

•  0.71 [95% CI: 
0.66–0.76]  

•  Sensitivity: 0.58  
•  Specificity: 0.73

Potential selection bias in 
that ~21% of the cohort was 
not used for building the 
prediction models and 224 
patients of 491 patients were 
already corticosteroid-free at 
baseline  
The best model was a Week 
6 model with AUROC of 
0.73 [95% CI: 0.65–0.82]; 
this model incorporated the 
change in faecal calprotectin 
over time, VDZ levels, and 
the slope of the VDZ concen-
tration and the lab results at 
Week 6

Waljee, Lipson et al., 2017 Aim: predict composite 
outcome of hospitalisa-
tion and/or corticosteroid 
use in patients with IBD 
within 6 months  
Outcome: composite of 
hospitalisation and/or 
corticosteroid use within 
6 months  

Random Forest [RF]; 
Logistic Regression using 
baseline data [LR] 

Area under the curve 
receiver operating charac-
teristic [AUROC]  
RF without previous 
events [defined as prior 
hospitalisation and/or cor-
ticosteroid use]:  

•  Overall: 0.85 [95% 
CI, 0.84–0.85]  

•  CD: 0.84 [95% 
CI,0.83–0.85]  

•  UC: 0.85 [95% CI, 
0.84–0.86]  

The authors used two RF 
models with different data 
and demonstrated better 
performance with both al-
gorithms compared with a 
logistic regression using only 
baseline data  
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[composite of no corticosteroid use and a Mayo sigmoidoscopy 
score of 0 or 1] at Week 52, using baseline or Week 6 laboratory 
data in UC patients who were treated with vedolizumab [GEMINI 
I].24 The authors also developed a simplified Week 6 model with a 
faecal calprotectin cut-off of <234 µg/g to predict the composite out-
come. The authors demonstrated that the best model was the Week 
6 model, which was numerically more accurate and with an AUC of 
0.73 [95% CI: 0.65–0.82] compared with the baseline model and 
simplified Week 6 model with faecal calprotectin cut-off. The study 
was judged to be low ROB and low concern for applicability. In a 
recent study using clinical trial data of patients with CD treated with 
ustekinumab [UNITI-1, UNITI-2, and IM-UNITI], Waljee and col-
leagues developed two RF models [one at baseline and one at Week 8] 

to predict biological remission [defined as a C-reactive protein level 
<5 mg/dL] in CD patients who were treated with ustekinumab. The 
authors also developed a simplified Week 6 albumin-to-CRP ratio to 
predict their primary outcome. The Week 8 model had an AUC of 
0.78 [95% CI 0.69–0.87] and the simplified Week 6 model had an 
AUC of 0.76 [95% CI 0.71–0.82] in predicting biological remission. 
Overall, the study was judged to be at low ROB and low concern 
for applicability.

3.2.  Predicting treatment response to thiopurines
In three different studies, Waljee and colleagues developed mul-
tiple random forest [RF] models to predict treatment-related out-
comes in patients with IBD, using real-world cohorts from a 

Table 1. Continued

Study, year of publication Aim, outcome, type of  
machine learning model, 
derivation/validation 
study, type of validation

Machine learning model[s] 
used; comparator

Performance  
[AUC, 95% CI]

Observations

Type of ML model: clas-
sification  
Derivation or validation: 
both  
Validation: internal

•  IC: 0.82 [95% CI, 
0.81–0.83]  

RF including previous 
events:  

•  Overall: 0.87 [95% 
CI, 0.87- 0.88]  

•  CD: 0.87 [95% CI, 
0.87–0.88]:  

•  UC: 0.88 [0.87–
0.88] IC: 0.85 
[0.84–0.86]  

LR [with baseline vari-
ables]:  

•  Overall: 0.68 [95% 
CI, 0.67–0.68]  

LR [with longitudinal 
data]:  
•  Overall: 0.79 [95% 

CI, 0.79- 0.80] 

The authors performed many 
sensitivity analyses and dem-
onstrated excellent perform-
ance of their ML algorithms: 
predicting outpatient cortico-
steroid use only, predicting 
12-month outcomes, UC 
patients only, CD patients 
only, and indeterminate col-
itis patients only  
When the authors used a 
longitudinal LR, this model 
performed better than the 
baseline LR model: 1] with 
immunosuppressive medica-
tion predictor, AUROC 0.79 
[95% 0.79–0.80]; 2] model 
without immunosuppressive 
medication, AuROC 0.79 
[95% CI 0.79–0.80]

Waljee, 2019 Aim: to predict biological 
remission beyond Week 
42 of ustekinumab [UST] 
treatment in patients with 
CD  
Outcome: biological 
remission [defined as a 
C-reactive protein level <5 
mg/dL]  
Type of ML model: clas-
sification  
Derivation or validation: 
both  
Validation: internal

Random Forest [RF] 
models]; none

Area under the curve 
receiver operating char-
acteristic [AUROC] and 
confusion matrices. Brier 
scores reported for base-
line and Week 8 models  
RF baseline model:  

•  0.59, [95% CI, 
0.46–0.72]  

• Sensitivity: 0.63  
• Specificity: 0.64  

RF Week 8 model:  
•  0.78, [95% CI, 

0.69–0.87]  
•  Sensitivity: 0.79  
• Specificity: 0.67  

Simplified model with 
Week 6 albumin/CRP 
ratio:  

•  0.76 [95% CI, 
0.71–0.82]  

•  Sensitivity: 0.77  
• Specificity: 0.68

The authors performed two 
RF models, one at base-
line and one at Week 8, to 
predict biological remission 
using CRP as a surrogate 
marker. Their Week 8 model 
performed better than their 
baseline model. Using a 
simplified Week 6 albumin-
to-CRP ratio, their model 
had an AUROC of 0.77 
[95% CI, 0.71–0.82]

CD, Crohn’s disease; UC, ulcerative colitis; EIM, extra-intestinal manifestations; ML, machine learning; TNF, tumour necrosis factor.
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single-centre electronic health record or the national Veterans Health 
Administration database warehouse.21,22,25 In the first study, Waljee 
and colleagues developed and compared three RF models with a trad-
itional logistic regression [LR] model in identifying three different 
outcomes in patients with IBD treated with thiopurines: 1] clinical 
response to thiopurines;  2] thiopurine non-adherence; and  3] pa-
tients who were more likely to shunt from 6-thioguanine nucleotide 
[6-TGN] to 6-methylmercaptopurine [6-MMP] metabolites.21 The 
authors demonstrated that the RF models had excellent performance 
in predicting clinical response [AUC 0.86; 95% CI 0.79–0.92], non-
adherence [AUC 0.81; 95% CI 0.76–0.86], and shunting [AUC 0.80; 
95% CI 0.74–0.85] and performed better than LR models for each 
outcome. The study was judged to have low concern for applicability 
but high ROB, since the authors performed a random-split of their 
data for validation instead of relying on other techniques [e.g., k-fold 
cross-validation, internal bootstrapping, out-of-bag, etc.] to account 
for overfitting. In an updated study using the same cohort, Waljee 
and colleagues evaluated RF models in predicting three similar out-
comes related to thiopurine therapy but focused on objective re-
mission [defined as absence of intestinal inflammation], which has 
been shown to be superior to clinical activity indices in predicting 
treatment-related outcomes, instead of clinical response.25 The au-
thors demonstrated excellent performance of their ML models in 
predicting objective remission [AUC 0.79; 95% CI 0.78–0.81], 
non-adherence to thiopurine [AUC 0.84; 95% CI 0.79–0.89], and 
shunting of thiopurine metabolites [AUC 0.78; 95% CI 0.74–0.82]. 
The study was rated to have low ROB and low concern for applic-
ability, since the authors relied on out-of-bag predictions to account 
for overfitting and objective assessment of disease activity. In a re-
cent study evaluating the effect of treatment (immunomodulators 
and/or anti-tumour necrosis factor [TNF] therapy) in patients with 
IBD from the Veterans Health Administration database, Waljee and 
colleagues developed two RF models [one without longitudinal data 
and one with longitudinal data] to predict a composite outcome of 
IBD-related hospitalisation and outpatient corticosteroid use. The 
authors demonstrated that incorporating longitudinal data with 
previous IBD-related flares improved the performance of their RF 
model [AUC 0.87; 95% CI 0.87–0.88] compared with relying on 
longitudinal data alone [AUC 0.85; 95% CI 0.84–0.85] in predicting 
the composite outcome. Overall, the study was judged to be low 
ROB and low concern for applicability.

3.3.  Longitudinal disease activity and 
complications
Four studies developed diagnostic prediction models to identify com-
plications of IBD or severity of inflammation.7,13,15,18 Three studies 
developed prediction models in patients with CD only.13,15,18 None of 
the studies sought to detect the presence of IBD or differentiate UC 
from CD, in patients with suggestive symptomatology and biochem-
ical abnormalities.

3.3.1.  Predicting clinical phenotypes
Giachino and colleagues compared six different ML and regression 
models to identify patients with CD with extra-intestinal manifest-
ation. They used an artificial neural network, generalised additive 
model, projection pursuit regression, linear discriminant analysis, 
quadratic discriminant analysis, and traditional logistic regression 
to identify the best model. Projection pursuit regression model had 
the best discriminatory performance, with an AUC of 0.82 without 
genetic factors and AUC of 0.94 with genetic factors [Table 1].15 
Risk of bias and concern for applicability were determined to be Ta
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high, since EIMs used non-standardised definitions and dates of en-
rolment of participants were not clearly stated [Table 3]. In an up-
dated analysis of the same cohort, Bottigliengo and colleagues build 
newer models from the Bayesian machine learning family [Naïve 
Bayes, Bayesian Network, and Bayesian Additive Regression Trees] 
to evaluate whether these models would perform better than the ori-
ginal models.13 Newer Bayesian models performed worse than pre-
vious models in classifying the presence of EIMs [see Table 1].

Dias and colleagues used a tree-augmented Naïve Bayes clas-
sifier to identify predictive factors of disabling disease [defined as 
one or more surgeries in the 5 years after diagnosis, more than one 
surgery during follow-up, more than two hospitalisations, at least 
two courses of corticosteroids, need to switch immunosuppression 
and/or anti-TNF drugs, stenosis, penetrating disease, or anal disease] 
to include into treatment-stratified risk matrices to provide differ-
ential probabilities of patients with CD for developing disabling 
disease.14 A secondary outcome was to identify patients at risk for 
re-operation. The models had excellent AUC in the external val-
idation cohort for risk of disabling disease [AUC 79%; 95% CI 
75–83%] and re-operation [AUC 86%; 95% CI 90–93%]. Overall, 
the study was rated as low ROB and low concern for applicability.

3.3.2.  Identify disease activity
Reddy and colleagues compared traditional regression models [lo-
gistic regression and regularised regression] to a gradient boosting 
machine [GBM] learning model, which is an ensemble approach to 
making predictions, to identify CD patients with 100% or more in-
crease in the level of C-reactive protein [CRP] from baseline to a 
subsequent visit.18 They leverage a large electronic medical record 
[EMR], Cerner EMR, to build a decision support tool using ML ap-
proaches to allow for real-time diagnosis of patients with inflamma-
tion. The GBM model was the best performing model, with a median 
AUC of 0.93 across the 10 folds, at identifying patients with at least 
a doubling of their CRP value from baseline to a subsequent visit. 
This study was also deemed to have high risk of bias and concern for 
applicability due to missing data—there were initially 3335 unique 
patients with CD but, after preprocessing laboratory, encounter, pro-
cedure, medication, and clinical data, only 82 patients were available 
for analysis and model development.

In a novel approach to identify potential environmental factors in 
predicting clinical relapse in patients with IBD, Peng and colleagues 
developed an artificial neural network [ANN] to predict a seasonal 
association in the frequency of onset and relapse in patients with 
IBD, by collecting monthly temperature, air pressure, and humidity 
data from 2003 to 2011.17 Using an ANN model, the authors found 
a significant seasonal variation in the onset and relapse of CD, with a 
peak in July and August, but no significant seasonal variation for pa-
tients with UC. The study was rated as high ROB and high concern 
for applicability from: 1] unclear number of predictors; 2] unclear 
definition of clinical relapse; and 3] not all temperature, air pressure, 
and humidity values reported for each month in their study period.

3.4.  Acute severe ulcerative colitis
In a study that evaluated hospitalised patients with IBD, Saito and 
colleagues attempted to use a combination of logistic regression and 
decision tree analysis [chi square automatic interaction detection, 
CHAID] to identify predictors associated with response [defined as 
being colectomy-free] in patients with acute severe UC who were 
steroid-refractory and received intravenous ciclosporin as second-
line therapy.19 The authors found that a decision tree using a com-
bination of age at hospitalisation, platelet count on the first day of 

admission, Lichtiger score on the third day, and total protein on the 
third day minus total protein on the first day, predicted colectomy 
with an accuracy of 90.4%, positive predictive value of 72.2% and 
negative predictive value of 100.0%. Overall, the study was rated at 
high ROB [due to small sample size and lack of model validation] 
and low concern for applicability. In a similar study evaluating 
the outcome of colectomy in patients with moderate-severe UC, 
Takayama and colleagues evaluated the performance of ANN in 
predicting patients with UC who would respond to cytoapheresis, 
a standard of care treatment in Japan.20 The authors reported high 
sensitivity and specificity [96% and 0.97, respectively] in predicting 
response to cytoapheresis. Overall, the study was rated at high ROB 
and high concern for applicability due to the: small sample size; un-
clear definition, assessment, and timing of the predictors and out-
come; and mix of patients from inpatient and outpatient settings.

4.  Discussion

In this systematic review of 13 studies of ML learning models in pa-
tients with IBD, we noted the broad application of different ML al-
gorithms across multiple health care settings and from various data 
sources to accurately predict disease- and treatment-related outcomes. 
With the rapid development of large volumes of data from variable 
sources, computational-based approaches such as artificial intel-
ligence and ML learning allow clinicians and researchers a unique 
opportunity to achieve the goal of personalised medicine, compared 
with traditional data mining and statistical approaches.4,6 In studies 
where ML models were compared with traditional statistical ap-
proaches, ML models were shown to be more effective at disease 
monitoring and predicting disease complications, treatment response 
to immunosuppression and biologics, corticosteroid use, and hospi-
talisation.15,16,18,21,22 ML models are attractive in the field of IBD, given 
the exponential growth of big data in genomics, transcriptomics, 
proteomics, imaging, therapeutics, and electronic health information, 
where technological advances are needed to analyse and interpret 
large amounts of complex and inter-related data. The most common 
ML models used in this systematic review were tree-based ML algo-
rithms, which are classification approaches achieved through super-
vised learning and are easy to interpret compared with other ML 
techniques.5,6 Decision trees, compared with other classifiers such as 
neural networks and support vector machines, are frequently used 
because they can incorporate large amounts of complex data and 
condense the findings into easily interpretable results, by combining 
simple questions about the data in an understandable and intuitive 
approach that mimics human decision making.27

Despite the rapid development and introduction of new thera-
peutics to the market, the optimal positioning of therapies is elusive, 
as current prediction models have modest performance in accur-
ately risk-stratifying patients who may benefit from treatment.5,6,28 
Studies by Waljee and colleagues have demonstrated that ML models 
can be helpful in monitoring response to thiopurine therapy based 
on a combination of clinical and laboratory data, which is a more 
cost-effective and less labour-intensive approach compared with 
traditional laboratory monitoring.21,25 The authors have also dem-
onstrated the effectiveness of ML algorithms in predicting treatment 
response in patients who receive newer and more expensive agents, 
such as vedolizumab and ustekinumab.23,24,26

Although a major strength of ML models is their ability to identify 
non-linear relationships in large and complex datasets, there has been 
limited adoption of these models in clinical practice due to the con-
cern of lack of interpretability of ML models. Waljee and colleagues 



412 N. H. Nguyen et al.

have attempted to address this concern by developing simplified 
models of their ML algorithms and demonstrated comparable per-
formances between the simplified and full ML models. The authors 
developed a Week 6 quotient [haemoglobin * albumin * vedolizumab 
level] / [C-reactive protein * weight in kg] to predict corticosteroid-
free biological remission at Week 52 in patients with CD treated with 
vedolizumab [AUC 0.75; 95% CI 0.70–0.81] and a Week 6 albumin-
to-CRP ratio in patients with CD treated with ustekinumab [AUC 
0.76; 95% CI 0.71–0.82] all with excellent AUCs.23,26

Whereas this systematic review highlights the potential benefits 
of applying ML techniques in building prediction models for clin-
ical outcomes in patients with IBD, there are important limitations 
that need to be highlighted. All studies attempted to account for po-
tential model overfitting by performing internal validation of their 
models, but only one study attempted to externally validate their 
models by relying on an external cohort of patients. Second, ML 
models are only as good as their input and outcome variables, and 
there are potential biases when the input and outcome variables are 
not clearly measured and validated. In some of the studies, outcome 
measurements could have introduced significant bias in model per-
formance, especially when the primary outcomes were endoscopic 
measures and/or biochemical measures. Not all studies that evalu-
ated endoscopic outcomes relied on blinded centralised endos-
copy reading, which has been shown to reduce site-related scoring 
biases.29,30 Additionally, there is potential for bias in studies that re-
lied on CRP values to differentiate remission from active disease, 
since previous studies have noted that CRP can be falsely low des-
pite evidence of active mucosal inflammation.31 Although PROBAST 
is an excellent method for uniformly addressing potential bias, the 
tool is not without limitation in terms of bias assessment and con-
cern regarding applicability. There are signalling questions available 
for bias assessment, but the tool allows for evaluators to make the 
final and subjective decision on risk of bias assessment outside the 
signalling questions. Furthermore, concern regarding applicability 
does not have signalling questions, which also introduces subjective 
assessments by the evaluators. Future systematic reviews of predic-
tion models using the PROBAST tool should provide direct reviewer 
commentary to expand on the reasons for bias judgement, and a 
summary statement regarding concern for applicability, to provide 
detailed explanations of the reviewer’s assessments to the reader.

Big data and artificial intelligence offer a unique opportunity to en-
able integration of big data and discovery of novel clinical knowledge 
to guide both IBD research and clinical practice. With the continued 
growth of big data and need for computational methods to handle 
large and complex datasets, artificial intelligence and ML will ultim-
ately guide the field of IBD closer to the goal of personalised medicine.
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