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A B S T R A C T   

The World Health Organization (WHO) declared on 11th March 2020 the spread of the coronavirus disease 2019 
(COVID-19) a pandemic. The traditional infectious disease surveillance had failed to alert public health au
thorities to intervene in time and mitigate and control the COVID-19 before it became a pandemic. Compared 
with traditional public health surveillance, harnessing the rich data from social media, including Twitter, has 
been considered a useful tool and can overcome the limitations of the traditional surveillance system. This paper 
proposes an intelligent COVID-19 early warning system using Twitter data with novel machine learning methods. 
We use the natural language processing (NLP) pre-training technique, i.e., fine-tuning BERT as a Twitter clas
sification method. Moreover, we implement a COVID-19 forecasting model through a Twitter-based linear 
regression model to detect early signs of the COVID-19 outbreak. Furthermore, we develop an expert system, an 
early warning web application based on the proposed methods. The experimental results suggest that it is feasible 
to use Twitter data to provide COVID-19 surveillance and prediction in the US to support health departments’ 
decision-making.   

1. Introduction 

The spread of the coronavirus disease 2019 (COVID-19) was declared 
by the World Health Organization (WHO) as a pandemic on 11th March 
2020 (World Health Organization, 2020). The traditional surveillance 
system used by the public health authorities was unable to implement 
timely interventions to prevent COVID-19 from spreading into a 
pandemic. CDC notifiable disease reports typically are published 
weekly, with a 1-week delay, thus providing an estimate of the current 
situation before the release of an outbreak report is helpful (Șerban, 
Thapen, Maginnis, Hankin, & Foot, 2019). Social media platforms such 
as Weibo and Twitter may provide an alternative tool to assist the public 
health authorities to reduce the delay in surveillance and reporting. 
Twitter has more than 500 million users worldwide, and users may post 
their status and thoughts on Twitter, including their health conditions 
and other health-related conditions, in real-time. These tweets are 
valuable resources for researchers conducting public health 
surveillance. 

Previous studies have used Twitter for epidemic surveillance 

(Culotta, 2010; Masri et al., 2019; Odlum & Yoon, 2015; Modu et al., 
2017; Yousefinaghani, Dara, Poljak, Bernardo, & Sharif, 2019). These 
studies focused on epidemics such as Zika, Ebola, and Avian Influenza. 
There are, however, no COVID-19 Twitter surveillance research work at 
the time of our research. Moreover, many research works on epidemic 
surveillance using machine learning algorithms. Chen, Tozammel Hos
sain, Butler, Ramakrishnan, and Prakash (2016) proposed a weakly su
pervised temporal topic model on syndromic surveillance. Missier et al. 
(2016) used clustering (Twitter topic modelling) and classification for 
Dengue outbreak detection. Yousefinaghani et al. (2019) applied a semi- 
supervised approach for Avian Influenza surveillance. The authors first 
manually labeled 4200 sample tweets and trained Naïve Bayes (NB) 
classifier, then they applied a semi-supervised algorithm to label all 
Twitter data and then built a Twitter-based data analysis framework. 
Additionally, Gomide, Veloso, Meira, Almeida, Benevenuto, Ferraz, and 
Teixeira (2011) performed sentiment analysis to filter irrelevant Twitter 
data, and the study found that the activity on Twitter reflected the 
Dengue incidence in Brazil. In another study by Culotta (2010), the 
author analyzed influenza outbreaks by tracking flu-related Twitter with 
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supervised learning and then using logistic regression to predict influ
enza rate. Similar to the Culotta (2010) study, Santos and Matos (2014) 
applied Twitter data and web queries to predict the incidence of 
influenza. 

Most of the previous works focus on using the traditional machine 
learning methods, such as Support Vector Machine (SVM), Naïve Bayes 
(NB), Random Forest (RF), Decision Tree (DT), and K-Nearest Neighbour 
(KNN). Compared with these traditional machine learning algorithms, 
our paper applies fine-tuning Bidirectional Encoder Representation from 
Transformers (BERT) to classify health-related Twitter messages (Dev
lin, Chang, Lee, & Toutanova, 2019). To the best of our knowledge, this 
is the first work on COIVD-19 Twitter surveillance using fine-tuning 
BERT. 

In this paper, an intelligent early warning system using Twitter on 
COVID-19 in the US is proposed. We collect the COVID-19 related tweets 
and manually annotate them to train the supervised learning text clas
sification algorithms. To address this Twitter classification task, we 
propose fine-tuning BERT. We compare classical machine learning al
gorithms, including K-Nearest Neighbour (KNN) and Support Vector 
Machine (SVM). We also implement a CNN-based model Deep pyramid 
convolutional neural network (DPCNN) for comparison. The experi
mental results demonstrate that fine-tuning BERT outperforms these 
methods. We then analyze the classified tweet results using a Twitter- 
based linear regression model to perform epidemic forecasting and 
epidemic early warning detection. Finally, we deploy a web application 
that can display the evolution of COVID-19 reported in tweets and 

provided early warning messages from 2020 January to 2020 April in 
the US. The web application is available at https://nbreservoir.com/war 
ning/visualization.html. 

The main contributions of this work are summarized as follows:  

• We construct a geo-located COVID-19 Twitter dataset that can be 
used for COVID-19 surveillance.  

• We show that fine-tuning BERT outperforms other text classification 
methods in COVID-19 Twitter classification with a 0.98 F1 score.  

• We propose a Twitter-based linear regression model for COVID-19 
forecasting and outbreak detection, and it achieves good 
performance. 

• We develop an expert system, an early warning system web appli
cation based on the previous classification and regression results. It 
predicts COVID-19 outbreaks in advance and provides support for 
health departments’ decision-making. 

The rest of the paper is organized as follows. Section 2 introduces the 
literature review of the epidemic surveillance. Section 3 presents the 
early warning system framework, including Twitter text classification, 
Twitter-based linear regression model and web application. Section 4 
includes the extensive experiment details. In Section 5, results are pre
sented and discussed. The paper is summarized in Section 6. 

Fig. 1. The proposed COVID-19 early warning system framework.  
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2. Related works 

2.1. Web and social media-based epidemic surveillance 

Many previous works have analyzed and detected incidences of in
fectious disease using the web and social media data. As people may use 
the web to search for information about specific diseases, the web is a 
critical source of health information, and it provides a new way for 
disease surveillance. For example, Google proposed a Google flu trend 
that can detect the influenza epidemic using Google search queries data 
and applied a linear regression to predict the weekly influenza status in 
the US (Ginsberg et al., 2009). Polgreen, Chen, Pennock, and Nelson 
(2008) used search queries data from Yahoo! search engine to predict 
influenza activity. The authors fitted a linear regression model with lags 
of 1–10 weeks search queries data as explanatory variables to study 
influenza surveillance. It indicated a strong correlation between web 
search data and influenza activity. 

Social media platforms such as Twitter may also include health- 
related information, and many researchers have made efforts to 
explore the potential to use Twitter data for public health surveillance 
(Jordan et al., 2019). Odlum and Yoon (2015) collected tweets that 
mentioned Ebola and applied time series analysis of the data. The au
thors reported that tweets began to rise a few days earlier than the 
official announcement of Ebola in Nigeria. Masri et al. (2019) first 
filtered the Twitter data containing keywords “Zika” and “mosquito” in 
Florida and the entire US. Then they used a time series model autore
gression to analyze the filtered Twitter data, and the experiments 
demonstrated the ability to utilize Zika Twitter data for disease sur
veillance. Di Martino et al. (2017) proposed a similar study. The authors 
identified the epidemic outbreak by using Early Aberration Reporting 
System (EARS) anomaly detection algorithms. In another study, multi
ple regression methods, e.g., stacked linear regression, Support Vector 
Machine regression, AdaBoost with Decision Trees Regression, were 
applied on multiple data sources, including Google search logs, Twitter 
data, and hospital visit records for influenza surveillance (Santillana 
et al., 2015). 

2.2. Intelligent epidemic surveillance application 

Besides performing theory epidemic surveillance research, some 
studies also built an application based on the research. Freifeld, Mandl, 
Reis, and Brownstein (2008) built HealthMap, a free and open-sourced 
website, to generate disease outbreak information. Marcus and Bern
stein (2011) implemented a system called Twitnfo, which can highlight 
peaks of high Twitter activity. Lee, Agrawal, and Choudhary (2013) 
proposed real-time disease surveillance using Twitter data, which pro
vides flu and cancer surveillance. Another study provided a malaria 
outbreak early warning system and deployed it on a mobile platform 
(Modu et al., 2017). In a study by Ji, Chun, and Geller (2012), the au
thors gathered tweets containing specified health-related keywords and 
then developed an Epidemics Outbreak and Spread Detection System 
(EOSDS) and provided different map visualizations for epidemic detec
tion. Șerban et al. (2019) proposed a real-time syndromic surveillance 
system that can detect disease outbreaks using Twitter data. 

3. Methods 

3.1. Framework overview 

The primary objective of the study is to build an intelligent early 
warning system that can provide COVID-19 short-time prediction and 
outbreak detection. In this paper, we propose a two-phase framework for 
the COVID-19 early warning system. The overview of the system ar
chitecture is shown in Fig. 1. In the first phase of the framework, we first 
collect tweets and processed the data. Then we apply Twitter text clas
sification algorithms to classify the Twitter content. We conduct an 

outbreak detection analysis in the second phase using our proposed 
Twitter-based linear regression model. We then build a web application 
that can visualize the early warning messages. 

3.2. Twitter text classification method 

In this paper, we employ text classification algorithms to classify the 
tweets. The purpose of the text classification algorithm is to identify 
tweets that are related to the COVID-19 outbreak. We classify each tweet 
as ‘COVID-19 related’ or ‘COVID-19 unrelated’ according to its content. 

3.2.1. Fine-tuning BERT 
Bidirectional Encoder Representation from Transformers (BERT) is a 

state-of-the-art language representation model pre-trained on unsuper
vised Wikipedia and Bookcorpus datasets. The pre-trained BERT model 
can be adapted to various natural language processing tasks, such as 
question answering and text classification, with an additional output 
layer (Devlin et al., 2019). The BERT model consists of multiple layers of 
bidirectional transformer encoder, as Fig. 2. shows. [CLS] is a special 
token added at the head of every input indicating the classification. For 
the classification, the corresponding state to [CLS] in the final hidden 
layer is used to generate a class prediction. With the bidirectional 
transformers, the model can sense the relationship in the text both from 
left-to-right and right-to-left, which in some cases can extract more in
formation than the unidirectional transformer encoder model. Mean
while, the BERT model is pre-trained using two unsupervised tasks: 
masked language model and next sentence prediction, which ensures the 
understanding of natural language. In this paper, we use fine-tuning 
BERT for Twitter classification. We use the same tokenizer and tokens 
index mapping as the BERT-Base is per-trained and input the Twitter 
sentence tokens. Then we add a linear layer at the output hidden state of 
the [CLS] token to perform a binary text classification task (COVID-19 
related or COVID-19 not related). 

3.3. The proposed linear regression method 

3.3.1. Linear regression 
Linear regression is a statistical data analysis approach for modelling 

the linear relationship between a dependent variable and one or more 
variables (Freedman, 2009). The linear model follows the general 
equation below: 

y = WX (1)  

where y denotes for the prediction, W = (w0,w1,⋯,wn) denotes for the 
coefficients and X = (x0, x1,⋯, xn)

t denotes for the data points. 
The model is fitted with the coefficients using the ordinary least 

squares method to minimize the squared error between the dataset’s 

Fig. 2. Architecture of fine-tuning BERT for COVID-19 Twitter classification.  
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observed targets and the corresponding predictions. In other words, 
linear regression aims at finding the best linear hyperplane for the 
prediction. 

3.3.2. The proposed Twitter-based linear regression model 
In this paper, we propose a Twitter-based multiple linear regression 

as a COVID-19 forecasting model. Early warning detection is realized by 
predicting future confirmed cases using the proposed linear regression 
model. In this work, the dependent variable y is the COVID-19 confirmed 
cases. Three explanatory variables are COVID-19 confirmed cases per 
state, tweet counts per state per day, and the positive classified tweet 
counts per state per day, all in the past time available. We apply this 
model to forecast future COVID-19 confirmed cases, which is illustrated 
in Fig. 3. The general equation is as follows: 

y =
∑m

k=1
αkConf k +

∑m

k=1
βkTweetk +

∑m

k=1
γkClsTweetk + δ (2)  

where Confk is the confirmed case count at day k, αk denotes the effect 
estimate on Confk, Tweetk indicates the tweet count at dayk. βk denotes 
the effect estimate on Tweetk, ClsTweetk is the classified tweet count at 
dayk, γk represents the effect estimate on ClsTweetk, m indicates a 
selected day prior to the prediction day, and δ denotes the bias of the 
regression model. 

With data in the past few days as input, temporal information is 
included in the linear model. It helps the model make more accurate 
forecasting since confirmed cases in the epidemic have a time serial 
relationship. 

3.4. The proposed expert system: Intelligent early warning web 
application 

The intelligent early warning system comprises a backend for 
‘COVID-19 related’ Twitter text classification, Twitter-based regression 
analysis, and a frontend to visualize the early warning results. The text 
classification is discussed in Section 3.2, and the regression analysis has 
been introduced in Section 3.3. Tweets containing key
word coronavirus is collected from Twitter API, and then the tweets are 
processed. BERT, which is applied as the text classification in this sys
tem, is used to classify the processed tweets. Next, the proposed 
regression model is performed on the classified results, and then the 
analyzed results are forwarded to the frontend of the system. The overall 
architecture of the web application is shown in Fig. 4. 

In terms of the frontend of the system, it consists of two parts, a 
tabular component and a mapping component. In the mapping compo
nent, if the user clicks the map, a prediction chart will pop up. The 
frontend is implemented using HTML, CSS, JavaScript. Besides, we use 
Echarts for the table component and Gaode Loca for the map component 
(Li et al., 2018). Echarts provides various examples of interactive and 
intuitionistic charts for data visualization and is open source. It is 
implemented by JavaScript and can run smoothly on most current 
browsers such as Google Chrome, Safari on PCs and some mobile de
vices. Gaode Loca is based on the Gaode JS API map, which can call and 
maintain the existing JS API mapping products to realize the map 
visualization data system. Besides, visualizations such as scattered 
points, trajectories, areas, and heat maps can also be created. 

Fig. 3. Illustration of the proposed linear regression model: use day 1 to day 5 data to predict the confirmed cases of day n.  

Fig. 4. Early warning system web application architecture.  
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4. Experiments 

4.1. Dataset collection and pre-processing 

The whole dataset collection and the pre-processing flowchart is 
shown in Fig. 5. The original Twitter dataset we used is a subset of the 
public dataset released by Lopez, Vasu, and Gallemore (2020), collected 
via a Twitter API. Additionally, we utilize the keyword coronavirus to 
search tweets from 22nd January 2020 to 3rd April 2020. By using this 
Twitter collecting method, we collect 11,303,850 tweets. These 
collected tweet data contained different languages, and we filter non- 
English tweets as we only consider English-related tweets. Besides, 
retweets are not useful in our study, and they are also filtered. After 
these two processing steps, the dataset contained 1,107,994 tweets. 
These tweets constitute our final experiment dataset and are used for 
Twitter text classification. 

Next, we apply a geo-location filter step to resolve each tweet’s geo- 
location into a US state-level and convert them into a uniform format. To 

do that, we first select tweets that either has a tweet location or Twitter 
profile location. Next, we select tweets with metadata that have geo- 
location across the US. Then, we geo-code these tweets at the state 
level. For example, we gather tweets with geo-location “Denver, CO,” 
and converted them to “Colorado.” In terms of the COVID-19 confirmed 
case data, we use the dataset provided by Johns Hopkins University 
(Dong, Du, & Gardner, 2020). Furthermore, we also apply the same geo- 
location resolver step to convert all daily COVID-19 confirmed case data 
with a US state level. 

Text pre-processing steps are then utilized to clean the tweet text 
dataset, and they include:.  

• Convert all text to lower case.  
• Remove punctuations and stop words.  
• Apply lemmatization to convert all words to their basic form.  
• Apply tokenization. 

To conduct supervised learning text classification, we manually 
annotate 7064 geo-located tweets with three annotation guidelines 
shown in Table 1. The annotation guideline is confirmed by public 
health experts. Annotators are then instructed to label all tweets by 
following these annotation guidelines. The tweet is labelled as ‘1′ if it is 
‘COVID-19 related’ and labelled as ‘0′ if it is ‘COVID-19 unrelated’. Two 
authors annotate the whole dataset several times. 

The statistics of the dataset used in the experiment are following:.  

• 11,303,850 original tweets contain keywords coronavirus (between 
22nd January 2020 to 3rd April 2020).  

• 1,107,944 filtered tweets after the data pre-processing pipeline with 
geo-location at US state level (between 22nd January 2020 to 3rd 
April 2020).  

• 7064 tweets with manually annotated for classifying ‘COVID-19 
related’ tweet content. 

Fig. 5. Dataset collection and pre-processing flowchart.  

Table 1 
Annotation Guidelines with Examples.  

Annotation Guidelines Example 

Guideline 1: If the tweet indicates the 
user or someone in the user’s 
community/city/state has been tested 
positive for COVID-19, this tweet 
should be considered ‘COVID-19 
related’. 

“Not a hoax as #Trump said in SC rally. 
Illinois officials say patient has tested 
positive for #coronavirus https://t. 
co/lbgsYxqRo8” 

Guideline 2: If the tweet indicates the 
user or someone in the user’s 
community/city/state might know 
some suspected patients with COVID- 
19, this tweet should be considered 
‘COVID-19 related’. 

“A letter sent to the @PlymouthSch 
community warns that a student who just 
got back from Italy last month was 
hospitalized with flu-like symptoms. 
We’re tracking this potential case of 
#coronavirus on @boston25 at 5 and 
6:30 https://t.co/yZAswzS2dd” 

Guideline 3: A description of symptoms 
of COVID-19, such as cough, 
tiredness, pains were mentioned in 
the Twitter text. Then the tweet is 
considered to be ‘COVID-19 related’. 

“I’m sure I’ve got that #Coronavirus. 
Been in absolute tatters since about 4 pm 
yesterday. Hardly slept all night, 
coughing and sweating, and my head is 
totally throbbing. Not my most 
productive day so far. Literally getting up 
now to see if I can eat anything. Thanks, 
China!”  

Table 2 
The Attribute Description of the Dataset.  

Attribute Description 

created_at the creation time of the tweet 
id_str the unique identifier (id) of the tweet 
state the tweet’s geo-location at US state level 
full_text the text content of the tweet 
label the result of text classification  
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• 72 days report on coronavirus confirmed case (between 22nd 
January 2020 to 3rd April 2020). 

Besides, the main attributes of the dataset are shown in Table 2, 
which includes created_at, id_str, state, full_text, and label. We plot the 
word cloud of the processed Twitter dataset, which is shown in Fig. 6. It 
indicates strong concern about the COVID-19 outbreak. For example, 
‘coronavirus pandemic’, ‘coronavirus outbreak’ are prominently shown 
in the word cloud. 

4.2. Twitter text classification 

4.2.1. Experiment setup 
The experiments are performed on a workstation with an Intel CPU 

and a Tesla K80 GPU. All the experiments are implemented in Python. 
70% of the annotated COVID-19 Twitter dataset is the training dataset, 
and 30% of the annotation dataset is the validation dataset. KNN and 
SVM are trained using the Scikit-learn toolkit (Fabian et al., 2011). For 
KNN, the hyperparameter K is set to 10. For SVM, we use linear kernel 
(LinearSVC). DPCNN is reproduced using PyTorch, and we choose sto
chastic gradient descent (SGD) as the optimization method, the learning 
rate is set as 0.0001, and the momentum is 0.949. BERT is implemented 
using TensorFlow, the batch size is 32, the learning rate is 1e-5, and the 
epoch is set at 16. 

4.2.2. Text classification model comparison 
To compare the evaluation performance of the Twitter text classifi

cation algorithms, KNN and SVM are chosen to be baseline as Modu et al. 
(2017) applied KNN and SVM for epidemic surveillance (Malaria 
outbreak warning system). And we also reproduce one CNN-based text 
classification DPCNN for comparison. 

KNN is an algorithm that builds the model only consisting of storing 
the training data, and the algorithm finds the closest data points in the 
training set to predict the new data (Keller & Gray, 1985). 

SVM is a kernel-based supervised machine learning technique. It 
assumes the data is linearly separable and aims to find a linear hyper
plane (decision boundary) to separate the data. An SVM model repre
sents the examples as points in space, mapped to divide the examples of 
the separate categories by a linear hyperplane (Boser et al., 1992). 

DPCNN is a low-complexity word-level convolutional neural 
network used for text classification (Johnson & Zhang, 2017). The 
model requires sequentially embedded text as input. According to our 
limited dataset, we choose to use pre-trained unsupervised word vectors 
obtained with the Global Vectors for Word Representation (GloVe) al
gorithm (Pennington, Socher, & Manning, 2014). 

4.3. The proposed linear regression and early warning detection 

We use the Scikit-learn library for linear regression model imple
mentation. Meanwhile, we randomly separate the dataset into training 
set and validation set with a ratio of 7:3. The validation set is used to 
validate the linear regression model’s performance obtained with the 

training set to avoid overfitting. After implementing the Twitter-based 
linear regression model to forecast the future confirmed cases, we 
then utilize 30/100 confirmed cases to be the early outbreak threshold, 
which can inform the level of urgency in the state’s warning. Zhang, 
Tao, Wang, Ong, Tang, Zou, Bai, Ding, Shen, Zhuang, and Fairley (2020) 
found that 30 confirmed cases are a critical threshold for a transition 
point from a slow to a fast-growing phase for COVID-19, and it is an 
essential early characteristic of the COVID-19 outbreak. This paper 
utilized the 30 confirmed cases as the outbreak threshold for partial US 
states. In another study by Gharavi, Nazemi, and Dadgostari (2020), the 
outbreak threshold for a US state is defined as 100 confirmed cases. Also, 
to address the substantial variation in the number of total populations in 
different states, we apply K-means clustering to cluster US states into 
two clusters by population. Then we assign the states in the cluster with 
a higher population with 100 confirmed cases as the outbreak threshold 
and the states in the cluster with a lower population with 30 confirmed 
cases as outbreak threshold (Hartigan & Wong, 1979). Hence, if the 
regression model predicts the confirmed case in a state that exceeds its 
threshold (30 or 100), then we assume this state will have an outbreak in 
the future. Moreover, we will generate an early warning message in the 
backend of the system. Besides, the frontend user interface (UI) will 
visualize this early warning message by plotting this state area in red. 

4.4. Evaluation metrics 

4.4.1. Twitter text classification 
The evaluation metrics utilized include Accuracy, Precision, Recall, 

and F1 score, which are commonly used in a binary classification 
problem (Mohammad & Md Nasir, 2015). A confusion matrix of the 
binary classification is shown in Table 3. If the result is a predicted 
positive class for an actual positive class, this is a true positive (TP). 
Otherwise, if the result is a predicted negative class for an actual positive 
class, it is a false negative (FN). If the result is a predicted positive class 
for an actual negative class, this is a false positive (FP). Otherwise, if the 
result is a predicted negative class for an actual negative class, it is a true 
negative (TN). 

Accuracy (Eq. (3)) is the statistic measure of correct predictions of 
two classes over the total number of instances evaluated. Precision (Eq. 
(4)) is used to measure how many instances are correctly predicted from 
the total predicted instances in a positive class, and Recall (Eq. (5)) 
represents how many actual correct instances are identified correctly. F1 
score (Eq. (6)) is the harmonic mean for Precision and Recall values. 

Accuracy =
TP + TN

TP + FP + TN + FN
(3)  

Precision =
TP

TP + FP
(4)  

Recall =
TP

TP + FN
(5)  

F1 score =
2 × Precision × Recall

Precision + Recall
(6)  

4.4.2. Linear regression 
R2 correlation coefficient is used to evaluate the performance of the 

linear regression model by measuring how well the independent vari
able explains the dependent variable in the linear regression model. It is 
defined as the following equation: 

Fig. 6. Word cloud of the processed Twitter dataset.  

Table 3 
Binary Classification Confusion Matrix.   

Actual Positive Class Actual Negative Class 

Predicted Positive Class True positive (TP) False positive (FP) 
Predicted Negative Class False negative (FN) True negative (TN)  
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R2 = 1 −
u
v

(7)  

u =
∑(

ytrue − ypredict
)2 (8)  

v =
∑

(ytrue − ytrue mean)
2 (9)  

where u denotes for the unexplained variation, v denotes for the total 
variation, ytrue is the observed data, ypredict is the predicted value, and 
ytrue_mean is the mean of the observed data. 

High R2 score means the unexplained variation u is low, indicating 
that the linear model has good performance in explaining the dependent 
variable by a set of independent variables. However, R2 = 1 is almost 
impossible with natural data due to random errors. Generally, R2 > 0.7 
is considered a strong prediction. 

5. Results and discussion 

5.1. Evaluation of the Twitter text classification algorithms 

For the tweet text classification, Precision, Recall, F1 score and Ac
curacy are used as evaluation metrics discussed in Section 4.4.1. The size 
of the manually annotated dataset is 7064 tweets with 434 ‘COVID-19 
related’ tweets and 6630 ‘COVID-19 unrelated’ tweets. The feature 
model used for KNN and SVM is Term Frequency-Inverse Document 
Frequency (TF-IDF). The DPCNN applies GloVe as the feature model. 
The tweet classification result is shown in Table 4. It indicates that our 
proposed fine-tuning BERT is the best model in terms of four evaluation 
metrics (Precision, Recall, F1 score, Accuracy). Fine-tuning BERT shows 
an Accuracy of 0.99, a Precision of 0.96, a Recall of 0.99, and an F1 score 
of 0.98, which outperforms previous algorithms. Compared to tradi
tional machine learning methods (KNN, SVM) and CNN-based methods 
(DPCNN), our approach is clearly more adapted to the COVID-19 
Twitter classification task. 

5.2. Classification model complexity 

Model complexity is an essential aspect for assessing the perfor
mance of machine learning models, especially deep learning models. 
Moreover, it is usually assessed by the number of parameters in the 
model, model size, and run time. A model’s size and number of pa
rameters indicate how much space it takes up, while its run time in
dicates how fast it can make an inference. Table 5 shows the number of 
parameters, model size, and run time of the four models in our experi
ment. Run time is measured with the average of over 2120 samples and 

tested with the Telsa K80 GPU. KNN and SVM are traditional machine 
learning methods, and their model complexity is relatively low. KNN is 
simple, and the complexity of KNN depends on the hyperparameter K. In 
the experiment, SVM uses a linear kernel, and the complexity of SVM is 
tied to the number of support vectors. The latency and throughput grow 
linearly with the number of support vectors. More specifically, KNN has 
a 1.43 MB model size and a 364.4 ms run time. While SVM is smaller and 
faster, it has a 0.75 MB memory size and took 40.8 ms to infer 2120 
samples. DPCNN and BERT are deep learning models. In the experiment, 
we reproduce the DPCNN that has 15 weight layers, and we apply BERT- 
Base (uncased) for fine-tuning. The BERT-Base has 12 transformer 
layers, and the hidden embedding size is 768. Compared with traditional 
machine learning models, DPCNN and BERT have a larger size, a larger 
number of parameters, and a longer run time. It can be seen that DPCNN 
has 0.98 M parameters, 3.2 MB model size, and 29494.0 ms run time. 
BERT (base, uncased) has 110 M parameters, the model size is 1.22 GB, 
and the run time is 81957.7 ms. As BERT is pre-trained on a large corpus 
(Wikipedia and BookCorpus) and its transformer architecture, it is the 
most complicated model among the four models. 

5.3. Twitter-based linear regression results 

As for the linear regression model, we choose contiguous seven-day 
data with three variables (confirmed cases per state, tweet counts per 
state per day, and the positive classified tweet counts per state per day) 
to predict future confirmed cases for every state in the US. The data on 
confirmed cases are from Johns Hopkins University. The tweet data, 
which contain tweet counts data, and positive classified tweet data, are 
from the experiment results of fine-tuning BERT. We train several linear 
regression models using only its state data and its validation set pseudo 
R2 score results are shown in Table 6. However, the limitation of the 
state-level linear regression model is overfitting, as the training dataset 
is small. To achieve a better generalization performance and avoid 
overfitting, we train a Twitter-based US-level linear regression model 
that uses all states’ data. The result of the US-level pseudo R2 scores of 
the validation set are shown in Table 7. From Table 7, the pseudo 
R2 scores for prediction one to four days ahead and six days ahead are all 
above 0.9 in the validation set, which validates the effectiveness of our 
regression model. 

Though the US-level regression model pseudo R2 score is similar, the 
result for two days prior prediction has a better performance than the 
rest. It implies the accuracy will be lower when using a linear regression 
model to predict a more extended range. However, according to the 
results, prediction for six days prior with 0.909 pseudo R2 in the vali
dation is generally acceptable. After balancing the prediction period and 
forecasting performance, prediction for six days prior linear regression 

Table 4 
Twitter classification results (The best performance is marked in bold font).  

Algorithm Precision Recall F1 score Accuracy 

KNN (Modu et al., 2017)  0.83  0.61  0.66  0.95 
SVM (Modu et al., 2017)  0.82  0.67  0.72  0.95 
DPCNN  0.20  0.75  0.32  0.94 
Fine-tuning BERT  0.96  0.99  0.98  0.99  

Table 5 
The number of total parameters, model size, and run time in the four models. 
Run time is the inference time that measured over 2120 samples.  

Model Total 
parameters 

Model size 
(memory) 

Run time (ms) 

KNN (k = 10) N/A 1.43 MB  364.4 
SVM (linear kernel) N/A 0.75 MB  40.8 
DPCNN 0.98 M 3.2 MB  29494.0 
BERT (Base, 

Uncased) 
110 M 1.22 GB  81957.7  

Table 6 
State level prediction model with Twitter data (seven days prior) results.  

Prediction model (predict seven days prior) + Twitter data Pseudo R2 

California Linear Regression Model  0.842 
Oregon Linear Regression Model  0.946 
Massachusetts Linear Regression Model  0.889  

Table 7 
US level prediction model with Twitter data results.  

Prediction Model Pseudo R2 

US Linear Regression Model (predict one day prior)  0.977 
US Linear Regression Model (predict two days prior)  0.979 
US Linear Regression Model (predict three days prior)  0.977 
US Linear Regression Model (predict four days prior)  0.979 
US Linear Regression Model (predict five days prior)  0.789 
US Linear Regression Model (predict six days prior)  0.909 
US Linear Regression Model (predict seven days prior)  0.621  
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Fig. 7. Visualization of prediction for California. (a) one day prior (b) two days prior (c) three days prior (d) four days prior (e) five days prior (f) six days prior (g) 
seven days prior. Red denotes prediction, and blue denotes the true values. 

Y. Zhang et al.                                                                                                                                                                                                                                   



Expert Systems With Applications 198 (2022) 116882

9

model is used as the prediction model to detect early warnings of the 
outbreak. The visualization of prediction using the US level linear 
regression model for California ranges from one day to seven days prior 
are shown in Fig. 7. 

5.4. Ablation study 

As the class distribution of the annotated dataset is imbalanced 
(‘COVID-19 related’ class accounting for 6.14% and ‘COVID-19 unre
lated’ class accounting for 93.86%), it may lead the classification algo
rithm to have a bias towards the majority class. To determine how the 
imbalanced Twitter data impact the classification result, we conduct 
experiments using the over-sampling approach. The general idea of 
over-sampling is to increase the size of the minority class and get a 
balanced class dataset. The tweet classification results with over- 
sampling are shown in Table 8. 

By applying the over-sampling approach and compared the results 
with Table 4, we show that the over-sampling can slightly improve the 
performance of the classification algorithms. It improves the F1 score of 
KNN from 0.66 to 0.79 and improves the SVM F1 score from 0.72 to 
0.92. Moreover, it improves DPCNN F1 score from 0.32 to 0.42. How
ever, the over-sampling has the disadvantage that it may cause the over- 
fitting issue. Among these four classification algorithms, BERT performs 
best and achieving an F1 score of 0.98, Precision of 0.96, Recall of 0.99, 
and Accuracy of 0.99. We can conclude that the imbalanced dataset has 
a more significant impact on the traditional machine learning algo
rithms and less on the pre-trained NLP model BERT. And fine-tuning 
BERT can achieve significant performance on the imbalance dataset. 

Moreover, in terms of the regression model, we also evaluate the 
impact of the Twitter data for the model. We train these state-level linear 
regression models without Twitter data (tweet counts per state per day 
and the positive classified tweet counts per state per day). The results of 
the state-level prediction model without Twitter data are shown in 
Table 9. Compared with the results in Table 6, it shows that some states, 
such as Oregon and Massachusetts, have lower Pseudo R2 scores, indi
cating that Twitter data are helpful to the prediction model. 

5.5. Early warning detection results 

In the experiment, K-means clustering is used to cluster US states 
according to their population into two clusters. We implement the K- 
means clustering using the Python Scikit-learn library (Pedregosa 
Odlum & Yoon, 2011). Then we designate the state with the higher 
population cluster to apply 100 confirmed cases as the outbreak 
threshold and designated the state with the lower population cluster to 
apply 30 confirmed cases as the outbreak threshold. The higher popu
lation cluster states include four states, California, Texas, Florida, and 
New York. Moreover, the rest of the states are in the cluster with a lower 
population. 

Using the 30 and 100 confirmed cases as the early outbreak 
threshold, if the regression model predicts the number of confirmed 
cases in a state exceeds the outbreak threshold, we project that the state 
may encounter an outbreak. The system will send the early warning 
message when the prediction result exceeds the outbreak threshold. The 
frontend of the system will visualize this early warning message to the 
users. As indicated in Table 7, the linear regression model that predicts a 
six-day prior has a good performance, and we apply it to detect early 
warning of the COVID-19 outbreak. 

The predicted outbreak date is when the model predicts the state will 
exceed the outbreak threshold, and the early warning detection date is 
when the system will send early warning signals. For example, the 
prediction model predicts that California exceeds its outbreak threshold 
on 5 February 2020. As it predicted six days prior, the system would 
generate the early warning signal six days before 5 February 2020, i.e., 
on 30 January 2020. The partial results of the early warning detection 
dates using a six-day prior linear regression model are presented in 
Table 10. The results provide evidence of our early warning system’s 
effectiveness in providing early warning signs of the COVID-19 outbreak 
in the US. 

5.6. Intelligent early warning system 

A simple demonstration of our early warning system is available 
online (https://nbreservoir.com/warning/visualization.html). The 
frontend UI of the system consists of a table component and a map 
component. The table stores the classified Twitter text by applying fine- 
tuning BERT (Fig. 8.). Users can interact with the web application by 
selecting the data of a specific date to view. Also, users can set the rows 
of tables (five rows, ten rows, fifteen rows) displayed on the webpage, 
and the table information can be sorted by state name, time and Twitter 
content. Also, users can search the information through the keywords in 
the “Searching”, then the information in the table will update instantly 
according to the user’s searching input data. 

The mapping component of the web application visualizes the US at 
the state level, and each state shows corresponding tweet classification 
information (Fig. 9.). If the state in the US map is rendered in red, it 
indicates that it has an ’early warning’ level, and the system predicates it 
will have an outbreak in this state in the future. When the user clicks the 
state on the map, it will pop a small window with corresponding tweet 
information. Users can change the page by clicking Pre or Next. More
over, clicking the state name will show a prediction chart of COVID-19 
development of the current state to users (Fig. 10.). The y-axis of the 
prediction chart represents the prediction of the COVID-19 confirmed 
cases in the current state, and the x-axis of the prediction chart repre
sents the date. If the predicted number of confirmed cases exceeds the 
outbreak threshold, the chart’s line will be highlighted in red. Users can 
also click the download button over the chart to download the current 
chart. 

6. Conclusions 

In this paper, we construct a Twitter dataset with geo-location that 

Table 8 
Twitter classification results with over-sampling.  

Algorithm Precision Recall F1 score Accuracy 

KNN (Modu et al., 2017)  0.73  0.91  0.79  0.93 
SVM (Modu et al., 2017)  0.92  0.91  0.92  0.98 
DPCNN  0.30  0.70  0.42  0.95 
Fine-tuning BERT  0.96  0.99  0.98  0.99  

Table 9 
State-level prediction model without Twitter data (seven days prior) results.  

Prediction model (predict seven days prior) Pseudo R2 

California Linear Regression Model  0.976 
Oregon Linear Regression Model  0.694 
Massachusetts Linear Regression Model  0.694  

Table 10 
Early warning detection results: the early warning detection date is the date that 
the system sends an early warning message (six days before the predicted 
outbreak date), the predicted outbreak date is the date that the linear regression 
model forecasting the COVID-19 confirmed cases exceeds the outbreak 
threshold.  

State Early warning detection date Predicted outbreak date 

California 2020.01.30 2020.02.05 
Colorado 2020.02.24 2020.03.01 
Washington 2020.01.30 2020.02.05 
New York 2020.02.04 2020.02.10 
Florida 2020.02.04 2020.02.10  
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can be used for COVID-19 surveillance. We also employ fine-tuning 
BERT as a tweet classification method and achieve a 0.98 F1 score on 
the COVID-19 Twitter dataset. To our best knowledge, this is the first 
work on epidemic surveillance using BERT. Another notable contribu
tion of this paper is to propose a Twitter-based linear regression model to 
detect early warning of the outbreak. We also deploy an early warning 

system web application that has visualized these results and allowed 
users to interact in the web app. The evaluation of our results has 
indicated that it is possible to apply Twitter to achieve COVID-19 sur
veillance in the US and predict in advance to provide helpful support for 
health departments and public health officials to make decisions. 

Our work also has at least two limitations. First, we only conduct the 

Fig. 8. Table component UI in the early warning system.  

Fig. 9. Map component UI in the early warning system.  

Fig. 10. Prediction chart UI in the early warning system.  
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experiments with Twitter data, but many types of data may be involved 
in the study to improve the performance. Second, the size of the anno
tation dataset for text classification is relatively small, and more data are 
still needed for future study. 

For the future work directions that could be investigated, we plan to 
involve other data types such as Google search data and other social 
media data for our COVID-19 surveillance. Furthermore, we can collect 
Twitter data in an extended period and annotate additional data to in
crease the size of the dataset. 
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