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Abstract

The functional connectomic profile is one of the non-invasive imaging biomarkers in the 

computer-assisted diagnostic system for many neuro-diseases. However, the diagnostic power 

of functional connectivity is challenged by mixed frequency-specific neuronal oscillations in the 

brain, which makes the single Functional Connectivity Network (FCN) often underpowered to 

capture the disease-related functional patterns. To address this challenge, we propose a novel 

functional connectivity analysis framework to conduct joint feature learning and personalized 

disease diagnosis, in a semi-supervised manner, aiming at focusing on putative multi-band 

functional connectivity biomarkers from functional neuroimaging data. Specifically, we first 

decompose the Blood Oxygenation Level Dependent (BOLD) signals into multiple frequency 

bands by the discrete wavelet transform, and then cast the alignment of all fully-connected 

FCNs derived from multiple frequency bands into a parameter-free multi-band fusion model. 

The proposed fusion model fuses all fully-connected FCNs to obtain a sparsely-connected FCN 

(sparse FCN for short) for each individual subject, as well as lets each sparse FCN be close to its 

neighbored sparse FCNs and be far away from its furthest sparse FCNs. Furthermore, we employ 

the ℓ1-SVM to conduct joint brain region selection and disease diagnosis. Finally, we evaluate 

the effectiveness of our proposed framework on various neuro-diseases, i.e., Fronto-Temporal 

Dementia (FTD), Obsessive-Compulsive Disorder (OCD), and Alzheimer’s Disease (AD), and the 

experimental results demonstrate that our framework shows more reasonable results, compared to 

state-of-the-art methods, in terms of classification performance and the selected brain regions. The 

source code can be visited by the url https://github.com/reynard-hu/mbbna.
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I. INTRODUCTION

RESTING state functional Magnetic Resonance Imaging (fMRI) has been verified to 

have the potential of improving neuro-disease diagnosis by constructing Functionally 

Connectivity brain Networks (FCNs) [1], [2]. It results in a comprehensive understanding 

of neurological disorders at a whole-brain level by measuring synchronized time-dependent 

changes in the Blood Oxygenation Level Dependent (BOLD) signals [3], [4]. Hence, fMRI 

has been becoming a valuable technique for identifying biomarkers with neuroimaging data.

Correlation-based methods are commonly used to construct fully-connected FCNs, where 

each node (i.e., one brain region) connects with all nodes and each edge measures the 

synchronization degree of functional activities [5], [6]. Traditional Pearson correlation 

analysis only captures pairwise information and thus is vulnerable to spurious or 

insignificant functional connectivities. Recently, sparse methods in [7]–[9] were proposed 

to construct sparsely-connected FCNs (sparse FCN for short), where each node connects 

with a part of nodes to reduce the influence of unreal or unimportant functional connections. 

However, previous methods for neuro-disease analysis on fMRI data, such as Pearson 

correlation analysis and sparse methods, still have to face many challenges due to 
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the reasons, including heterogeneity across subjects, the curse of dimensionality, noise 

influence, inter-subject variability, etc.

In search of significant disease diagnosis, there is a consensus that BOLD signal only 

contains a small portion of frequencies (i.e., 0.01-0.08HZ) that are related to neural activity 

[10], [11]. Based on this observation of fMRI, current computational methods characterize 

the full connectivity using the filtered BOLD signals where some frequency bands of the 

signals have been filtered, with the assumption that the filtered BOLD signals can reflect 

the complex brain functions for all brain regions [12]. As a complex system, however, each 

brain region consists of functionally similar neurons that support differentiable functions. In 

this regard, one possible solution would be fine-tuning the BOLD signals into a fine-grained 

frequency band tailored to the brain function of subspecialized brain regions. Since the exact 

definition of brain function in each region is still largely under debate [13], the alternative 

solution is to disentangle the heterogeneity in BOLD signals. Specifically, the BOLD signals 

are first decomposed into multiple frequency bands (multi-band for short) based on the 

characteristics of full connectivity. The multi-band signals are then fused into a unified 

region with adaptively full connectivity representation, which can significantly enhance the 

diagnostic power of connectivity biomarkers for the computer-assisted diagnosis.

After obtaining multiple fully-connected FCNs for each subject, it is necessary to combine 

them into a common fully-connected or sparse FCN, aiming at learning the most 

representative features across individuals (or subjects). However, different frequency bands 

of neuronal signals usually carry unique functional information, which is different from 

others to support differentiable functions [13], i.e., band diversity for short. Hence, it is 

unreasonable to construct a common FCN by averaging different frequency bands for each 

subject. Moreover, it is difficult to align FCNs across subjects due to the heterogeneity 

across subjects.

In this paper, we hypothesize that the observed brain activity is a mixture of harmonic 

signals with different frequency bands and the dysfunction patterns of different brain 

disorders have different responses in different frequency bands, and thus propose a 

functional connectivity analysis framework to jointly conduct feature learning and 

personalized disease diagnosis with fMRI data, in a semi-supervised manner. Specifically, 

the proposed framework is listed in Fig. 1 by involving the following key steps. (1) We first 

apply the wavelet toward the mean time courses on each brain region to obtain the wavelet 

coefficient at each frequency, and further employ the conventional Pearson correlation 

analysis to obtain a fully-connected FCN for each subject at the underlying frequency. (2) 

We investigate a parameter-free multi-band fusion method to automatically output a sparse 

FCN by fusing multiple fully-connected FCNs for each subject, as well as to let each sparse 

FCN be close to its near sparse FCNs and be far away from its furthest sparse FCNs. (3) We 

employ the ℓ1-SVM to jointly select brain regions (i.e., feature selection) and conduct disease 

diagnosis (i.e., classification).
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II. METHOD

Assume we have M subjects and each subject has the BOLD signal Bm ∈ ℝn × t (m = 1, 

…, M) where n and t, respectively, represent the number of brain regions and the length of 

signals, we denote Am, v ∈ ℝn × n (v = 1, …, V) as the fully-connected FCN of the v-th band 

signal of the m-th subject obtained by Pearson correlation analysis on n brain regions, this 

work investigates to learn a common sparse FCN Sm ∈ ℝn × n for each subject so that Sm 

could fuse the functional connectivity from V fully-connected FCNs Am,v, as well as is close 

to its neighbors and is far away from its furthest sparse FCNs. As a result, it is homogeneous 

to other sparse FCNs.

A. Multi-Band Signals

Conventional methods of functional connectivity using fMRI data focused on characterizing 

BOLD signals with low frequency range (generally from 0.01 to 0.08HZ) [5], [14], [15]. 

In particular, the signals within the frequency range close to 0.00HZ are more likely to be 

affected by the periodically noisy signals generated by the undersampled periodic hardware 

[8], [15], the signals within the frequency range in 0.00-0.01HZ are significantly related 

to non-physiologic origin (i.e., the MRI scanner drift) and are usually treated as covariates 

of no interest in the statistical analysis [16]. Therefore, the removal of the signals within 

the frequency range of [0.00HZ, 0.01HZ] ensures that the obtained BOLD signals are 

predominately related to the physiological state. Furthermore, the removal of the signals 

above 0.08HZ can minimize the interference of other external signals [17]. Recently, studies 

demonstrated that the dysfunctional patterns affecting the neuro-diseases are the mixture of 

brain activity with multiple frequency bands [13]. Due to the complexity of human brains, 

the frequency band usually dominates the subtle functional patterns that are specific to 

certain disorders. Even under the resting state, the complexity of brain activity is beyond 

the power of single frequency band [18]. In addition, the changes across different frequency 

bands (i.e., band diversity) have been known little [12], [19]. Hence, it is challenging to 

consider multiple frequency bands for neuro-disease analysis with fMRI data.

B. Sparse FCN Learning

We employ Pearson correlation analysis to obtain V fully-connected FCNs using multi-band 

signals. However, there are at least two issues that need to be addressed, i.e., band diversity 

and FCN’s interpretability.

First, band diversity indicates that different band signals contain different characteristics, 

as shown in Fig. 2, where either the low frequency band signal or the high frequency 

band signal has different information, compared to the original signal which is a mixture 

of the low frequency band signal and the high frequency band signal. Moreover, the low 

frequency band and the high frequency band have complementary information to each other. 

For example, the solid yellow rectangle in the low frequency band signal (i.e., the second 

red dot rectangle) is unclear as well as small, while the solid yellow rectangle in the high 

frequency band signal is clear as well as big, similar to the original signal in Fig. 2. Both 

the difference and the complementary between the low frequency band signals and the high 

frequency band signals motivate us to first decompose them and then to fuse them, as shown 
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in Fig. 2, where our proposed multi-band signal removes the noise (i.e., correlations are far 

away from the diagonal) as well as clearly preserves the local structures (i.e., five red dot 

rectangles across the diagonal).

The second drawback of the fully-connected FCN is the lack of interpretability. Moreover, 

its connectivity may contain noise (e.g., either irrelevant or spurious connectivities) to 

possibly affect the analysis of brain networks [20], [21]. Neurologically, a certain brain 

activity or a specific disease predominantly interacted with a part of brain regions. 

Therefore, the sparse connectivities are preferred to construct brain connectivity networks 

[9].

Given multiple fully-connected FCNs for an individual subject, by considering the band 

diversity of every signal and the interpretability of every fully-connected FCN, in this paper, 

we investigate to fuse the fully-connected FCNs of every subject to a sparse FCN by

min
S1, …, SMm = 1

M

v = 1

V
‖Sm − Am, v‖F

2 + αℛ S1, …, SM

s . t . , ∀i, si, ·mT 1 = 1, si, im = 0,
si, jm ≥ 0 if j ∈ N(i), otℎerwise 0

(1)

where ‖·‖F represents the Frobenius norm and α is a non-negative tuning parameter. 

ℛ S1, …, SM  is the penalty or constraint on Sm (m = 1, …, M). si, ·mT
 and si, jm , respectively, 

represent the i-the row of Sm and the i-th row and the j-th column element of Sm. 1 and N(i), 
respectively, indicate the all-one-element vector and the nearest neighbor set of the i-th brain 

region. The constraint “si, ·mT 1 = 1, si, im = 0, si, jm ≥ 0 if j ∈ N(i), other wise 0” implies that each 

node si, ·m  is sparsely represented by other nodes sj, ·m  (i ≠ j, i, j = 1, …, n).

Compared to previous methods, Eq. (1) has the following advantages. First, Eq. (1) aims at 

obtaining a sparse FCN Sm for the m-th subject based on V fully-connected FCNs Am,v (v = 

1, …, V) by considering the band diversity. Second, the new representation Sm is iteratively 

updated by Eq. (1). Specifically, the value of Sm can be adjusted with the updated Sm′ (m ≠ 

m′). It is noteworthy that previous methods (e.g., sparse coding [22] and sparse graph [9]) 

generate unchanged FCNs. Third, the sparse number for each row of Sm varies based on the 

data distribution. Specifically, the connectivity number (i.e., the non-zero number for each 

row) for each node is automatically decided by Lemma 2 in Section II-E.

Finally, we list our motivation of fusing information across different frequency bands as well 

as different subjects in Eq. (1) as follows.

First, different frequency bands of the signals contain different important information and 

noise, so it is intuitive and popular to combine multi-source data (i.e., the information across 

different frequency bands in this work) together to obtain discriminative representations in 

the domains of machine learning and medical image analysis. To achieve this, Eq. (1) learns 

a common sparse representation Sm (m = 1, …, M) for each subject by fusing multiple 

fully-connected FCNs Am,v (v = 1, …, V) collected from different frequency bands.
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Second, if the representation of each subject is obtained independently, the obtained 

representation Sm for the m-th subject is easily heterogeneous to other representations 

Sm′ (m ≠ m′). Eq. (1) learns the representations of all subjects in the same framework 

by using the regularization term ℛ(S1, …, SM) defined in Section II-C, aiming at learning 

homogenous representations for all subjects. Moreover, minimizing the error across all 

subjects is to learn a common sparsely-connected representation Sm for each subject as well 

as to generate homogeneous representations for all subjects. In the literature, minimizing 

the error across all subjects is popular. For example, Hinrich et al. proposed minimizing the 

error of negative log-likelihood across subjects to ensure the temporal components from a 

consistent set of brain regions [23].

As a result, Eq. (1) considers the fusion across frequency bands as well as all subjects 

simultaneously to output discriminative and homogenous representations for all subjects. 

Physiologically, the fusion in Eq. (1) can explore the discriminative information implicitly 

across frequency bands [24], and can enhance data consistency across subjects [25].

C. Parameter-Free Multi-Band Fusion

Without taking the constraint ℛ(S1, …, SM) into account, the optimization of Sm is 

independent on the optimization of Sm′ (m ≠ m′). This may output trivial solutions for 

Sm, i.e., the average of Am,v (v = 1, …, V). To solve this issue, we define the constraint 

ℛ(S1, …, SM) in Eq. (1) based on the following observations.

First, in real applications, the BOLD signals usually come from different places such 

as different hospitals and different machines, so the fully-connected FCNs are easily 

heterogeneous to each other, i.e., heterogeneity across subjects. It is straightforward to 

smooth all FCNs so that they are homogeneous. Second, in our proposed personalized 

classifier, the training set includes labelled subjects and unlabelled subjects. Specifically, 

given a test subject, the personalized framework makes full use of all labelled subjects and 

unlabelled subjects to construct the learning model, and thus it is exactly a semi-supervised 

manner. Hence, it is very helpful if the outputted Sm has significant discriminative ability.

Weinberger and Saul proposed a supervised Large Margin Nearest Neighbor (LMNN) to 

conduct metric learning by keeping the local neighborhood of the training subjects [26], i.e., 
the neighbors of each subject in the new feature space are exactly its original neighbors in 

the original feature space. Specifically, the first term of the LMNN penalizes large distances 

between each subject and its original neighbors with the same label, and its second term 

penalizes the small distances of the subjects with different labels. As a result, the labelled 

subjects are close to the subjects with the same label and are far away from the subjects 

with different labels. In this way, the LMNN classifier has discriminative ability. However, 

LMNN was designed for metric learning and did not consider the discriminative ability of 

unlabelled subjects.

In this work, considering the semi-supervised scenario where the training subjects include 

labelled subjects and unlabelled subjects, we first have an observation that the k nearest 

neighbor (kNN) classifier always classifies subjects to the class of their nearest neighbors. 
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Hence, each subject (either a labelled subject or an unlabelled subject) should share the 

same label with its kNNs and should have different labels to its distant subjects. More 

specifically, by denoting “k nearest neighbors” and “k furthest subjects”, respectively, as 

“kNNs” and “kFSs”, the set of labelled subjects and the set of unlabelled subjects, as ℒ and 

U, respectively, we define the neighbor set N(i) and the distant set ℱ(i) as follows:

Definition 1: N(i) of the i-th unlabelled subject includes its kNNs in ℒ ∪ U, and N(i) of the 
i-th labelled subject includes its kNNs with the same label in ℒ, i.e.,

N(i) = kNNs in ℒ ∪ U, i ∈ U
kNNs witℎ tℎe same label in ℒ, i ∈ ℒ (2)

Definition 2: ℱ(i) of the i-th unlabelled subject includes its kFSs in ℒ ∪ U, and ℱ(i) of the 
i-th labelled subject includes its kFSs with different labels in ℒ, i.e.,

ℱ(i) = kFSs in ℒ ∪ U, i ∈ U
kFSs witℎ different labels in ℒ, i ∈ ℒ (3)

We then define ℛ(S1, …, SM) as

m = 1

M
(

p ∈ N(m)
‖Sm − Sp‖F

2 + β[1 +
p ∈ N(m)

‖Sm − Sp‖F
2

−
q ∈ ℱ(m)

‖Sm − Sp‖F
2 ]+)

(4)

where [.]+ = max(., 0) and β is a non-negative tuning parameter. In Eq. (4), the first term 

penalizes the large distance between Sm and its nearest neighbors in N(m). Specifically, the 

first term pulls Sm to approximate the average of its nearest neighbors or pulls them (i.e., 
Sm and its nearest neighbors) together. The second term pushes the Sm against its furthest 

subjects in ℱ(m) so that their distance is larger than a fixed margin, i.e., at least a unit 

“1” in Eq. (4), as shown in the third part of Fig. 1. In this way, the sparsely-connected 

representation of FCN Sm is dependent on others Sm′ (m ≠ m′) as well as contains the 

discriminative ability, i.e., having a fixed margin to its furthest subjects as well as being 

close to its nearest neighbors as much as possible, which benefits avoiding the influence of 

outliers.

Considering Eq. (1) and Eq. (4), the multi-band fusion model in Eq. (1) needs to tune 

the parameter α, which is time-consuming and needs prior knowledge. In particular, as 

a personalized framework which trains a fusion model for every test subject, the tuning 

of parameters is time-consuming. To address this issue, we propose a parameter-free multi-

band fusion model as follows:
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min
S1, …, SMm = 1

M

v = 1

V
‖Sm − Am, v‖F

2 + ℛ S1, …, SM

s . t . , ∀i, si, ·mT 1 = 1, si, im = 0,
si, jm ≥ 0 if j ∈ N(i), otℎerwise 0 .

(5)

Compared Eq. (5) with Eq. (1), Eq. (5) uses a square root operator on the fusion error 

of each subject to replace the parameter a in Eq. (1). Specifically, when we conduct the 

derivative with respect to Sm, we always get

min
Sm

λm∂ v = 1
V ‖Sm − Am, v‖F

2

∂Sm +
∂ ℛ S1, …, SM

∂Sm

s . t . , ∀i, si, ·mT 1 = 1, si, im = 0,
si, jm ≥ 0 if j ∈ N(i), otℎerwise 0 .

λm = 1
2 v = 1

V ‖Sm − Am, v‖F
2

(6b)

(6a)

where λ = [λ1, …, λM]. Eq. (6) is equivalent to Eq. (5) for the optimization of Sm (m = 

1, …, M). That is, Eq. (5) does not need to tune the parameter by iteratively updating Eq. 

(6a) and Eq. (6b) to automatically obtain λm during the optimization process. λm can be 

regarded as an implicit parameter, rather than selecting the best one out of a range of values 

with cross-validation methods used in Eq. (1). The value of λm is exactly the weight of each 

subject, indicating the inter-subject variability of each subject. Compared Eq. (6) with Eq. 

(1), we have λm = 1/α for the optimization of the m-th FCN Sm. Hence, Eq. (1) uses a fixed 

parameter α while Eq. (6) uses a dynamic and data-driven parameter λm based on the data 

distribution.

After optimizing Eq. (5), we obtain smooth and sparsely-connected representation FCNs 

Sm (m = 1, …, M) by fusing multiple fully-connected FCNs Am,v (v = 1, …, V) into a 

common space. Such a space is spanned by Sm through its first term as well as shrinks 

the heterogeneity across subjects through its second term. Moreover, the second term can 

avoid the influence of outliers by keeping a margin between the nearest neighbor set and the 

furthest subject set for each subject. Furthermore, we transfer the optimization of Eq. (5) to 

Eq. (6) to obtain the trade-off between two terms by considering the inter-subject variability. 

Hence, Sm (m = 1, …, M) is the new representation of original BOLD signals.

D. Joint Region Selection and Disease Diagnosis

Since the new representation Sm (m = 1, …, M) is the matrix representation, it is difficult 

for using traditional classification methods to conduct disease diagnosis. In this work, we 

first convert Sm to a symmetric matrix through a formula Sm = (Sm + (Sm)T)/2, and then 

follow [9] to transfer the matrix representation to its vector representation, i.e., extracting 

the upper triangle part of the symmetric matrix Sm (m = 1, …, M) to form a row vector 
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xm, · ∈ ℝ1 × n(n − 1)/2. In this way, we have the data matrix X ∈ ℝM × n(n − 1)/2 and the 

corresponding label vector y ∈ {−1, 1}M×1.

Many previous studies (e.g., [9], [27]) employed a two-stage strategy to conduct disease 

diagnosis, i.e., feature selection and disease diagnosis. Specifically, in these methods, feature 

selection is separated from disease diagnosis. Moreover, the goal of feature selection is 

to preserve the original information as much as possible, rather than to achieve high 

performance of disease diagnosis. As a result, the best results of feature selection are not 

good for disease diagnosis. On the contrary, the ℓ1-SVM (optimized by the public toolbox 

LIBLINEAR [28]) embeds feature selection by the ℓ1-norm regularization term on the 

coefficient matrix with the SVM classifier in the united framework. As a result, the results 

of feature selection are adjusted based on the classifier updated in the last iteration, while the 

classifier is also adjusted by the updated results of feature selection. In this way, the results 

of feature selection contribute to the construction of the classifier. Hence, the ℓ1-SVM can 

overcome the drawback of the two-stage strategy in previous methods.

It is noteworthy that the parameter-free multi-band fusion model uses both labelled subjects 

and unlabelled subjects while the process of joint feature selection and disease diagnosis 

uses the labelled subjects in the training process.

E. Optimization, Initialization, Complexity and Convergence

1) Optimization: The proposed objective function in Eq. (5) is not convex for all 

variables, but is convex for any single variable while fixing other variables. Hence, in this 

paper, we employ the alternating optimization strategy [29] to iteratively update M FCNs 

Sm (m = 1, …, M) in Eq. (5) and list the pseudo of our proposed framework for functional 

connectivity analysis in Algorithm 1.

First, we obtain the expansion formula about Sm of the first term in Eq. (6a) as 

V SmT
Sm − 2

v = 1

V
Am, vTSm, and then obtain the expansion result of the second term 

∂ ℛ S1, …, SM / ∂Sm about Sm in Eq. (6a) as
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kSmTSm − 2(1 + β)
p = 1

k
SpTSm + 2βDm, Zm > 0

kSmTSm − 2
p = 1

k
SpTSm, Zm ≤ 0

(7)

where Zm = 1 +
p ∈ N(m)

‖Sm − Sp‖F
2 −

q ∈ ℱ(m)
‖Sm − Sq‖F

2 , Dm =
q = 1
k

SqT
Sm, and k is 

the defined number of neighbors for each sample. The optimization of each row si, ·m  i = 1, 

…, n, in Sm is independent on other rows si′, ·
m  (i ≠ i′), so we list the optimization details of 

si, ·m  as follows.

min
si, ·mT

1 = 1, si, im = 0, si, jm ≥ 0
λm(V si, ·mT si, ·m − 2

v = 1

V
ai, ·

m, vTsi, ·m ) +
i = 1

n
R(si, ·1 , …, si, ·M ) (8)

where

ℛ si, ·1 , …, si, ·M =
ksi, ·mT si, ·m − 2(1 + β)

p = 1

k
si, ·

pT si, ·m + 2βdi, ·
m , zim > 0

ksi, ·mT si, ·m − 2
p = 1

k
si, ·

pT si, ·m , zim ≤ 0 .
(9)

where zim = 1 + p ∈ N(m)‖si, ·m − si, ·
p ‖2

2 − q ∈ ℱ(m)‖si, ·m − si,
p ‖2

2 and di, ·
m =

q = 1
k

si, ·
qT

si, ·m . 

After finishing mathematical transformation, we have

min
si, ·mT

1 = 1, si, im = 0, si, jm ≥ 0
‖si, ·m − fi, ·

m ‖2
2

(10)

where

fi, ·
m =

v = 1

V
ai, ·

m, vT + (1 + β)
p = 1

k
si

pT − β q = 1
k

si, ·
qT

λmV + k
zim > 0

v = 1

V
ai, ·

m, vT + p = 1
k

si, ·
pT

λmV + k
, zim ≤ 0

(11)

where fi, ·
m ∈ ℝn × 1 is a vector. The Lagrangian function with respect to si, ·m  is

ℒ si, ·m , σ, τ = ‖si, ·m − fi, ·
m ‖2

2 − σ si, ·mT 1 − 1 − τTsi, ·m (12)
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where σ ∈ ℝ is the Lagrange multiplier and τ ∈ ℝ+
n  is a non-negative vector. Based on the 

complementary slackness of the Karush-Kuhn-Tucker (KKT) conditions [30], we have the 

closed-form solution of si, jm  is

si, jm = fi, j
m + σ + (13)

where fi, j
m  is the j-th element of fi, ·

m . The value of the Lagrange multiplier σ can be obtained 

by Lemma 1 from [31].

Lemma 1: By denoting si, ·m *  the optimal solution in Eq. (13), letting r and u be two indices, 

and fi, r
m > fi, u

m , only if si, rm ∗ = 0, then si, um ∗  must be equal to zero.

Based on Lemma 1, we can find some integers I = [ρ], 1 ≤ ρ ≤ n to meet the non-zero 

components of the sorted optimal solutions, i.e.,

σ = 1
ρ(

j = 1

ρ
fi, j
m − 1) . (14)

As a result, the optimal values in si, ·m ∗  can be described as si, jm ∗ = max fi, j
m − σ, 0 , where the 

value of the optimal ρ is automatically obtained by Lemma 2 from [31].

Lemma 2: Let η represents the vector after sorting fi, ·
m  in a descending order, the number of 

strictly non-negative elements in si, ·m  is ρ = max ηi − 1
i l = 1

i ηl − 1 > 0 , i ∈ [n].

Based on Lemma 2, the non-zero number in the i-th row si, ·m , i.e., the number of brain 

regions connected to the i-th brain region, is different from the non-zero number in the j-th 

row sj, ·m  (i ≠ j). It is noteworthy that previous sparse methods set the same number of brain 

regions connected to each brain region. Obviously, our method is more flexible, compared to 

previous methods in [22], [32], [33].

Furthermore, Eq. (5) iteratively updates Eq. (6a) and Eq. (6b) based on the alternating 

optimization strategy [29], which has been proved to achieve convergence. Hence, the 

proposed parameter-free multi-band fusion model converges, while the ℓ1-SVM also 

converges.

2) Initialization: In Algorithm 1, we initialize Sm as the average of Am,v(v = 1, …, 

V), which results in that the optimization of Eq. (5) converges within tens of iterations. 

Moreover, the result of Eq. (5) is insensitive to the initialization of Sm.

3) Complexity: The generation of both multi-band signals and the fully-connected FCNs 

can be finished offline. The parameter-free multi-band fusion model takes a closed-form 

solution to optimize Sm (m = 1, …, M). Its time complexity is O(Mn2) where M and n, 

respectively, represent the number of the subjects and the number of brain regions. That is, 
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the time complexity of our multi-band fusion model is linear to the subject size. Moreover, 

our model only stores Sm (m = 1, …, M) in the memory with the space complexity O (Mn2). 

The time complexity of ℓ1-SVM is linear to the subject size, while its space complexity is O 
(Mn(n – 1)/2) [28].

4) Convergence Analysis: First, we follow the literature [34], [35] to have the 

following Lemma:

Lemma 3: The inequality

u − u
2 w ≤ w − w

2 w (15)

holds for non-negative values u and w.

Second, Theorem 3 proves the convergence of Algorithm 1:

Theorem 1: The objective function value of Eq. (5) monotonically decreases until Algorithm 

1 converges.

Proof: After obtaining the optimal Sm(t)
 in the t-th iteration, we need to optimize Sm(t+1)

 in 

the (t + 1)-th iteration by fixing other Sm′(t) where m’ ≠ m, m = 1, …, M.

According to Eq. (13), si, jm (t + 1) has a closed-form solution for all i, j = 1, …, n, so we 

combine λm = 1/(2
v = 1

V
‖Sm(t)

− Am, v‖F
2 ) with Eq. (13) to have:

m = 1

M
v = 1

V
‖Sm(t + 1 − Am, v‖F

2

2
v = 1

V
‖Sm(t) − Am, v‖F

2
+ ℛ S1(t + 1

, …, SM(t + 1

≤
m = 1

M
v = 1

V
‖Sm(t) − Am, v‖F

2

2 v = 1
V ‖Sm(t) − Am, v‖F

2
+ ℛ S1(t)

, …, SM(t)

(16)

Based on Lemma 3, we obtain:

m = 1

M
(

v = 1

V
‖Sm(t + 1) − Am, v‖F

2 ) − v = 1
V ‖Sm(t + 1) − Am, v‖F

2

2 v = 1
V ‖Sm(t) − Am, v‖F

2

≤
m = 1

M
(

v = 1

V
‖Sm(t) − Am, v‖F

2 ) − v = 1
V ‖Sm(t) − Am, v‖F

2

2 v = 1
V ‖Sm(t) − Am, v‖F

2

(17)

Combining Eq. (16) with Eq. (17), we have:
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m = 1

M
(

v = 1

V
‖Sm(t + 1) − Am, v‖F

2 + ℛ(S1(t + 1), …, SM(t + 1))

≤
m = 1

M
(

v = 1

V
‖Sm(t) − Am, v‖F

2 + ℛ(S1(t), …, SM(t))
(18)

Hence, Eq. (18) demonstrates Algorithm 1 decreases the objective function value of Eq. (5) 

for every iteration until it converges. Therefore, the proof of Theorem 3 is completed.

III. EXPERIMENTS

We experimentally evaluated our method, compared to four comparison methods, on three 

real neuro-disease data sets with fMRI data, in terms of binary classification performance.

A. Data Preparation

The data set fronto-temporal dementia (FTD) contains 95 FTD subjects and 86 age-

matched healthy control (HC) subjects, from the recent NIFD database,1 managed by 

the frontotemporal lobar degeneration neuroimaging initiative. The data set obsessive-

compulsive disorder (OCD) from Guangzhou Psychiatric Hospital [36] has 20 HC subjects 

and 62 OCD subjects. The data set Alzheimer’s Disease Neuroimaging Initiative (ADNI)2 

includes 59 Alzheimer’s disease (AD) subjects and 48 HC subjects. The demographic 

information of all data sets is shown in Table I.

1) Data Set OCD:

a) Imaging data acquisition:  A 3.0-Tesla MR system (Philips Medical Systems, USA) 

equipped with an eight-channel phased-array head coil was used for data acquisition. 

Functional data were collected using gradient echo Echo-Planar Imaging (EPI) sequences 

(time repetition, TR = 2000ms; echo time, TE = 60ms; flip angle = 90°, 33 slices, field 

of view [FOV] = 240mm × 240mm, matrix = 64 × 64; slice thickness = 4.0mm). For 

spatial normalization and localization, a high-resolution T1-weighted anatomical image was 

acquired using a magnetization prepared gradient echo sequence (TR = 8ms, TE = 1.7ms, 

flip angle = 20°, FOV = 240mm × 240mm, matrix = 256 × 256, slice thickness = 1.0mm). 

During the scanning, participants were instructed to relax with their eyes closed, and stay 

awake without moving.

b) Functional imaging data preprocessing:  The data were preprocessed using the 

Statistical Parametric Mapping toolbox (SPM12)3 and Data Processing Assistant for 

Resting-State fMRI (DPARSFA version 4.4).4 Image preprocessing consisted of: 1) slice 

timing correction; 2) head motion correction; 3) realignment with the corresponding T1-

volume; 4) nuisance covariate regression (six head motion parameters, white matte signal 

1https://cind.ucsf.edu/research/grants/frontotemporal-lobar-degeneration-neuroimaging-initiative-0.
2http://adni.loni.usc.edu/.
3https://www.fil.ion.ucl.ac.uk/spm.
4http://rfmri.org/dpabi.
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and cerebrospinal fluid signal); 5) spatial normalization into the stereotactic space of the 

Montreal Neurological Institute and resampling at 3 × 3 × 3 mm3; 6) spatial smoothing 

with a 6-mm full-width half-maximum isotropic Gaussian kernel; 7) band-pass filtering 

(0.01–0.08HZ); 8) micro-head-motion correction according to framewise displacement (FD) 

by removing the rs-fMRI volume with FD > 0.5 mm (i.e., nearest neighbor interpolation).

2) Data Sets FTD and ADNI: For each rs-fMRI scan, we followed the same data 

processing pipeline on the data set OCD to correct motion and filter BOLD signals for 

the data sets FTD and ADNI, where the signal bandpass filtering was used to remove the 

non-brain signal (i.e., beyond 0.01-0.08HZ).

In our experiments, we avoided unnecessary noise of the BOLD signals as much as possible. 

First, in the acquisition process of BOLD signals, participants were instructed to relax with 

closed eyes and stayed awake without moving so that the obtained data can be trusted to 

eliminate the external interference. Second, the bandpass filter was used to keep the BOLD 

signals in the range of 0.01-0.08HZ, aiming at removing the effects of hardware drift within 

the ultra-low frequency (<0.01HZ) and the noises (i.e., Gaussian noise, respiratory, and 

cardiac) within the high frequency (>0.08HZ) [12], [15], [37]. Third, the beginning part of 

the original signals was removed as the subjects may not be stable in the rest state at the 

beginning of the data acquisition [38], [39]. Specifically, we removed the first 30 time points 

of the signals in the data sets FTD and OCD, and the first 20 time points of the signals in the 

data set ADNI. Finally, the length of the signals in the data sets FTD and OCD was 200 and 

the length of the signals in the data set ADNI was 100. As a result, the obtained signals by 

the above ways could be relevant for brain activity. In this context, it is reasonable to assume 

the remaining possible noise fall into the random distribution that is less likely to present 

across signal bands in a consistent manner. Thus, all BOLD signals in our experiments were 

pre-processed into the range from 0.01 to 0.08HZ, i.e., the so-called original signals in our 

paper. The proposed multi-band decomposition was then performed on these original signals 

in the following steps.

For all imaging data, we followed the automated anatomical labeling (AAL) template [40] to 

construct the functional connectivity network for each subject with 90 nodes. The region-to-

region correlation was measured by Pearson correlation coefficient.

The multi-band was obtained by the following steps. Specifically, the original BOLD data 

signals were processed by the Discrete Wavelet Transform (DWT), which turned the original 

signals into multi-band signals. Moreover, the single level DWT was applied with the 

Daubechies wavelet so that each original data signal will turn into two signals, i.e., the low 

frequency signal and the high frequency signal, in this work.

B. Comparison Methods—The baseline ℓ1-SVM (L1SVM) [28] is employed by the 

public toolbox LIBLINEAR.5 and it uses the least square loss function to conduct the 

reconstruction error and combines the ℓ1-norm with the regularization for the final elements 

selection of feature weight matrix.

5https://www.csie.ntu.edu.tw/~cjlin/liblinear/.
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High-Order Functional Connectivity (HOFC) [41] learns the correlations across multiple 

brain regions (i.e., two areas by similarity method or four areas by dynamics method) to 

conduct the high-order FC from the conventional FC.

Sparse Connectivity Pattern (SCP) [22] finds the common sparsely-connected pattern that 

is a non-negative approximation combination of the fully-connected pattern of each subject 

to all subjects, and the reason is the small part of brain regions can encode the particular 

activity due to the efficient utilization in the brain.

Simple Graph Convolutional networks (SGC) [42] conducts the simplest graph convolution 

by removing the non-linear activation (i.e., ReLU [43]) for each graph convolutional layer, 

and only applies the softmax function for the final classifier construction.

L1SVM is the baseline method, and both HOFC and SCP are the popular methods in 

neuro-disease diagnosis, and SGC is the deep learning method. L1SVM and SGC extract 

the vector representation from full FCNs. Other methods (e.g., HOFC, SCP, and our 

method) design different models to transfer full FCNs to sparse FCNs, and then extract 

the vector representation from sparse FCNs. Moreover, all methods can be directly applied 

for supervised learning, while the methods ((e.g., SGC and our method) can be used for 

personalized classification.

C. Experimental Setting—In our experiments, we repeated the 10-fold cross-validation 

scheme 10 times to report the average results as the final result, for all methods. In the model 

selection, we fixed k = 10 and β = 0.5 in Eq. (4) because they are insensitive based on 

our experimental results and the literature [26], and further set C ∈ {2−6, 2−5, …, 26} for 

L1SVM. According to the same testing framework, we set the parameters of the comparison 

methods by following the literature so that they outputted the best results.

We compared our method with the comparison methods by (1) evaluating the performance 

of supervised learning; (2) evaluating the performance of personalized classification; (3) 

evaluating the effectiveness of the sparse FCNs outputted by our method; and (4) evaluating 

the effectiveness of the brain regions selected by our method. The evaluation metrics include 

ACCuracy (ACC), SPEcificity (SPE), SENsitivity (SEN), and Area Under the receiver 

operating characteristic Curve (AUC).

D. Result Analysis

1) Supervised Learnin:  We reported the results of all methods in Table II. In particular, 

both our method and SGC only used labelled subjects for the training process.

First, our method obtains the best results, followed by SGC, SCP, HOFC, and L1SVM, 

in terms of four evaluation metrics. For example, our method improves 18.90%, 19.44%, 

19.65%, and 25.94%, compared to the worst method L1SVM, in terms of ACC, SPE, SEN, 

and AUC, on FTD. Moreover, our method on average improves 2.03%, compared to the best 

comparison method, i.e., SGC, in terms of accuracy. The reason should be that our fusion 

model takes discriminative ability and multiple frequency band signals into account, while 

all comparison methods only used a single frequency band signal.

Hu et al. Page 15

IEEE Trans Med Imaging. Author manuscript; available in PMC 2022 March 18.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Second, L1SVM generates fully-connected FCNs, while HOFC and SCP output sparse 

FCNs. SGC uses both fully-connected FCNs and a sparse graph, while our method first 

generates multi-band information and then outputs sparse FCNs. As a result, L1SVM 

obtains the worst performance. This indicates that sparse FCNs are better than fully-

connected FCNs for medical image analysis with fMRI data, as demonstrated in [22], [41].

Third, the methods (e.g., HOFC, SCP, and our method) use different models to convert fully-

connected FCNs to sparsely-connected ones, but our method outperforms the other two. 

This demonstrates that our multi-band fusion model is the most effective one, compared to 

either HOFC or SCP. It is noteworthy that SGC outperforms our method in some cases. For 

example, SGC outperforms our method on the data set FTD, in terms of SPE and AUC. The 

possible reason is that fully-connected FCNs and the sparse graph provide complementary 

information to each other. However, the deep learning method SGC cannot directly conduct 

feature selection, so it lacks interpretability.

2) Personalized Classification:  We randomly selected different percentages of labelled 

subjects from the whole data set (i.e., 20%, 40%, 60%, and 80%) as the training set. In this 

case, L1SVM, HOFC, and SCP only use the labelled subjects to train the classifiers, while 

our method and SGC use both labelled training subjects and unlabelled test subjects to train 

the classifier. We reported the results in Fig. 3.

First, our method obtains the best performance at different settings, followed by SGC, SCP, 

HOFC, and L1SVM. For example, our method on average improves 3.55%, compared to the 

best comparison method SGC, in terms of all four evaluation metrics, on three data sets with 

80% labelled subjects for the training process. Moreover, the performance of supervised 

learning methods (e.g., L1SVM, SCP, and HOFC) in Fig. 3 is worse than their performance 

in Table II since the former used less training information, compared to the latter.

Second, all methods received worse performance when the percentage of labelled subjects 

is small. The reason is that inefficient subjects cannot guarantee to construct significant 

classifiers. However, the improvement of our method over supervised learning methods 

(e.g., L1SVM, SCP, and HOFC) with small percentages of labelled subjects, i.e., 20%, is 

larger than its improvement with large percentages of labelled subjects, e.g., 80%, since 

the former case can use more information than the latter one. The same case can be found 

in the comparison between SGC and supervised learning methods. This demonstrates the 

advantages of unlabelled data for the training process again.

3) Fusion Effectiveness: All methods first converted the matrix representation (i.e., 
either the fully-connected FCNs or the sparse FCNs) to the vector representation, which is 

further fed to traditional classifiers for disease diagnosis. The key novelty of our proposed 

method is the parameter-free multi-band fusion model using multi-band information. Hence, 

we fed the sparse FCNs produced by our method (with 80% labelled subjects and 20% 

unlabelled subjects for the training process) to the methods (e.g., L1SVM and SGC) to 

verify the effectiveness of our proposed fusion model. We did not apply our outputted FCNs 

to either HOFC or SCP due to their model limitations. We listed the results in Fig. 4.
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The performance of both L1SVM and SGC in Fig. 4 are better than their performance in 

the case with 80% labelled subjects in Table II. For example, the result of SGC in Fig. 4 on 

average improves 0.88%, 3.53%, and 1.48%, compared to the results in Table II, in terms 

of accuracy on data sets FTD, OCD, and ADNI. The result of L1SVM in Fig. 4 on average 

improves 21.19%, 16.70%, and 18.33%, respectively, compared to the results in Table II, 

in terms of all four evaluation metrics on FTD, OCD, and ADNI. The reasons are (1) Fig. 

4 used more information (i.e., 20% unlabelled subjects), compared to Table II for L1SVM; 

and (2) Fig. 4 used sparse FCNs, while Table II used fully-connected FCN. Furthermore, 

the performance of L1SVM in Fig. 4 is very similar to the performance of our method with 

80% labelled data in Table II. The reason is that L1SVM using sparse FCNs produced by 

our method is exactly our proposed functional connectivity analysis framework.

4) Feature Selection Effectiveness: In this section, we designed two kinds of 

experiments to investigate the effectiveness of the selected features by our method.

In our experiments, the 10-fold cross-validation scheme was utilized to evaluate the hyper-

parameter C of the ℓ1-SVM method by setting the values of C as a list {2−6, 2−5, …, 26}. 

Each fold reported the best value of the hyper-parameter C and the corresponding selected 

features by the ℓ1-SVM, which resulted in 10 sets of selected features after the 10-fold 

cross-validation scheme. These selected features were the most important features in each 

fold. We repeated these 10-fold cross-validation scheme 10 times with different random 

seeds and collected all the 100 sets of selected features. The frequencies of the features 

presented in the 100 sets were then summarized. We selected the features that appeared at 

least 90 times as the final set of selected features. Since the features input in the ℓ1-SVM 

were the coefficients of correlation between two brain regions, each selected feature had two 

corresponding brain regions. We summarized the frequencies of the presents of these brain 

regions in the final set of selected features. Finally, the top 10 brain regions were reported 

and visualized in our paper. As a result, our method selected 980, 593, and 702 out of 4005 

nodes, respectively, on the data sets FTD, OCD, and ADNI, while L1SVM selected 1357, 

922, and 970 nodes, respectively. In our experiments, we first applied the selected nodes 

from our method to L1SVM and SGC for disease diagnosis, and then plotted top selected 

brain regions selected by L1SVM and our method. We reported the results in Fig. 5.

The performance of both L1SVM and SGC in Fig. 5 is better than their performance in Fig. 

4 because the former used a part of the features (i.e., 980, 593, and 702 out of 4005 nodes, 

for FTD, OCD, and ADNI, respectively) while the latter used all 4005 features. This implies 

the effectiveness of feature selection in our method. Furthermore, L1SVM used the features 

selected by our method means that our method conducts the ℓ1-SVM twice. For example, 

the second feature selection only uses 1357 features, which was selected by the first feature 

selection from all 4005 features on FTD. This demonstrates that high-dimensional data may 

degrade the model performance due to the issue of the curse of dimensionality.

Based on the visualization of the top selected brain regions, many selected regions from both 

L1SVM and our method have been verified to be related to the neuro-diseases. Moreover, 

the number of selected brain regions associated with the neuro-disease with our method 

is larger than the number selected by L1SVM. This implies that our method is effective 
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for both feature selection and disease diagnosis. Specifically, first, in Fig. 6, most of the 

nodes selected by our method occur in the frontal and temporal lobes, which is consistent 

with the current neurobiological findings on FTD ([44]). However, a large portion of nodes 

identified by L1SVM located at the occipital lobe and posterior parietal lobe, which are less 

relevant to FTD ([44]). Second, our method finds the brain regions, such as orbital-frontal 

cortex, caudate, thalamus, which are included in the cortical-striato-thalamic circuits, and 

is considered as the theoretical neuro-anatomical network of OCD ([45], [46]). Third, 

Alzheimer’s disease is associated with whole brain atrophy [47], our method selected the 

brain regions throughout the whole brain while L1SVM only selected the frontal regions on 

the data set ADNI.

IV. DISCUSSION

In this section, we discuss the effectiveness of the multi-band signals, the variations of our 

proposed method with different k values, and the convergence analysis of our proposed 

Algorithm 1, using our proposed method (with 80% labelled subjects and 20% unlabelled 

subjects for the training process) to conduct personalized classification.

A. Effectiveness of Multi-Band Signals

We utilized the following steps to obtain multi-band frequency signals. First, the signals’ 

length was padded into the nearest value of 2 powers, guaranteeing the non-destructive 

wavelet decomposition [48], [49]. Therefore, the signals’ length in the data sets FTD and 

OCD was padded to 256, and the signals’ length in the data set ADNI was padded to 

128. To do this, we used the traditional zero-padding technique [50] to reduce the edge 

effect on the wavelet decomposition. Second, the Discrete Wavelet Transform (DWT) was 

performed on the padded signals to decompose them into multi-bands. In our experiments, 

we followed the traditional Mallat algorithm to decompose the signal into a subband tree 

[51], [52]. As a result, we controlled the depth of the subband tree to partition the signals 

with the frequency range from 0.01HZ to 0.08HZ into four different frequencies, i.e., [0.01, 

0.01875], [0.01875, 0.0275], [0.0275, 0.045], and [0.045, 0.08], as shown in Table III. In this 

paper, we set experiments to investigate the effectiveness of multi-band signals and reported 

the experimental results of our proposed method in Fig. 8.

Fig. 8 indicates the following conclusions. First, our proposed method with multi-band 

signals (i.e., g = 2/3/4) outperforms our method with the single frequency signals (i.e., “low” 

and “high”). This verifies that it is reasonable to take into account multi-band signals for 

the analysis of fMRI data. For example, the classification results with the setting g = 2 on 

the data set FTD on average improves 10.76% and 11.18%, compared to “low” and “high”. 

Second, different data sets require various multi-band signal decomposition. For example, 

the data set FTD achieved the best classification performance with g = 2. The data sets OCD 

and ADNI, respectively, achieved the best classification performance with g = 4 and g = 3. 

Third, with the increase of the decomposition times, the information of the signals in the 

low frequency bands is gradually diluted and the number of the frequency bands increases. 

In this manner, the fusion process is more challengeable, compared to the scenarios with 
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fewer decomposition times. The effectiveness of the proposed method is thus affected. That 

is, there exists the optimal decomposition time.

Physiologically, the unsuitable decomposition time (e.g., large values of g in this work) may 

weaken the ability to disentangle the complex neural activity [53]. For example, [53] found 

that the signal decomposition with two to four decomposition times can differentiate normal 

and pathological brain regions.

B. Effectiveness of k Values

Fig. 9 reports the classification results of our proposed method with different k values on 

three data sets. Obviously, our proposed method is insensitive to the variations of k value as 

the difference of the classification results between two different values of k on three data sets 

is small. For example, our method achieved the best classification result with the k value of 

10, 10, and 5, respectively, for the data sets FTD, OCD, and ADNI. These best classification 

results only averagely increase 2.48%, 0.79%, and 3.10%, respectively, compared to the 

worst results on the data sets FTD, OCD, and ADNI, in terms of all evaluation metrics.

C. Convergence Analysis

We experimentally analyze the convergence of Algorithm 1 in Fig. 10. Algorithm 1 

monotonically decreases the objective function values in Eq. (5) until Algorithm 1 achieves 

convergence. Moreover, Algorithm 1 only needs around ten iterations to achieve the 

convergence. Hence, our proposed Algorithm 1 is efficient.

V. CONCLUSION

In this paper, we proposed a new multi-band fusion framework for personalized disease 

diagnosis, by two sequential steps, parameter-free multi-band fusion and joint brain 

region selection & disease diagnosis. Experimental results on three real-world data sets 

demonstrated the effectiveness of our proposed framework, compared to state-of-the-art 

methods. Moreover, experimental results also verified the effectiveness of each step in our 

proposed framework.

Based on our experiments and the literature, deep learning methods (such as SGC and 

DeepLight [18]) usually achieve high classification performance by learning robust deep 

features, but these obtained deep features lack interpretability. In our future work, we 

prefer to apply our proposed fusion framework in deep learning models to achieve good 

classification performance as well as interpretability.
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Fig. 1. 
The proposed framework for functional neuroimaging biomarker identification: (1) Original 

Blood Oxygenation Level Dependent (BOLD) signals for M subjects; (2) Each signal was 

first partitioned into multi-band signals (e.g., a low frequency signal and a high frequency 

signal) using the Discrete Wavelet Transform (DWT) method and the Pearson correlation 

coefficient was then calculated on each frequency band signal to obtain the fully-connected 

Functionally Connectivity brain Networks (FCNs); (3) The proposed parameter-free multi-

band fusion model is designed to automatically learn a sparse FCN Sm (m = 1, …, M) 

by fusing multiple fully-connected FCNs for each subject, as well as to learn sparse FCNs 

for all subjects by pulling each sparse FCN to be close to its k nearest neighbors (kNNs) 

and pushing each subject to be far away from its k furthest sparse FCNs (kFSs); (4) A 

data matrix X is obtained by extracting the upper triangle part of Sm; (5) The ℒ1-SVM 

is employed to jointly construct feature selection (i.e., the connection between two brain 

regions) and the classification task (i.e., disease diagnosis).
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Fig. 2. 
Visualization of correlation analysis of a signal from the data set FTD with different 

frequency bands, i.e., the original signal, the low frequency band signal, the high frequency 

band signal, and the multi-band signal, from left to right.
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Fig. 3. 
Classification results (mean ± standard deviation) of personalized classification on FTD 

(upper row), OCD (middle row), and ADNI (bottom row).
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Fig. 4. 
Classification results of the comparison methods using the FCNs outputted by our method.
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Fig. 5. 
Classification results of L1SVM and SGC using the features selected by our method.
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Fig. 6. 
Visualization of top selected brain regions selected and the connected regions by L1SVM 

(left column) and our method (right column) on FTD (top row), OCD (middle row), and 

ADNI (bottom row).
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Fig. 7. 
Visualization of top selected brain regions selected by L1SVM (left column) and our method 

(right column) on FTD (top row), OCD (middle row), and ADNI (bottom row).
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Fig. 8. 
Classification results (mean ± standard deviation) of our proposed method with different 

frequency bands on three data sets, where “low” and “high”, respectively, indicate the single 

frequency band with the range as [0.01 HZ, 0.04HZ] and [0.04HZ, 0.08HZ]. In particular, 

“Proposed” is actually the case of g = 2.
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Fig. 9. 
Classification results (mean ± standard deviation) of our proposed method with different 

values of k on three data sets.
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Fig. 10. 
Convergence analysis of our proposed Algorithm 1 at different iterations on three data sets.
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