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Policy Points:

® Electronic health records (EHRs) are subject to the implicit bias of their
designers, which risks perpetuating and amplifying that bias over time
and across users.

® [fleft unchecked, the bias in the design of EHRs and the subsequent bias
in EHR information will lead to disparities in clinical, organizational,
and policy outcomes.

® Electronic health records can instead be designed to challenge the im-
plicit bias of their users, but that is unlikely to happen unless incen-
tivized through innovative policy.

Context: Health care delivery is now inextricably linked to the use of electronic
health records (EHRs), which exert considerable influence over providers, pa-
tients, and organizations.

Methods: This article offers a conceptual model showing how the design and
subsequent use of EHRs can be subject to bias and can either encode and per-
petuate systemic racism or be used to challenge it. Using structuration theory,
the model demonstrates how a social structure, like an EHR, creates a cyclical
relationship between the environment and people, either advancing or under-
mining important social values.

Findings: The model illustrates how the implicit bias of individuals, both de-
velopers and end-user clinical providers, influence the platform and its associ-
ated information. Biased information can then lead to inequitable outcomes in
clinical care, organizational decisions, and public policy. The biased information

The Milbank Quarterly, Vol. 100, No. 1, 2022 (pp. 134-150)
© 2021 Milbank Memorial Fund

134



Electronic Health Records as Biased Tools or Tools Against Bias 135

also influences subsequent users, amplifying their own implicit biases and po-
tentially compounding the level of bias in the information itself. The conceptual
model is used to explain how this concern is fundamentally a matter of quality.
Relying on the Donabedian model, it explains how elements of the EHR design
(structure), use (process), and the ends for which it is used (outcome) can first
be used to evaluate where bias may become embedded in the system itself, but
then also identify opportunities to resist and actively challenge bias.

Conclusions: Our conceptual model may be able to redefine and improve the
value of technology to health by modifying EHRs to support more equitable
data that can be used for better patient care and public policy. For EHRs to do
this, further work is needed to develop measures that assess bias in structure,
process, and outcome, as well as policies to persuade vendors and health systems
to prioritize systemic equity as a core goal of EHRs.

HE SIGNIFICANT AND PERSISTENT EVIDENCE OF HEALTH

disparities—in access,! experience,” and outcomes’—has ex-

panded the focus of concern beyond the disparities themselves to
include those aspects of systemic racism that create and sustain them.*>
A term first used in 1967,% institutional or systemic racism refers to poli-
cies, practices, or social structures that place one group at a disadvantage
to another group.” The racial justice movements of the past years® and
the COVID-related disparities in hospitalizations and mortality” have
sharpened this focus on the systemic nature of racism in social institu-
tions and have accelerated conversations about solutions to this insidious
problem.

Until recently, the explicit analysis of systemic racism in health care
has been far less common than the study of patient- and provider-related
factors.»!% A notable exception is the visibility of technology and data
science in this emergent space. An increasing number of scholars have
raised the alarm on artificial intelligence and machine learning tech-
niques, in which developers of algorithms inadvertently hardwire racial
or another bias into the technology itself, which then reinforces that
bias.!'"' This is a prime example of the interaction between individual
factors and systemic factors leading to health disparities because it il-
lustrates how implicit bias can become embedded in social structures—
such as technology, policies, or environments—and therefore contribute
to institutional or systemic racism.

This article offers a conceptual model for the design and use of
electronic health records (EHRSs) as another area of health care that is
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vulnerable to the forces of racism and therefore a potential contributor
to health disparities. The conceptual model also provides ways to think
about how EHRs can be used as tools to advance health equity.

The connection between EHRs and health disparities is fundamen-
tally about EHRS’ relationship with health care quality. A model of qual-
ity in health care developed by Avedis Donabedian suggests that we con-
sider quality through the lenses of structure, process, and outcome.'>!
Structure refers to the factors affecting the context of care delivery, in-
cluding the physical and organizational characteristics of where health
care is delivered. In relation to this model, structure is the EHR plat-
form itself. Process refers to the use of EHRs that supports the delivery
of care. For our model, this means recording EHR information and sub-
sequently adding to, amending, or using that information for clinical
care or other purposes. Ouzcome refers to the effects of all actions, like the
effects that the use of that information has on patients, organizations,
and communities. This framework for the quality of care has been used
in numerous settings to demonstrate the relationship between quality

and other key domains in health care, such as access and cost.'’""?

EHRs as Sociotechnical Systems Vulnerable to
Systemic Racism

Structuration theory helps explain the relationship between systems and
the people associated with them.?**! Structuration suggests that both
structures (e.g., policies, built environments, social norms) and agents
(people) are responsible for the creation and reproduction of the social en-
vironment (e.g., language, power, technology) that shapes our lives.*!*?
This theory proposes a feedback mechanism in which the agent influ-
ences the structure and the structure influences the agent, with ongoing,
subtle reinforcement between the two. This feedback mechanism can ei-
ther advance important social values or undermine them. Structuration
theory helps us better understand how the values we may not be fully
aware of or supportive of can become embedded in social structures. This
occurs when subconscious values influence decisions.

EHRs are an example of how values are reproduced, often unknow-
ingly, through sociotechnical structures. EHRs serve many administra-
tive and clinical needs, including capturing data for compliance needs
and patient billing. The question is how to balance and prioritize the
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many goals that EHRs are meant to help achieve. If one goal, such as
billing, is predominant, then revenue generation will drive the struc-
ture, use, and outcomes associated with the EHR. The system itself in-
dicates to its users what its highest value is; the users are thus habituated
to adopt that value as their own. When enough users are habituated to
that value, decisions are made to further embed that value in the system.
This cycle can be either virtuous or vicious, depending on whether the
balance and prioritization of goals align with our most important social
values.

Previous research has found that virtuous cycles are possible, includ-
ing how they relate to bias and diversity. Building a critical mass of
underrepresented individuals, whether in a student body or a workforce,
is one of those tipping points of creating a system that positively rein-
forces itself.” In addition, a longitudinal study showed that social per-
formance issues concerning employees and customers prompted greater
board diversity within the same firm, which led to greater diversity in
management practices, which then became part of an ongoing virtuous
cycle.?® Technology, like other social systems, could benefit from being
viewed in this same manner, in which the system itself is redesigned to
offer positive reinforcement for a desirable social value, like equity.

In design, in everyday patterns of use, and in the resulting data ware-
houses used for research and operational decision making, EHRs are not
value-neutral platforms. Given what is known about the power of sys-
temic racism and the influence of EHRs in health care, we must ask
whether or not EHRs are advancing our most important social values.
In order to better understand this relationship and to develop effective
strategies to monitor the ways in which the structure and processes of
EHRs might perpetuate or mitigate health disparities, we propose a con-
ceptual model. We then use this model to consider theoretical implica-
tions and to suggest how scholars and practitioners can think of EHRs as
a tool to promote equity alongside existing goals of quality, safety, and
efficiency.

A Conceptual Model

A conceptual model (see Figure 1) offers a shared starting point to in-
terrogate the relationship between different parts of a single system. As
health care and other social systems devote more attention to systemic
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Figure 1. Conceptual Model of How Bias Influences the Structure of,
Processes of, and Outcomes Related to Electronic Health Records
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racism, accurate conceptual models will help identify the most impor-
tant elements of a complex system, as well as help design effective inter-
ventions.

Structure

The first point at which EHRs are vulnerable to bias is in the structure of
the platform itself (see Table 1). A platform designer chooses which data
fields and drop-down options to include and how to prioritize the dis-
play of information in the most often used parts of the record’s interface.
These choices may rely on an original design process or on prewritten
code adopted from libraries, either of which is subject to bias. These de-
cisions may not be entirely intentional or based on evidence. Implicit
bias might influence how important a platform designer considers fields
related to race, sexual orientation, or gender. Even when data fields are
included, the language used in a drop-down menu or the order in which
options occur all are choices a human must make and are therefore vul-
nerable to implicit bias. As another example, in design and in the end
user’s customization of vendor products, decisions such as where to place
information about social and environmental health risk factors (e.g., food
or housing insecurity) is in part a reflection of this information’s antici-
pated relevance and value.
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Although the structure of EHRs can be vulnerable to bias, they can
also be designed to resist and actively challenge bias. Just as the absence
of certain data fields can reflect the bias that certain data are less valuable
to clinicians or organizations, the presence of data fields can indicate the
opposite. The ability to select multiple options for race/ethnicity from
a menu represents structural platform features that inform the meaning
and interpretation of race/ethnicity. Or perhaps placing a module for the
social determinants of health in a prominent location or converting it
from free-text entry to structured data fields can utilize the structure of
the EHR platform to influence how users will subsequently think about
the value of that information. Ideally, the platform’s structure would be
designed with our most important social values, including quality and
equity, at its center. This will only occur, however, if those responsible
for platform design are informed of this goal, are given ways to achieve
the goal, and are held accountable for them in the same way they are held
accountable for other goals. This requires a design and implementation
workforce who have diverse backgrounds and are allowed to reimagine
the platform from a new perspective.

Process

Providers’ use of the EHR, by adding, amending, or using its data, is
another way in which the system is vulnerable to bias. All EHR users
have an implicit bias that they bring to their interactions with the plat-
form. By itself, that bias can shape the quality of information recorded
in the EHR (see Table 1). For example, it might influence whether and
how robustly one records a complete medical history or a reconciliation
of medications. Or it may influence the kind of language used in patient
notes, such as whether a patient is characterized as a “frequent flier”*
or a mother is described as “concerned” or “aggressive.” Any platform-
generated bias, as described in the preceding paragraph, will only am-
plify the user’s existing bias and therefore lead to additional bias in the
information. By not seeing certain data fields or seeing fields organized
in certain ways, such bias subtly communicates to the clinician the im-
portance or unimportance of such information, which shapes the clini-
cian’s own cognition and how he or she then navigates and documents
the encounter. This structure-generated, possibly user-amplified bias is
invisibly embedded in the quality of information available to subsequent
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providers who use the record to shape their interaction(s) with patients.
Any subsequent users (also with their own biases) will interact unknow-
ingly with the biased information in the EHR. If some patients have
high-quality data and other patients have low-quality data, any subse-
quent clinicians will be able to offer higher-quality recommendations
for some patients than for others. This is where the cyclical nature of
influence between structure and agent can take hold.

Although providers remain the primary users of EHRs, patients and
caregivers are an increasingly important group when considering the
design and use of a platform and its data. Although they cannot add
or amend the data, they do consume and act on it. Therefore, these in-
dividuals, too, can interact with a biased structure and adopt elements
of that bias. For example, if essential caregivers do not see their rela-
tionship with the patient noted anywhere in a record, the caregivers
themselves may begin to adopt this perspective and minimize their im-
portance to the patient’s care. Or if patients do not see their race, gen-
der, or other important elements of personal identity accurately repre-
sented, they may dismiss the importance or accuracy of other essential
information that would benefit from their review. Patients or caregivers
encountering stigmatizing language or labels may increase self-stigma
or decrease self-efficacy. In these and other ways, the cyclical nature of
structure and agent involves not only clinical providers but also all who
engage with the platform. If one group of people encounters these sit-
uations more often than another group does, disparate outcomes across
populations of patients can result.

Processes can also be designed to challenge users’ implicit bias. We
can study the places where the implicit bias of users is most often found
in the process and then build structures that challenge that bias. Al-
though significant resources have been devoted to decision support tools

promoting quality, safety, and efficiency,?®?’

we have yet to see similar
efforts in the area of equity. For example, if the language of free-text notes
are found to contain negative language more often in regard to certain
patient groups, natural language-processing tools can be used to detect
certain words in unstructured notes known to be associated with bias to-
ward those groups. We can then ask providers whether they really want
to use that particular phrase. Or if we know that certain groups of pa-
tients are more likely than others to have incomplete medical histories,
we can design alerts that signal when data are unexpectedly incomplete.
These modifications to the process itself add behavioral and cognitive
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nudges specifically designed to challenge a bias of which providers may
be unaware.

Outcome

The structures and processes ultimately lead to biased EHR data that
produce biased outcomes: in clinical care, in organizational operations,
and in public policy (see Table 1). This occurs because biased data are
used in developing tools for decision support or are used directly for
such decisions. Clinicians or organizational leaders may use data directly
from EHRs to make any number of decisions about patient care or orga-
nizational priorities without employing intermediary tools. Sometimes,
however, tools such as machine learning or clinical decision supports
within EHRs are developed or trained using biased data, thereby lead-
ing to biased outcomes in any area that relies on such tools.

First and foremost, EHR data are used for the clinical care of patients.
If some patients have high-quality data and other patients have low-
quality data from earlier encounters, any subsequent clinicians will be
able to make higher-quality recommendations for some patients than
for others. Disparities in care are often attributed to implicit bias in
the direct provision of care?® and a history of well-deserved mistrust
of health care organizations.””*® In addition to these factors, the bias
embedded in EHRs may exacerbate disparities in care or may cause such
disparities even when other factors are mitigated. Therefore, the bias
of designers and the bias of users along the entire chain of information
generation must be considered in order to reduce disparities in patient
care. The ways in which information is propagated for subsequent use
means that even clinicians who have done the hard work of confronting
their implicit biases are unknowingly working with biased data.

Because patients and their caregivers also access information from
EHRs, medical providers are not the only stakeholders who risk falling
victim to their biased data. Individuals who are unable to access data
from patient portals in their native language experience obvious dis-
advantages. Yet even those for whom language fluency is not a concern
may be able to ask less informed questions when they are presented with
less accurate data. Or patients who read notes with providers’ biased
language may begin to internalize the bias themselves. In the end, the
pathway from biased patient information, which is then consumed by
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the patient and/or caregivers, leads to disparate health outcomes across
patient groups.

EHR data are also used by health care organizations—providers, clin-
ical researchers, insurers, pharmaceutical companies, and medical device
companies—to make decisions with broad-reaching implications. For
example, acute care hospitals build predictive models for patients’ dis-
charge based on historical EHR data. The use of biased data to train new
tools and decision supports implants problematic assumptions. These
tools can then be commercialized or shared through open-source plat-
forms for broad implementation and become part of a biased system
design in other settings. The widespread use of these tools can lead to
wrong or obscured conclusions, which almost always disfavor minority
populations. EHR data are often used to determine the effectiveness of or
complications related to medications and providers, and insurers also of-
ten use these data to risk stratify patients. If these data are less complete
or less accurate for one patient than for another, the decisions derived
from those data will accordingly be less accurate for one group than the
other.

Finally, although less common than the first two outcomes, EHR data
can also be used to shape community-level decisions, including public
policy. Similar risks of biases in organizational decisions, such as the de-
velopment of predictive models and their applications to biased data,
also exist for those creating policy. Risk adjustment policies, for exam-
ple, increasingly use EHR-encounter information to supplement tradi-
tional approaches with claims data.’! The policy goal is to ensure that
providers are not unfairly punished for caring for more complex patients,
but incomplete data (e.g., the absence of social risk factor information)
may prevent accurate estimates of panel complexity, thus biasing risk
adjustment against providers who care for those patients. As health sys-
tems adopt strategies further informed by population health, it is possi-
ble that public policy covering areas like resource allocation, workforce
training, and social determinants of health could be based on biased data
and therefore lead to underinvestment in certain communities.

To enable EHRs to become structures advancing equity rather than
being structurally biased, we must create new measures for assessing
EHR data and any data-derived decisions. This requires building on
a knowledge of information quality. More specifically, it requires an-
alyzing the variance in the quality of key demographic groups. This
effort means the development of new quality measures, or at least new



Electronic Health Records as Biased Tools or Tools Against Bias 145

applications of existing measures, that take into account the difference
between variance that is clinically appropriate and that which could
be a signal for bias. For structured data, these measures might include
accuracy, timeliness, or completeness of data (see Table 1). For unstruc-
tured data, these measures might be the tone of the language used or
the richness of a narrative in patients’ notes. Establishing equality in
data quality is part of establishing that decisions using such data are
unlikely to be biased against some groups over others.

Discussion

Health care providers are rightly concerned about the disparities that
persist along racial/ethnic or other important demographic lines. Our
model suggests that the sociotechnical environment of health care cre-
ated by EHRs may help create such disparities and embed them in the
structures of care. It is not just that the information itself can be biased.
It is that bias is embedded and reproduced through an entire chain of
events from platform design to data analysis. In order to address dispar-
ities in care, the system will not only have to confront the implicit bias
of its users but will also have to evaluate the impersonal structures that
have unknowingly encoded racism, classism, and other forms of discrim-
ination in the unobserved influences in our work.

Although the primary approach to explaining this conceptual model
has focused on the ways in which bias can lead to disparities, structura-
tion theory has also been used to show how the structures creating vi-
cious cycles can instead be redesigned to create virtuous cycles.’? In other
words, if EHRs are able to reinforce bias and contribute to health dispar-
ities, they also are able to challenge bias and become vehicles for health
equity. This requires developing methods for assessing bias in the plat-
form (structure), use (process), and information (outcomes) associated
with this technology. It also requires developing interventions at vari-
ous places in the conceptual model where bias can be challenged. Earlier
we described several possibilities. These added features and processes
could help ensure that the technology itself not only avoids embedding
systemic bias but also actively challenges the bias of its user.

EHRs have rapidly become dominant in US health care. In fact,
many physicians spend five to six hours per day interacting directly
with EHRs,”®> documenting and analyzing patient records to inform
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care decisions. Subsequently, the information in EHRSs is read, shared,
and acted on through direct cognitive processing, automated decision
supports, and analysis of EHR -enabled clinical data warehouses. The ex-
isting literature exploring ethics and EHRs focuses on issues of privacy®*
or differences in patient access to EHR portals.”> Our study raises addi-
tional ethical concerns and illustrates why we should be concerned with
the environment co-created by EHR systems and their users. The idea of
co-creation is found in sociotechnical theory and is frequently applied to
the field of EHRs and other health technologies.***® It is most common
to use this theory to describe what is occurring in the relationship be-
tween people and technology. It is less common to ask the related ethical
question of whether what is occurring is advancing personal or social
values, such as fairness. This is essentially the same movement that has
turned attention to racism at the structural level of society, where the
system that was once understood to be impersonal is more often seen as
deeply connected to the values of those who shape them over time.

Conclusions

Racism and its effects are embedded in our social systems, including our
technology. Organizations delivering health care must therefore pursue
an agenda that actively reverses this reality. The design of EHRs is typi-
cally oriented toward lowering costs or avoiding medical errors.”” Much
of the current technological and policy concerns have concentrated on
important issues such as interoperability, but the next generation of pol-
icy proposals should include the detection and remediation of structural
bias, not just in algorithms but also in the design and use of the EHR
platform itself. One important step toward this goal is currently be-
ing discussed by members of the US House and Senate, where concerns
about inequities raise the need to encourage standard ways of recording
race/ethnicity and socioeconomic status.’’ This type of data standard-
ization is essential to any subsequent determination of bias along these
lines.

We propose that rather than falling victim to the bias of their de-
signers and users, EHRs be designed to challenge racial and social class
bias. In order for this to occur, everyone involved in the process of de-
sign and use must be given the tools to evaluate their work through
the lens of equity. This includes, but is not limited to, vendors, those
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implementing systems, clinicians, researchers, and policymakers. It also
means that patients, caregivers, and clinicians be given ways to inves-
tigate and challenge what may be taking place with their data. This is
not simply a matter of individual awareness-raising, as important as that
is. It also requires building systems that are attentive to and responsive
to this goal. This conceptual model has the potential to redefine and
improve the value of technology to health care by helping identify im-
portant modifications to EHR design and usage practices that support
safe, high-quality, and equitable health care decision making for patients
and populations.

Ultimately, this conceptual model raises awareness of both the pitfalls
and the potential for technology-enabled health care delivery. Technol-
ogy will not automatically become part of the solution related to health
equity. Rather, it will take a great deal of intention. This requires a
method to assess the design of EHRs through the lens of bias. It re-
quires expanding our definition of quality to explicitly include equity
and to develop broadly accepted measures to assess whether data are un-
biased. It may mean enacting new policies that encourage or require the
kinds of modifications that assess and address issues of health equity.
In the end, we consider this conceptual model as a living framework to
grow and adapt as technology and our understanding of the EHR as a
sociotechnical structure continue to advance.
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