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SUMMARY

Neocortical circuits consist of stereotypical motifs that must self-assemble during development. 

Recent evidence suggests that the subtype identity of both excitatory projection neurons (PNs) 

and inhibitory interneurons (INs) is important for this process. We knocked out the transcription 

factor Satb2 in PNs to induce those of the intratelencephalic (IT) type to adopt a pyramidal 

tract (PT)-type identity. Loss of IT-type PNs selectively disrupted the lamination and circuit 

integration of INs derived from the caudal ganglionic eminence (CGE). Strikingly, reprogrammed 

PNs demonstrated reduced synaptic targeting of CGE-derived INs relative to controls. In control 

mice, IT-type PNs targeted neighboring CGE INs, while PT-type PNs did not in deep layers, 

confirming this lineage-dependent motif. Finally, single-cell RNA sequencing revealed that major 

CGE IN subtypes were conserved after loss of IT PNs, but with differential transcription of 

synaptic proteins and signaling molecules. Thus, IT-type PNs influence CGE-derived INs in a 

non-cell-autonomous manner during cortical development.

In Brief

*Correspondence: mcbainc@mail.nih.gov.
AUTHOR CONTRIBUTIONS
Conceptualization, J.C.W. and C.J.M.; Methodology, J.C.W., V.M., C.R., D.C., S.H., X.Y., and T.J.P.; Investigation, J.C.W., V.M., 
C.R., and Y.Z.; Software, J.C.W., C.R., and S.V.; Formal Analysis, J.C.W., V.M., C.R., and D.C.; Resources, D.M. and T.J.P.; Writing 
– Original Draft, J.C.W. and C.J.M.; Writing – Review and Editing, J.C.W., C.J.M., V.M., C.R., and T.J.P.; Funding Acquisition, 
C.J.M. and J.C.W.; Supervision, C.J.M. and T.J.P.

SUPPLEMENTAL INFORMATION
Supplemental Information can be found online at https://doi.org/10.1016/j.neuron.2019.03.036.

DECLARATION OF INTERESTS
The authors declare no competing interests.

HHS Public Access
Author manuscript
Neuron. Author manuscript; available in PMC 2022 March 30.

Published in final edited form as:
Neuron. 2019 June 05; 102(5): 960–975.e6. doi:10.1016/j.neuron.2019.03.036.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Neocortical circuits are comprised of intermingled excitatory projection neuron and inhibitory 

interneuron subtypes. Wester et al. show that fate-switching corticocortical projection neurons to a 

subcerebral type selectively influences the lamination, circuit integration, and gene transcription of 

CGE-derived interneurons.

INTRODUCTION

Neocortical circuits, for all their complexity, demonstrate a stereotypical organization across 

regions, with many repeated motifs (Harris and Shepherd, 2015). This suggests there may 

be general principles that guide the self-assembly of these circuits during development. A 

particularly interesting problem for the developing cortex is how to integrate inhibitory 

interneurons (INs), which are produced by progenitors outside the telencephalon, into 

circuits among locally generated excitatory projection neurons(PNs) (Bartolini et al., 2013; 

Kepecs and Fishell, 2014; Lodato and Arlotta, 2015; Pelkey et al., 2017). Upon reaching 

the nascent cortex, INs must coordinate with their new host environment to establish proper 

positioning, wiring, and total numbers. There is accumulating evidence this process involves 

subtype-specific interactions between INs and neighboring PNs (Lodato et al., 2011a; 

Miyoshi and Fishell, 2011; Pla et al., 2006; Priya et al., 2018; Vogt et al., 2014; Ye et 

al., 2015). This is daunting given the large diversity among INs; however, it is possible these 

interactions are organized within primary classes of PNs and INs.

In the cortex, both PNs and INs can be parsed into generally non-overlapping subgroups 

with matched laminar distributions. PNs are classified according to their efferent targets: 

intratelencephalic (IT) type project to other cortical areas and the striatum, pyramidal tract 

(PT) type project to the thalamus, midbrain, brainstem, and spinal cord, and corticothalamic 

(CT) type project to ipsilateral thalamic nuclei (Harris and Shepherd, 2015). Importantly, 

while IT-type PNs are found throughout the cortical depth, PT-type PNs are restricted to 

layer 5, and CT-type PNs to layer 6. INs can also be segregated into major groups, based on 

their embryonic lineage from progenitors of either the medial or caudal ganglionic eminence 

(MGE or CGE) (Pelkey et al., 2017; Rudy et al., 2011; Tremblay et al., 2016). MGE-derived 

INs include fast-spiking parvalbumin (PV)-expressing basket and axo-axonic cells, and 

somatostatin (SST)-expressing cells, which target dendrites. Cortical CGE-derived INs are 

principally represented by reelin-expressing neurogliaform cells and vasoactive intestinal 

peptide (VIP)-expressing cells that target other INs. Similar to PNs, CGE- and MGE-derived 

INs are differentially biased in their laminar distributions, toward superficial layers 1–3 and 

deep layer 5, respectively (Miyoshi et al., 2007, 2010). However, in contrast to PNs, they are 

initially unsorted throughout the cortical depth and only acquire their final laminar positions 

over the course of the first postnatal week (Miyoshi and Fishell, 2011).

These correlations in laminar profile, coupled with the delayed sorting of INs relative to 

PNs, suggest preferential interactions between major classes of these cell types. Indeed, 

PT-type PNs appear to selectively influence the circuit integration and lamination of MGE-

derived INs. In layer 5, PV+ INs preferentially target PT-type PNs, and SST+ Martinoti cells 

preferentially mediate disynaptic inhibition among PT-type PNs relative to IT type (Le Bé 

et al., 2007; Lee et al., 2014; Morishima et al., 2017; Silberberg and Markram, 2007; Wu 
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et al., 2016). Furthermore, manipulating master regulator transcription factors to fate-switch 

PN subtypes has shown that converting PNs from IT-to-PT attracts PV+ axon terminals (Ye 

et al., 2015), while converting them from PT-to-IT disrupts the lamination of both PV+ 

and SST+ INs away from layer 5 (Lodato et al., 2011a). Cortical circuit motifs involving 

CGE-derived INs and PNs are far less well understood, and synaptic connections from 

local PNs to VIP INs have only recently been described (Karnani et al., 2016). However, 

such circuits are essential to normal function, as compromising glutamatergic synaptic 

input onto VIP+ INs disrupts cortical state transitions and the receptive field properties 

of PNs in visual cortex (Batista-Brito et al., 2017). Because CGE-derived INs are biased 

to superficial layers, where all PNs are of the IT type, we hypothesized that these INs 

may be selectively influenced by IT-type PNs during development and form preferential 

microcircuits with these PNs relative to PT-type. Here, we show that IT- but not PT-type 

PNs target CGE-derived INs of all subtypes throughout the cortical depth. Furthermore, 

fate-switching PNs from IT to PT identity by conditional knockout of the transcription 

factor Satb2 disrupts this circuit motif and results in the mislamination of CGE- but not 

MGE-derived IN subtypes. Finally, loss of IT-type PNs alters the transcription of several 

synaptic proteins and adhesion molecules in cardinal CGE-derived IN classes.

RESULTS

To study the influence of IT-type PNs on IN migration and circuit development, we used 

a strategy initially described by Srinivasan et al. (2012) to conditionally knockout (cKO) 

the transcription factor Satb2 from PNs during embryogenesis, which disrupts their subtype 

specification. Mice carrying a Satb2 allele with loxP sites flanking exons 4 and 5 (Leone 

et al., 2015; Srinivasan et al., 2012) were crossed to the Emx1IRES-Cre line (Gorski et al., 

2002), which results in expression of non-functional Satb2 protein in PNs as they become 

postmitotic (Britanova et al., 2008). On this genetic background, we further crossed the 

5HT3A-GFP mouse line, which labels INs derived primarily from the CGE, as well as a 

subset of neurogliaform cells from the preoptic area (Chittajallu et al., 2013; Lee et al., 

2010; Niquille et al., 2018; Vucurovic et al., 2010) (Figure 1A). Because graded expression 

of Satb2 may influence PN identity (Harb et al., 2016; McKenna et al., 2015), control 

mice in this study completely lacked Cre-recombinase, loxP sites, or both. Furthermore, for 

consistency, all experiments were performed in primary visual cortex (V1).

As expected, loss of Satb2 disrupted IT-type PN specification, leading to loss of axon-

targeting across the corpus callosum and ectopic expression of deep-layer PT-type markers 

in superficial layers, such as the transcription factor Ctip2 and molecular marker CRYM 

(Arlotta et al., 2005; Chen et al., 2008; Rouaux and Arlotta, 2013) (Figures 1B and 1C). 

Earlier work using a global Satb2 KO model showed reduced cortical plate thickness during 

late embryogenesis (Alcamo et al., 2008). In the conditional KO, reduced cortical thickness 

persisted into postnatal development and coincided with an increase in the thickness of layer 

1 (Figure 1D). Thus, we do not attempt a one-to-one mapping of cortical layers between 

control and mutant mice but consider the upper half of the cortex to be superficial.
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Loss of Satb2 Reprograms IT-Type Projection Neurons in a Heterogeneous Manner

In the superficial cortex, where all PNs are of the IT type under control conditions, PNs 

lacking Satb2 demonstrated reprogrammed electrophysiological properties characteristic of 

deep-layer PT-type, including lower input resistance, greater voltage sag, and depolarized 

resting membrane potential relative to controls (Figures 1E and 1F) (Brown and Hestrin, 

2009; Dembrow et al., 2010; Hattox and Nelson, 2007; Morishima and Kawaguchi, 2006; 

Yamamuro et al., 2017). Interestingly, half of these mutant PNs (16/29 cells) also exhibited 

a depolarizing afterpotential (DAP) following action potentials and initial doublet spiking, 

additional PT-type characteristics (Harb et al., 2016; Hattox and Nelson, 2007; Yamamuro et 

al., 2017) (Figures 1G–1I). While all mutant PNs exhibited comparable changes in voltage 

sag and resting membrane potential, those lacking DAPs had higher input resistances, which 

were not different from controls (Figures 1J–1L). These data are consistent with Ye et al. 

(2015), who reprogrammed superficial layer PNs by overexpressing Fezf2. They observed 

comparable electrophysiological changes in mutant PNs but also found that some retained 

properties similar to controls and were considered “non-reprogrammed” (Ye et al., 2015). 

Together, our data suggest heterogeneity among superficial PNs regarding their regulation 

by Satb2, regardless of being generally of the IT type.

Loss of IT-Type Projection Neurons Selectively Disrupts the Lamination of CGE-Derived 
Interneurons

To investigate how loss of IT-type PNs impacts neighboring INs, we first asked whether this 

mutation affects their lamination, parsing INs broadly based on their embryonic origin from 

the MGE or CGE (Pelkey et al., 2017; Rudy et al., 2011). As shown previously, CGE INs 

in control mice were strongly biased toward superficial layers (Lee et al., 2010; Miyoshi et 

al., 2010; Vucurovic et al., 2010); however, this lamination pattern was strikingly disrupted 

in PN Satb2 KOs (Figures 2A and S1B). To quantify these data, we calculated a normalized 

position value for each cell body relative to the dorsal and white matter surfaces (Figure 

S1A) and plotted histograms of their laminar distributions (Figure 2B). As a population, 

CGE INs were redistributed in mutants from superficial to deep halves of cortex relative to 

controls (control versus mutant: superficial, 80% versus 63%; deep, 20% versus 37%; p < 

0.01, χ2 test.) (Figures 2B and 2C). Importantly, this shift was due to loss of IT-type PNs, 

per se, rather than because of changes in cortical structure observed in Satb2 conditional 

mutants: as a separate control, we observed that CGE INs laminate normally in a mouse 

model of cortical malformation and disorganization, type I lissencephaly (Fleck et al., 2000) 

(Figure S1F).

We next asked how loss of IT-type PNs affects the lamination of MGE-derived INs by 

performing immunohistochemistry (IHC) for PV and SST (Miyoshi et al., 2010; Nery 

et al., 2002; Rudy et al., 2011; Xu et al., 2004) (Figures S1C–S1E). Because a subset 

of 5HT3A-GFP+ INs also express SST (Chittajallu et al., 2013; Lee et al., 2010), we 

counted SST+/GFP− INs as representing MGE-derived SST+ cells; there was no difference 

in the overlap of SST and GFP between control and mutant mice (Figure 2J). Importantly, 

PV+ and SST+/GFP− INs maintained laminar distributions with a deep-layer bias that 

resembled controls after loss of IT-type PNs (Figures 2D–2I). In control mice, both PV+ 

and SST+/GFP− INs reached a stereotypical peak at just below 50% of the cortical depth 
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that was absent in mutants, likely accounting for their slight shift toward white matter in the 

deep half of cortex (Figures 2E and 2H). However, their percentages in the superficial and 

deep halves of the cortex were not significantly different between control and mutant mice 

(Figures 2F and 2I) (control versus mutant: PV+ superficial, 36% versus 29%; deep, 64% 

versus 71%; p = 0.29, χ2 test. SST+/GFP− superficial, 36% versus 30%; deep, 64% versus 

70%; p = 0.37, χ2 test). Our data provide an important complement to those of Lodato et 

al. (2011a), who reprogrammed PT-type PNs to an IT type by KO of the transcription factor 

Fezf2. This converse mutation resulted in the accumulation of MGE-derived PV+ and SST+ 

INs in superficial layers at the expense of deep. Together, our data strongly suggest that 

PNs influence the lamination of INs dependent on both their own projection type and the 

embryonic lineage of the INs.

Finally, the densities of all three IN groups were not different between mutant and control 

mice (Figure 2K). Thus, despite the radical change in PN subtype composition, postnatal 

mechanisms that regulate the final number of INs proceeded largely normally (López-

Bendito et al., 2004; Priya et al., 2018; Southwell et al., 2012; Tricoire et al., 2011; Verney et 

al., 2000; Wong et al., 2018).

Disrupted Lamination of CGE-Derived INs Is Attributable to VIP+ but Not reelin+ Subtypes

In neocortex CGE INs can be generally segregated into two non-overlapping groups based 

on differential expression of VIP and reelin (lacking SST) (Wamsley and Fishell, 2017). 

Thus, we performed co-immunostaining for these markers to investigate effects of PN 

Satb2 KO on these two CGE-derived subsets. Because overlap between the 5HT3A-GFP 

signal and SST staining was comparably low between controls and mutants (Figure 2J), we 

considered reelin+/GFP+ cells to be CGE-derived (i.e., SST−).

The lamination of VIP+ INs in both controls and mutants was reflective of the general 

5HT3A-GFP+ population, with a bias toward superficial layers that was disrupted in 

mutants: there was a significantly lower percentage of VIP+ INs in the superficial half of the 

cortex, and significantly higher in the deep half, relative to controls (control versus mutant: 

superficial, 82% versus 67%; deep, 18% versus 33%; p < 0.02, χ2 test) (Figures 3A and 3B). 

Furthermore, there was no difference in the density of VIP+ INs in control versus mutant 

mice, also consistent with our observation for 5HT3A-GFP+ INs as a group (Figure 3C). In 

contrast, reelin+/GFP+ INs were not redistributed to deep layers and remained concentrated 

in or near layer 1 (Figures 3D and 3E). The small difference between the distributions 

of control and mutant mice (Figure 3E) is largely attributable to the increase in layer 1 

thickness in mutants (Figure 1D). There was a small but significant increase in the overall 

density of reelin+/GFP+ INs in mutants (Figure 3F), potentially due to the expansion of layer 

1, or related to data presented in the next section. Finally, VIP and reelin expression among 

5HT3A-GFP+ INs remained non-overlapping (Figures 3J and S2A–S2D); thus, the global 

loss of IT-type PNs did not alter the differential expression of these molecular markers.

An Aberrant Population of CCK+ INs Is Observed after Loss of IT-Type PNs

Although VIP+ and reelin+/SST− subsets account for a majority of neocortical CGE-derived 

INs (Miyoshi et al., 2010), additional markers can further specify subtypes, such as the 
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neuropeptide cholecystokinin (CCK). In cortex, these INs include small basket and bi-tufted 

cells that co-express VIP, and large basket cells that do not (Gonchar et al., 2008; Karube 

et al., 2004; Kawaguchi and Kubota, 1997; Kubota, 2014; Kubota et al., 2011; Wang et al., 

2002). In control mice, we observed a small number of CCK+/GFP+ INs primarily restricted 

to two bands: one in the superficial cortex and the other deep near the white matter (Figures 

3G and S2E). In stark contrast, CCK+/GFP+ INs in mutants were scattered throughout the 

cortical depth, with a striking increase in their density relative to controls (Figures 3G–3I 

and S2G). Costaining for reelin revealed a significant increase in the percentage of CGE 

INs expressing both markers in mutants (Figures 3K, S2F, and S2H) (antibody limitations 

precluded VIP and CCK co-staining). The percentage of overlapping cells was significantly 

greater among reelin+/GFP+ INs, but not among CCK+/GFP+ INs (Figure 3K), suggesting 

that a subset of reelin+/GFP+ INs misexpress CCK or aberrantly survive postnatal apoptosis 

after loss of IT-type PNs.

Reprogrammed Projection Neurons Demonstrate Reduced Synaptic Targeting of CGE-
Derived Interneurons in Superficial Layers

Despite ectopic CCK expression in some cells, basic CGE IN subtypes in the 

superficial cortex appeared unaltered after loss of IT-type PNs. In mutants, INs exhibited 

electrophysiological and morphological characteristics matching those previously described, 

including late spiking (LS) neurogliaform cells (putative reelin+) and non-LS subtypes 

that likely express VIP (Kawaguchi and Kubota, 1996; Lee et al., 2010; Miyoshi et al., 

2010) (Figure 4A). Furthermore, we observed similar proportions of these cells in both 

controls and mutants (Figure 4B). Thus, we next asked how reprogramming PNs impacts 

their synaptic connectivity with these different CGE IN subtypes, using dual whole-cell 

recordings in the superficial cortex where all PNs are of the IT type under control conditions 

(Figures 4C1 and 4D1). Notably, in control mice excitatory synaptic connections from 

PNs to CGE INs were very common and targeted all observed subtypes (Figures 4C2, 

4E, and 4F). In stark contrast, mutant PNs demonstrated significantly reduced connection 

probabilities with all IN subtypes relative to controls (but with similar synaptic dynamics), 

with a concomitant reduction in reciprocally connected pairs (Figures 4D2–4F, S3A, and 

S3B). Importantly, this was not due to axon retraction among PNs after loss of Satb2, 

which maintained local collaterals throughout cortex and a primary axon that entered the 

underlying white matter (Figures 4G and S4). Thus, our data strongly suggest that local 

excitatory synaptic input from PNs to CGE INs is a circuit motif that depends on PNs being 

of IT-subtype identity. This motif is expected to shape computations in the superficial cortex 

via interactions with well-described long-range input to CGE INs, such as cholinergic fibers 

from the basal forebrain (Fu et al., 2014). Indeed, we found that cholinergic modulation not 

only depolarized VIP INs (Kawaguchi, 1997) but enhanced the efficacy of PN-to-VIP IN 

synaptic connections in control mice (Figure S5).

Among inhibitory connections, we observed synaptic input from both LS and non-LS 

INs to PNs in both control and mutant mice (Figures 4C and 4D). However, while the 

overall connectivity rate from INs to PNs was not different in mutants (Figure 4E), we 

observed fewer LS inputs with a concomitant increase in non-LS connections (Figure 4F). 

Furthermore, while synaptic connections from LS INs faded over multiple trials in controls, 
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this was not observed in mutants (Figures 4C4 and 4D4). Thus, loss of IT-type identity 

generally disrupts the circuit integration of PNs among neighboring CGE-derived INs in the 

superficial cortex.

Selective Targeting of CGE-Derived INs by IT-Type Projection Neurons Is a General Circuit 
Motif in Visual Cortex

To directly test the hypothesis that IT- but not PT-type PNs selectively target CGE-derived 

INs, we performed experiments in deep cortical layers of control mice, where these PN 

subtypes are intermingled. In 5HT3A-GFP mice, we injected red retrograde tracer into 

the contralateral visual cortex or ipsilateral superior colliculus to identify IT- and PT-type 

PNs, respectively, and then performed dual whole-cell recordings between GFP+ INs and 

identified PN subtypes to test for synaptic connections (Figure 5A). As in the superficial 

cortex, we observed LS neurogliaform cells and heterogeneous non-LS subtypes in deep 

layers (Figures S6A and S6B). Strikingly, deep IT-type PNs targeted both with equal 

probability, while no connections were observed from PT-type PNs (Figures 5B and 5C). 

These synapses mostly depressed regardless of postsynaptic IN type, but with greater 

variably than in superficial layers (Figures S3C–S3F). Interestingly, non-LS (putative VIP+) 

INs could be further parsed based on their subthreshold membrane properties: those with 

linear current-voltage relationships were targeted by IT-type PNs at a significantly higher 

rate than those with inward rectification (Figures 5D and S6D–S6H). Thus, IT-type PNs 

further refine their synaptic targeting to a specific subset of VIP+ INs in deep layers. Finally, 

among inhibitory connections, input from LS INs to IT-type PNs was the most common (like 

in superficial layers), exhibiting asynchronous transmitter release that faded after multiple 

trials (Figures 5C and S6C).

These data support our hypothesis that IT-type PNs, relative to PT-type, selectively target 

CGE-derived INs. However, deep-layer PNs project horizontally over long distances, raising 

the possibility these INs do receive input from PT-type PNs, but not locally in our paired 

recordings (Larsen et al., 2008; Oberlaender et al., 2011; Wester and Contreras, 2012). 

Thus, we used optogenetics to stimulate populations of IT- or PT-type PNs across our 

slice preparation. PT-type PNs were targeted by retrograde infection with G-deleted rabies 

encoding ChR2 and mCherry (Osakada et al., 2011), with which we could evoke spikes 

using short duration, low-power light stimuli (1 ms, 3.4 mW) (Figure 6A and 6B). However, 

excitatory postsynaptic currents (EPSCs) in neighboring GFP+ INs were rare and weak, 

and only observed with higher power and longer duration stimuli (11–26 mW power, 5– 

10 ms duration; 4/14 INs with 8.5 ± 2.5 pA EPSCs; Figures 6B and 6C). To selectively 

target populations of deep layer IT-type PNs, we injected an adeno-assoicated virus (AAV) 

encoding Cre-dependent channelrhodopsin (Chrimson) and tdTomato into the cortex of 

5HT3A-GFP:Tlx3(PL56)-Cre mice, a layer 5 IT-type PN driver line (Gerfen et al., 2013; 

Kim et al., 2015; Klapoetke et al., 2014) (Figure 6D). Low-power stimuli (0.6 mW) reliably 

evoked EPSCs in GFP+ INs (8/8 INs), which grew in amplitude with increasing light 

intensity (Figure 6E). Thus, PT-type PNs rarely target CGE-derived INs in deep layers, 

while IT-type PNs integrate these cells into the local recurrent excitatory network.
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Major CGE IN Subtypes Are Conserved after Loss of IT-Type PNs but Demonstrate Non-
Cell-Autonomous Changes in Gene Expression Related to Synapses

To better understand how loss of IT-type PNs impacts the molecular identity and postnatal 

development of CGE INs, we investigated their transcriptomic profiles in control versus 

mutant mice. We microdissected V1 from juvenile mice (~3 weeks), dissociated the cells, 

and performed single-cell RNA sequencing on fluorescence-sorted GFP+ INs (Figures 7A, 

S7A, and S7B). We collected comparable numbers of sequenced CGE INs from both 

controls and mutants (~5,500 from each; Table S1) and used the R toolkit Seurat to integrate 

and align the datasets for differential gene expression analysis (Butler et al., 2018) (Figures 

7B and S7C–S7H). Values for differential expression explicitly mentioned in the text are 

provided in Table S2; the entire analysis is available in Table S3.

Within the aligned datasets, we performed unbiased clustering, which segregated 

populations of INs (and a small number of clusters containing other cell types) that we 

labeled according to expression of previously described unique molecular markers and 

transcripts (Cahoy et al., 2008; Tasic et al., 2018; Tremblay et al., 2016; Wamsley and 

Fishell, 2017) (Figures 7C and S8). Importantly, major CGE IN subtypes identified by 

these combinatorial markers were preserved in the mutant mice (Figures 7C, 7D, and S8). 

Thus, while a small number of cells ectopically expressed (or retained) CCK and reelin 

in mutants (Figures 3G–3I), the molecular identity (by transcription) of cardinal CGE 

interneuron subtypes was undisturbed. This is congruent with our IHC data that VIP and 

reelin remained non-overlapping (Figure 3J) and our observation of comparable IN types 

identified by electrophysiology and morphology in controls and mutants (Figures 4A and 

4B). We note that a single cluster (calretinin [CR]) revealed significant upregulation of Cck 
and Reln transcription (by percentage of expressing cells) and may include the aberrant 

CCK+ population.

Within the clusters of conserved CGE IN subtypes, we observed important changes 

in transcription after loss of IT-type PNs. Strikingly, despite observing lower PN-to-IN 

connection probabilities from paired recordings in mutants (Figure 4), transcripts for 

multiple glutamatergic AMPA and NMDA receptor subunits were upregulated in IN clusters, 

and none were reduced (Figure 7E). We also found upregulation of the transcription factor 

Prox1 and the tyrosine kinase receptor ErbB4, both of which were previously described as 

important for promoting excitatory synaptic input onto VIP INs (Batista-Brito et al., 2017; 

Miyoshi et al., 2015) (Figures 7E and 8C). Indeed, collectively, many transcripts for synaptic 

proteins and adhesion molecules were upregulated (Figure 8), suggesting that CGE INs may 

be attempting to compensate for a lack of expected excitatory presynaptic input from mutant 

PNs.

To identify a candidate mechanism underlying reduced synaptic targeting of CGE INs by 

PNs in mutants, we focused on C-X-C motif chemokines, as previous work identified 

this family of signaling molecules as a mediating cell-type-specific circuit motifs between 

PT-type PNs and PV+ INs (Wu et al., 2016). Furthermore, Cxcl14 was of special interest 

due to its selective transcription in CGE-but not MGE-derived interneuron subtypes (Tasic 

et al., 2016). Interestingly, while we found high Cxcl14 transcription across most of 

our IN clusters (including both VIP and reelin subtypes), transcription of other CXC 
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ligands and receptors was uniformly low or undetected (Figure 7E). Importantly, Cxcl14 
was significantly downregulated in mutants within IN clusters identified primarily by 

reelin transcription, but unchanged within IN clusters identified by Vip (Figure 8A). 

However, within Vip IN clusters we found selective downregulation of Cadm2 (Figure 

8B), which encodes the adhesion protein SynCAM 2, important for the attraction of 

functional excitatory presynaptic terminals (Fogel et al., 2007). Thus, after loss of IT-type 

PNs, cardinal CGE IN classes remained undisturbed but exhibited differential changes in 

transcription for chemokine signaling and transsynaptic adhesion molecules.

DISCUSSION

Across cortical regions, common organizing principles among microcircuits are beginning to 

emerge, providing a framework for investigating their function (Harris and Shepherd, 2015; 

Kepecs and Fishell, 2014; Wester and McBain, 2014). Across cortical areas, excitatory PNs 

form preferential synaptic connections according to their projection class: IT- and PT-type 

form recurrent connections within their class, however, IT PNs provide output to PT PNs 

that is largely unreciprocated (Brown and Hestrin, 2009; Kiritani et al., 2012; Morishima 

and Kawaguchi, 2006; Morishima et al., 2011). Recent work has shown PN connectivity 

among different IN subtypes is also class dependent. In deep cortical layers, PT-type PNs, 

relative to IT type, preferentially target SST+ INs and are preferentially targeted by PV+ 

INs, both of which are derived from the MGE during embryonic development (Lee et 

al., 2014; Morishima et al., 2017; Silberberg and Markram, 2007; Wu et al., 2016; Ye et 

al., 2015). Here, we show that IT-type PNs, relative to PT type, preferentially target IN 

subtypes derived from the CGE. Furthermore, loss of IT-type identity among PNs disrupts 

this circuit motif and the lamination of CGE-derived INs. This complements previous 

work demonstrating that PT-type PNs influence the lamination and synaptic targeting 

of MGE-derived PV+ and SST+ INs (Lodato et al., 2011a; Wu et al., 2016; Ye et al., 

2015). Collectively, these data suggest that many circuit motifs, and the rules for their 

self-assembly, may be organized within primary classes of PNs and INs, dependent on their 

projection type and embryonic lineage, respectively.

PN class is largely determined by interactions among the transcription factors Satb2, Fezf2, 

and Ctip2 during embryonic development (Leone et al., 2008). Fezf2 suppresses Satb2 while 

promoting Ctip2 expression, which in turn directs PN axons toward subcerebral targets 

rather than across the corpus callosum (Chen et al., 2005; Chen et al., 2008; Molyneaux 

et al., 2005). Correspondingly, loss of Fezf2 causes PNs to acquire electrophysiological, 

morphological, and axonal projections characteristic of IT-type PNs (Chen et al., 2008; 

Lodato et al., 2011a). Furthermore, overexpression of Fezf2 or Ctip2 in superficial layers 

causes IT-type PNs to redirect their axons toward the thalamus, midbrain, and brainstem, 

and to acquire PT-type intrinsic membrane properties (Chen et al., 2008; Ye et al., 2015). 

In turn, Satb2 suppresses Ctip2, promotes the expression of IT-type genes and is necessary 

for axon targeting across the corpus callosum (Alcamo et al., 2008; Britanova et al., 2008; 

McKenna et al., 2015). However, it is becoming clear that the interactions among these 

transcription factors can be combinatorial, dependent on the timing and levels of expression, 

and influenced by other proteins yet to be identified. Indeed, transient, embryonic expression 

of Satb2 promotes Fezf2 expression among future PT-type PNs and appears necessary for 
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extension of their axons past the cerebral peduncle (Leone et al., 2015; McKenna et al., 

2015). However, it is unclear why Satb2 fails to activate Fezf2 expression among future 

IT-type PNs. Furthermore, a subset of deep-layer PNs coexpress Satb2 and Ctip2 late 

into postnatal development; however, these PNs remain segregated as IT or PT projecting 

(Harb et al., 2016). Our data show that loss of Satb2 in superficial layers causes variable 

reprogramming of PN intrinsic membrane properties. Thus, the role of Satb2 in specifying 

IT-type characteristics is not uniform across PNs of this class. It is possible that Satb2 

differentially instructs the development of IT PNs according to their projection targets within 

the cortex, or according their location within the superficial layers (Molyneaux et al., 2009).

Major IN classes are also defined by embryonic transcriptional programs, which are unique 

between MGE and CGE progenitors, and evolve temporally during development (Mayer 

et al., 2018; Mi et al., 2018). Thus, as INs invade the cortex, their subtype identities 

are largely predetermined as they seek to establish their proper positions and synaptic 

connections (Mayer et al., 2018; Mi et al., 2018). Indeed, here we show that cardinal CGE-

derived IN classes defined by morphology, electrophysiology, and molecular expression 

are largely undisturbed by loss of a major subset of PNs. However, our data contribute 

to accumulating evidence that as these IN subtypes invade the developing cortex they 

differentially engage with local PNs to establish laminar positions and local circuit motifs 

(Bartolini et al., 2013; Krook-Magnuson et al., 2012; Lodato and Arlotta, 2015; Pelkey et 

al., 2017). Recent work has begun to identify potential molecular mechanisms mediating 

such interactions. For example, PNs express Neuregulin 3, which acts as a chemoattractant 

to influence the lamination of MGE-derived, PV+ INs (Bartolini et al., 2017). Furthermore, 

PT-type PNs preferentially express the cytokine CXCL12, which instructs the synaptic 

targeting of PV+ INs, and may also influence their lamination (Vogt et al., 2014; Wu et 

al., 2016). Among CGE-derived INs, we identified CXCL14 and SynCAM 2 as potential 

candidates involved in selective IT-type PN targeting of reelin+ and VIP+ INs, respectively, 

due to selective downregulation in mutant mice. However, we also observed upregulation 

of AMPA and NMDA receptor subunits, despite observing lower probabilities of synaptic 

connections from neighboring PNs in mutants. Furthermore, previous work found that KO 

of Prox1 resulted in VIP+ INs receiving fewer excitatory inputs and being mislaminated 

from superficial to deep layers (Miyoshi et al., 2015); however, we observed upregulation of 

Prox1 in mutants. This suggests that CGE-derived INs activated compensatory mechanisms 

after loss of expected IT-type PN input in Satb2 KO mice. Thus, our observation of selective 

upregulation of specific cadherins, protocadherins, and other synaptic adhesion proteins may 

implicate them as alternative candidates for future studies.

Among cortical CGE-derived INs, circuit motifs involving VIP+ cells in superficial layers 

are among the best studied. In particular, VIP INs receive long-range cholinergic input 

during locomotion and principally target neighboring SST+ INs, leading to a hypothesized 

role of PN disinhibition during active behavior (Kepecs and Fishell, 2014). However, SST-

to-VIP IN connections are also common and neighboring PNs target both VIP and SST 

INs, but with distinct synaptic dynamics (depressing PN-to-VIP and facilitating PN-to-SST 

connections) (Karnani et al., 2016; Pfeffer et al., 2013), likely leading to more complicated 

circuit interactions (Dipoppa et al., 2018). Recently, it was shown that under cholinergic 

modulation excitatory PN-to-SST IN connections remain facilitating but are potentiated 
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(Urban-Ciecko et al., 2018). We found that cholinergic modulation also facilitates PN-to-

VIP excitatory synaptic transmission for the first presynaptic spike in a train. Thus, during 

active behaviors, the synaptic dynamics of PN-to-VIP and PN-to-SST IN connections should 

remain matched and potentiated, which in turn would be expected to influence the reciprocal 

inhibition of these IN subtypes, and circuit function (Figure S6).

We found that conditional loss of Satb2 among PNs across the cortex did not affect 

the overall densities of MGE- or CGE-derived INs. This was surprising, given that the 

composition of PN classes was dramatically altered and that the structure of the cortex 

was changed, with a reduction in total thickness and expansion of layer 1. Both MGE- 

and CGE-derived INs undergo programmed cell death during the first two postnatal weeks 

to determine their final numbers (Denaxa et al., 2018; Priya et al., 2018; Southwell et 

al., 2012). Recent work has shown that neuronal activity, evoked either cell-autonomously 

or by neighboring PNs, engages signaling mechanisms that promote IN survival (Denaxa 

et al., 2018; Priya et al., 2018; Wong et al., 2018). Thus, in PN Satb2 KO mice, 

homeostatic plasticity mechanisms might scale the excitability of the cortical network, with 

a concomitant balancing of IN numbers (Turrigiano, 2008). However, VIP+ INs are notably 

exempt from this activity-dependent survival mechanism (Priya et al., 2018). Thus, although 

we observed reduced synaptic targeting of all CGE-derived IN subtypes in our mutant 

mice, this cannot explain the scaling of VIP IN numbers. There is also evidence that loss 

of MGE-derived INs can lead to a compensatory increase in the number of CGE-derived 

INs, and vice versa, maintaining a constant overall number of INs in the cortex (Denaxa 

et al., 2018; Lodato et al., 2011b). However, while genetic ablation of VIP+ INs leads to 

an increase in the survival of PV+ INs (Lodato et al., 2011b), ablation of MGE-derived 

subtypes leads to an increase in CGE-derived reelin+ INs but not VIP+ cells (Denaxa et al., 

2018). Thus, although VIP+ IN numbers are clearly regulated along with other subtypes after 

loss of IT-type PNs, the mechanisms are far from clear.

Finally, multiple psychiatric disorders are associated with disruptions of IN circuit function 

(Marín, 2012). However, as PNs importantly influence IN maturation and circuit integration, 

it is necessary to consider their potential interactions when investigating causes and 

therapies for these diseases. For example, autism spectrum disorder is associated with 

thinning of the corpus callosum (Frazier and Hardan, 2009), suggesting disruptions among 

IT-type PNs. Indeed, Satb2 is a candidate gene potentially disrupted by chromosomal 

abnormalities leading to autism (Marshall et al., 2008). Our data suggest that disturbance of 

Satb2 function may be associated with aberrant circuit integration of VIP+ and reelin+ INs. 

Such considerations are also important in context of recent advances in cell transplantation-

based therapies, which aim to introduce class-specific PN and IN precursors into diseased 

host tissue to induce neuronal repair (Southwell et al., 2014; Wuttke et al., 2018). A clearer 

understanding of how specific PN and IN subtypes self-assemble will allow for proper 

assays of these techniques and guide more precise therapeutic targets.
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STAR★METHODS

CONTACT FOR REAGENT AND RESOURCE SHARING

Further information and requests for resources and reagents should be directed to and will be 

fulfilled by the Lead Contact, Chris McBain (mcbainc@mail.nih.gov).

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Animals—All experiments were conducted in accordance with animal protocols approved 

by the National Institutes of Health. Both male and female mice were used without 

bias. Emx1IRES-Cre mice were obtained from The Jackson Laboratory (stock no. 005628). 

Satb2lox/lox mice (Srinivasan et al., 2012) were obtained from the lab of Susan McConnell 

(Stanford University) with the permission of Rudolf Grosschedl (Max Planck Institute) and 

backcrossed at least 4 generations to a C57BL/6 background. Tlx3(PL56)-Cre mice were 

generated by the GENSAT project (Gerfen et al., 2013) and obtained from the Janiela 

Research Campus (Ashburn, Virginia). Emx1IRES-Cre: Satb2lox/lox mice and Tlx3(PL56)-

Cre mice were further crossed to the 5HT3A-GFP mouse line (Chittajallu et al., 2013). 

Lis1lox/lox mice were obtained from the lab of Anthony Wynshaw-Boris (Case Western 

Reserve University) (Gambello et al., 2003), and crossed to female Sox2-Cre mice (Jax: 

008454) to generate Lis1 germline mutants. Lis1 mutants were further crossed to the 

5HT3A-GFP line.

For IN lamination experiments, we primarily used littermates as controls, however, this 

was occasionally not possible due to our criteria that control mice completely lack 

Cre-recombinase or floxed Satb2. Paired whole-cell recordings in control mice in were 

performed in 5HT3A-GFP mice. All experiments were performed in primary visual cortex 

(V1).

METHOD DETAILS

Slice preparation—Juvenile mice (p15 – 23; p21 – 44 for optogenetics) were used. All 

mice were anesthetized with isoflurane and then decapitated. The brain was dissected out 

in ice-cold artificial cerebrospinal fluid (ACSF) containing (in mM): 100 sucrose, 80 NaCl, 

3.5 KCl, 24 NaHCO3, 1.25 NaH2PO4, 4.5 MgCl, 0.5 CaCl2, and 10 glucose, saturated with 

95% O2 and 5% CO2. Coronal slices of visual cortex (300 mm) were cut using a VT-1000S 

vibratome (Leica Microsystems) and incubated in the above solution at 35°C for 30 – 45 

minutes. Slices were maintained at room temperature until use in recording ACSF consisting 

of (in mM): 130 NaCl, 3.5 KCl, 24 NaHCO3, 1.25 NaH2PO4, 1.5 MgCl, 2.5 CaCl2, and 10 

glucose, saturated with 95% O2 and 5% CO2.

Electrophysiology—For recording, slices were transferred to an upright microscope 

(Zeiss Axioskop 2), perfused at 2 mL/min, and maintained at a temperature of 32 – 34°C. 

Electrodes were pulled from borosilicate glass (World Precision Instruments) to a resistance 

of 3 – 5 MΩ using a vertical pipette puller (Narishige, PP-830). Whole-cell patch-clamp 

recordings were made using a Multiclamp 700A amplifier (Molecular Devices), filtered at 3 

kHz (Bessel filter) and digitized at 20 kHz (Digidata 1322A or 1550 and pClamp 9.2 or 10.6 

software; Molecular Devices). Recordings were not corrected for a liquid junction potential. 
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Uncompensated series resistance during recordings ranged from 10 – 25 MΩ and was 

monitored continuously throughout with −5 mV voltage steps. In current-clamp mode, cells 

were biased to a membrane potential (Vm) of −70 mV; in voltage-clamp mode, a holding 

potential of −70 mV was applied. For whole-cell recordings, internal solutions used were 

as follows. Glutamatergic currents and potentials were recorded with electrodes containing 

(in mM): 130 K-gluconate, 5 KCl, 3 MgCl, 2 Na2ATP, 0.3 NaGTP, 10 HEPES,0.6 EGTA, 

and 0.2% biocytin. The calculated ECl-for this solution was −67 mV. To record GABA(A)-

mediated currents in voltage-clamp at a holding potential of −70 mV, electrodes contained 

(in mM): 100 K-gluconate, 45 KCl, 3 MgCl, 2 Na2ATP, 0.3 NaGTP, 10 HEPES, 0.6 EGTA, 

and 0.2% biocytin, for a calculated ECl- of −27 mV. During paired recordings, biocytin 

was left out of the internal solution when recording pyramidal cells. Osmolarity of internal 

solutions was adjusted to ~290 mOsm with sucrose; the pH was adjusted to 7.4 with KOH.

For tests of synaptic connectivity using paired recordings, presynaptic cells in current-clamp 

were made to fire trains of action potentials (25 at 50 Hz) using 1 – 2 nA current steps 

of 1 – 2 ms duration, every 10 s for at least 10 trials. Post-synaptic cells were recorded in 

voltage-clamp at −70 mV. For experiments with carbachol (20 μM), synaptic connections 

were assayed before and after 5 minutes of drug wash in. Only recordings with stable access 

resistance in the postsynaptic neuron during the entire recording session were included for 

analysis. For optogenetic experiments, we focused light on the region of interest through 

a 40X water immersion objective. Light wavelengths and intensity were generated and 

controlled by a CoolLED pE-4000 (Andover, United Kingdom). Channelrhodopsin-2 was 

stimulated with a wavelength of 460 nm and Chrimson was stimulated with a wavelength of 

550 nm. Light power was measured using a PM100D Optical Power Meter (Thorlabs).

Antibodies—Primary antibodies included: rabbit anti-VIP (1:000; ImmunoStar, #20077); 

mouse anti-reelin (1:1000; MBL, #D223-3); mouse anti-PV (1:3000; Sigma, #P3088); rat 

anti-SST (1:1000; MilliporeSigma, #MAB354); chicken anti-MBP (1:100; MilliporeSigma, 

#AB9348); rat anti-Ctip2 (1:200; Abcam, #ab18465); mouse anti-CRYM (1:100; Abcam, 

#ab54669); rabbit anti-CCK (1:1000; Frontier Institute, Japan, #AB2571674). Secondary 

antibodies were conjugated with Alexa Fluor dyes 488, 555, or 633 (1:1000; Molecular 

Probes).

Immunohistochemistry—Mice were deeply anesthetized and tissue was fixed via 

transcardial perfusion with 4% paraformaldehyde. Brains were post-fixed for at least 1 

hour when preparing for immunostaining for PV, SST, MBP, Ctip2, or CRYM, but not for 

more than 1 hour when preparing for VIP, CCK, and reelin. Brains were cryopreserved 

in 30% sucrose. Sections were cut on a freezing microtome at 50 μm when preparing for 

immunohistochemistry (IHC) or 100 μm when only preparing to image GFP+ cells from 

5HT3A-GFP mice. Sections were rinsed in phosphate buffered saline (PBS), blocked for 1 – 

2 hours in 10% normal goat serum with 0.5% Triton X-100, and then incubated in primary 

antibody for 2 hours at room temperature or overnight at 4°C. Sections were then rinsed 

with PBS and incubated in secondary antibodies (1:1000) and DAPI (1:2000) for 1 – 2 hours 

at room temperature or overnight at 4°C. All antibodies were diluted in carrier solution 
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consisting of PBS with 1% BSA, 1% normal goat serum, and 0.5% Triton X-100. Sections 

were then rinsed, mounted on slides, and coverslipped.

Stereotaxic injections—For injections of retrograde tracer and viral vectors, mice were 

anesthetized with 5% isoflurane and mounted in a stereotax (David Kopf Instruments 

Model 1900,Tujunga, CA, USA). Topical lidocaine/prilocaine cream (2.5%/2.5%) and 

buprenorphine (0.1 mg/kg via subcutaneous injection) were provided for post-operative 

analgesia. Mice were provided with topical lidocaine/antibiotic ointment and ketoprofen 

daily for at least 3 days following surgery. 5HT3A-GFP mice were injected with red 

retrobeads (Lumafluor) into visual cortex or superior colliculus; G-deleted-rabies-mCherry-

ChR2 (3.26 × 108 virus molecules/ml Salk Institute Gene, Transfer, Targeting and 

Therapeutics Core) was injected into superior colliculus. 5HT3A-GFP:Tlx3(PL56)-Cre mice 

were injected with AAV9-Syn-FLEX-Chrimson-tdTomato (5.6 × 1012 virus molecules/ml, 

UNC Vector Core, contributed by Edward Boyden) into visual cortex. Retrobeads and viral 

vectors were delivered via a glass micropipette attached to a syringe (Hamilton Company 

Inc., Reno, NV, USA) and back filled with light mineral oil. Visual cortex was targeted using 

the following coordinates: 3.7 (±0.2) mm caudal and 2.7 mm lateral to bregma, and 0.7 

mm deep from the pia. Superior colliculus was targeted using the following coordinates: 4.0 

(±0.2) mm caudal and 0.3 mm lateral to bregma, and 0.7 mm deep from the dura. At both 

injection sites, 100 nl of retrobeads or viral vector were injected. Retrobeads and G-deleted-

rabies-mCherry-ChR2 were injected at 100 nl/min; rAAV9-Syn-FLEX-Chrimson-tdTomato 

was injected at 50 nl/min. In all cases, the pipette was left in place for 5 min following 

the injection before removal. For retrobead injections, mice were sacrificed after at least 2 

days post-injection; for G-deleted-rabies-mCherry-ChR2, at least 7 days post-injection; for 

AAV9-Syn-FLEX-Chrimson-tdTomato at least 14 days post-injection.

Image acquisition and analysis of IHC and GFP somatic fluorescence—For 

5HT3A-GFP+ interneuron analysis we imaged 7 – 8 100 μm thick hemisphere sections 

per mouse per condition. For all immunostained sections, we imaged 10 – 12 50 μm thick 

hemisphere sections per mouse (due to use of thinner sections for IHC). For all comparisons 

of laminar position, we used n = 3 control mice and n = 3 mutant mice. Sections were 

imaged using a Zeiss LSM 780 confocal microscope. Confocal stacks were stitched and then 

cropped to a 500 μm width centered on primary visual cortex using Zen Black software 

(Zeiss). These confocal stacks were imported into Imaris (Bitplane) software to identify 

interneuron cell body locations, which were marked as “spots.” 5HT3A-GFP+ and PV+ IN 

cell bodies were amenable to automatic detection by Imaris software. For 5HT3A-GFP+ 

INs, we set a signal detection radius of 8 μm to detect cell bodies, and for PV+ INs a 

detection radius of 12 μm. We then used the Imaris “Quality” filter (intensity center of 

detected regions after Gaussian filtering by 3/4 of spot radius with background subtraction 

(Gaussian filter of 8/9 the detection radius)) above an empirically determined threshold. 

The detection threshold was chosen to maximize the number of detected cells while 

minimizing observed false-positives. In some cases, artifactual signal on the pial surface, 

or contamination from neuronal fibers in layer 1, required manual deletion of incorrectly 

identified cell bodies in these locations. For detection of SST+, SST+/GFP-, VIP+, CCK+, 

and reelin+/GFP+ interneurons, cell bodies were marked with spots manually. After marking 
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interneuron cell bodies with spots, we traced planes that followed the contours of the dorsal 

and white matter surfaces, which were then converted into 3-dimensional objects by Imaris 

(Figure S1A). Imaris then calculated “distance gradients” for each point in space relative 

to the inner surface planes of these objects (i.e., the dorsal and white matter surfaces). In 

this manner, the normalized position value of every spot relative to these planes could be 

calculated. These data were imported into Igor Pro (WaveMetrics) to generate histograms 

for analysis. We plotted histograms of laminar distribution with high granularity (20 equal 

sized bins; 5% of cortical depth per bin). For each histogram, we pooled all the interneuron 

position data from one mouse for one condition (e.g., 8 hemisphere sections for one control 

mouse) and normalized the data to the total number of cells counted. For each condition, 

we averaged 3 histograms (1 per mouse, 3 mice per condition). For calculations of cell 

density, we drew a 3-dimensional region of interest from the dorsal surface to the white 

matter (variable height and depth depending on the section) with a constant width of 230 

μm (chosen to minimize artifacts from dorsal or white matter curvature). We then calculated 

cell density as the number of spots normalized to this region of interest volume. To analyze 

within-section overlap of interneuron markers (e.g., Figure 3J), we counted the number of 

cells that co-express two markers and then divided that value by the of total number of cells 

expressing each of the individual markers. This was calculated for every section, from which 

we calculated averages.

A small number of images (Figures 1B, 5A, 6A, 6D) were acquired with a QImaging Retiga 

4000R CCD camera mounted to an Olympus AX70 microscope.

Image brightness and contrast were adjusted using Imaris, Fiji, or Zen Black software to 

highlight cell body locations in example images.

Electrophysiology data analysis—All data were analyzed in Igor Pro (WaveMetrics) 

using custom routines. To import pClamp files into Igor we used NeuroMatic (Rothman and 

Silver, 2018).

To analyze postsynaptic currents in paired recordings, we first zeroed the data by subtracting 

the baseline and then performed 10 repetitions of binomial (Gaussian) smoothing. All 

postsynaptic currents (PSCs) were then analyzed relative to the timing of the peak of each 

presynaptic spike during the train. PSCs were detected by threshold crossing (−7 to −10 pA); 

if this threshold was already crossed at the instant of spike peak, the PSC data associated 

with that spike of that trial were discarded as being contaminated by spontaneous events. 

The proportion of failures was calculated as the ratio of evoked PSCs to the total number 

of non-contaminated trials for each presynaptic spike. The PSC potency was calculated as 

the average peak amplitude of all successfully evoked PSCs for each presynaptic spike (i.e., 

failures were not included in the average).

Projection neuron input resistance (Rin) was measured using a linear regression of voltage 

deflections (±15 mV from −70 mV resting potential) in response to 1 s current steps. To 

calculate voltage sag, we injected 1 s long negative current steps of sufficient amplitude to 

achieve a steady state Vm (last 200 ms of response) of −90 mV. We then compared the 

peak hyperpolarized voltage deflection to the steady state. To quantify doublet spiking we 
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injected depolarizing current steps (1 s duration) at an amplitude twice that necessary to 

evoke an action potential. We then took the ratio of the initial inter-spike interval (ISI) (first 

two spikes) to the steady state ISI (average remaining spiking responses). To segregate INs 

according to possessing a linear versus inward rectifying current-voltage relationship, we 

injected positive and negative current pulses of sufficient amplitude to result in +15 mV and 

– 15 mV membrane potential deflections from resting potential (−70 mV), respectively. We 

then calculated the Rin during the last 200 ms of these responses (during steady state), and 

took the ratio of the Rin during depolarizing to hyperpolarizing responses. Ratios of < 1.5 

were used to classify INs as linear.

Anatomical reconstruction—After biocytin filling during whole-cell recordings, slices 

were fixed with 4% paraformaldehyde and stored at 4°C. After at least 24 hours, slices were 

transferred to PBS. To recover the cells, slices were permeabilized with 0.3% Triton X-100 

and incubated with secondary antibodies conjugated with Alexa Fluor dye 555 (1:1000; 

Molecular Probes). Slices were re-sectioned (100 μm) and mounted on gelatin-coated slides 

using Mowiol mounting medium. Cells were visualized using epifluorescence microscopy 

(Olympus AX70) and imaged using a confocal microscope (Leica TCS SP2RS or Zeiss 

LSM 780). Reconstructions were made using Neurolucida (MicroBrightField) or Simple 

Neurite Tracer (Longair et al., 2011) for Fiji (Schindelin et al., 2012).

Single cell dissociation and FACS—P20 juvenile 5HT3A-GFP (Control) and 

Emx1IRES-Cre: Satb2Fl/Fl: 5HT3A-GFP (Mutant) mice were used for single-cell sequencing 

experiments. All mice were anesthetized with isoflurane and then decapitated. Brain 

dissection, slicing and FACS sorting were carried out as described (Harris et al., 2018), with 

slight modifications. NMDG-HEPES–based solution was used in all steps to enable better 

recovery of the cells (Tanaka et al., 2008) during FACS sorting and single-cell bar coding. 

The NMDG-HEPES-based high-Mg2+ cutting solution contained 93 mM NMDG, 2.5 mM 

KCl, 1.2 mM NaH2PO4, 30 mM NaHCO3, 20 mM HEPES, 25 mM glucose, 5 mM sodium 

ascorbate, 3 mM sodium pyruvate, 10 mM MgSO4*7H2O, and 0.5 mM CaCl2*2H2O; it was 

adjusted to pH 7.4 with 10N HCl, an osmolarity of 300-310 mOsm, and carbogenated (mix 

of 95% O2 and 5% CO2) before use.

Tissue from 4 5HT3A-GFP (Control) or 4 Satb2-KO:5HT3A-GFP (Mutant) mice were 

processed on consecutive days for single-cell sequencing experiments. 5HT3A-GFP 

negative animals (C57BL/6) were processed in parallel for setting FACS gate for 

the GFP channel. Coronal slices containing visual cortex (350 μM) were cut using 

VT-1000S vibratome (Leica Microsystems) in cold NMDG-HEPES-based high-Mg2+ 

cutting solution. Slices were recovered in the same solution at 20°C for 30 minutes, 

bollowed by micro-dissection of primary visual cortex. Cell dissociations were performed 

using the Worthington Papain Dissociation System (LK003150) according to manufacturer 

instructions with minor modifications. Briefly, single-cell suspensions of the micro-

dissected visual cortices were prepared using sufficiently carbogenated dissociation solution 

(containing Papain, DNase in EBSS). After a 60 min enzymatic digestion at 37°C, 

followed by gentle manual trituration with fire-polished Pasteur pipettes, the cell dissociates 

were centrifuged at 300 g for 5 minutes at 20°C, and the supernatants were discarded. 
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The albumin density gradient was only performed on the pellets, using a sufficiently 

carbogenated debris removal solution (containing albumin-ovomucoid inhibitor, DNase in 

EBSS). The resulting cell pellets were re-suspended in 1ml FACS buffer containing 10% 

FBS, 100 μM AP5 and 1 μM TTX in a 50:50 mix of carbogenated EBSS: NMDG-HEPES-

based cutting saline (with 1mM MgSO4*7H2O).

For single cell sorting of GFP expressing cells by FACS, re-suspended cell dissociates were 

filtered through 35 mm cell strainer (Falcon 352235) to remove cell clumps. The single 

cell suspensions were then incubated with 1mg/ml DAPI (1:500, Thermo Scientific 62248) 

at 4°C for 5 minutes to label dead cells before loading each sample in a MoFlo Astrios 

EQ high speed cell sorter (Beckman Coulter). 5HT3A-GFP negative cells (from a C57BL/6 

mouse) was used for setting FACS gate for the GFP channel. Flow data analysis and setting 

of sorting gates on live (DAPI-negative) and GFP-expressing cells were carried out using 

Summit software V6.3.016900 (Beckman Coulter). 20000 individual cells were sorted into 

a FBS-precoated, Eppendorf LoBind Microcentrifuge tube containing carbogenated 10 μL 

FACS buffer.

10x Genomics Chromium—The cells were inspected for viability, counted, and loaded 

on the 10X Genomics Chromium system, aiming to recover ~5000 cells per condition. 12 

PCR cycles were conducted for cDNA amplification, and the subsequent library preparation 

and sequencing were carried out in accordance with the manufacturer recommendation 

(Chromium Single Cell 3′ Library & Gel Bead Kit v2, 16 rxns, Cat# 120237; Chromium 

Single Cell A Chip Kit, Cat# 120236). Sequencing of the libraries were performed 

on Illumina HiSeq2500, with the following recoveries for WT and Mutant genotypes 

respectively: cell estimates – 5565 and 5405; mean reads per cell (raw) - 35,295, and 

37,008; median genes per cell – 2170 and 3181 (also see Table S1). Demultiplexed samples 

were aligned to the mouse reference genome (mm10), with the inclusion of EGFP sequence 

obtained from (Gong et al., 2003). The end definitions of genes were extended 4k bp 

downstream (or halfway to the next feature if closer), using a custom script and converted to 

mRNA counts using the Cell Ranger Version 2.1.1, provided by the manufacturer.

Single-cell RNA sequencing data processing, analyses and visualization—The 

R toolkit Seurat (Butler et al., 2018) (https://satijalab.org/seurat/) was employed to align, 

load and merge the WT and Mutant scRNA-seq dataset files. Dataset preprocessing, 

comparison of WT and Mutant GFP cells, canonical correlation analyses, and differential 

expression of genes (padj < 0.01) within the same cluster between WT and Mutant GFP 

cells were performed according to default Seurat parameters, unless otherwise noted (also 

see Figure S7 for data quality). Briefly, data was preprocessed by removing cells with 

less than 500 detectable genes and with reads mapping to mitochondrial genes comprising 

more than 0.05% of total reads. Gene expression counts were then log normalized and the 

resulting expression matrix was scaled and centered. Following preprocessing, the top 1000 

variable genes were detected for WT and Mutant GFP cells and the intersection of these 

gene lists were used to run a canonical correlation analysis calculating 30 canonical vectors, 

followed by running RunTSNE function (from Seurat) with reduction.use = ”cca.aligned” 

and dim.use = 1:20 as well as the FindClusters function using reduction.use = ”cca.aligned,” 
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resolution = 0.6 and the top 20 cca dimensions. Ingenuity Pathway Analyses were conducted 

on the differentially expressed genes and heatmaps were made using Morpheus online tool 

provided by the Broad Institute (https://software.broadinstitute.org/morpheus/).

QUANTIFICATION AND STATISTICAL ANALYSIS

For two sample tests, a parametric t test was performed if samples were normally distributed 

(Jarque-Bera test) with equal variance (F test); otherwise we performed a nonparametric 

Wilcoxon rank test. For multiple comparisons, we performed a nonparametric Kruskal-

Wallis test followed by a post hoc Dunn-Holland-Wolfe multiple comparisons test. Chi-

square tests for laminar position were performed on whole-number percentages of INs to 

normalize for differences in total cell counts in control and mutant mice. Chi-square tests 

for IN marker overlap were run on the total number of cells counted in each condition. 

Chi-square tests for synaptic connectivity were run on the total number of connections tested 

in each category. For single-cell RNA-seq data, following cluster detection, differential 

expression analysis was performed using Wilcoxon Rank tests followed by Bonferroni 

correction for multiple tests. Statistical significance was set at p < 0.05, except for single- 

cell RNA-seq data which was set at padj < 0.01. Data in the text and graphs are reported as 

mean ± SEM.
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The accession number for single cell RNA-sequencing data in GEO is GSE127724.
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Highlights

• IT-type projection neurons influence the lamination of CGE-derived 

interneurons

• Converting IT-type cells to PT type disrupts CGE interneuron synaptic 

connections

• PT-type projection neurons do not target CGE interneuron subtypes in deep 

layers

• Loss of IT-type cells alters gene transcription in CGE cells but not major 

subtypes
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Figure 1. Reprogramming IT-Type Projection Neurons by Conditional Loss of Satb2
(A) Experimental strategy.

(B) Loss of callosal axons (arrows) in Satb2 cKO mice. Myelin basic protein (MBP).

(C) Ectopic superficial expression of Ctip2 and CRYM in Satb2 cKO mice.

(D) Changes in cortical and layer 1 thickness in Satb2 cKO. *p < 0.001, Wilcoxon rank 

tests.

(E) Responses to hyperpolarizing current pulses for control (black) and Satb2 KO (red) PNs.
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(F) Intrinsic membrane properties. Resting Vm: control (n = 12 cells) versus cKO (n = 14 

cells), t test. Rin: control (n = 22 cells) versus cKO (n = 29 cells), Wilcoxon rank test. 

Voltage sag: control (n = 22 cells) versus cKO (n = 29 cells), Wilcoxon rank test. *p < 0.001.

(G) DAPs in Satb2 cKO (red) but not control (black) PNs (arrows).

(H) Initial doublet spikes in Satb2 cKO (red) but not control (black) PNs.

(I) Doublet spikes as a function of the presence of DAP. Control (n = 22 cells) versus cKO 

(DAP) (n = 15 cells) versus cKO (No DAP) (n = 13 cells), *p < 0.001, Kruskal-Wallis test, 

Dunn-Holland-Wolfe multiple comparisons test.

(J) Input resistance as a function of the presence of DAP. Control (n = 22 cells) versus cKO 

(DAP) (n = 16 cells) versus cKO (No DAP) (n = 13 cells). *p < 0.001, Kruskal-Wallis test, 

Dunn-Holland-Wolfe multiple comparisons test.

(K) Voltage sag as a function of the presence of DAP. Control (n = 22 cells) versus cKO 

(DAP) (n = 16 cells) versus cKO (No DAP) (n = 13 cells). *p < 0.001, Kruskal-Wallis test, 

Dunn-Holland-Wolfe multiple comparisons test.

(L) Resting Vm as a function of the presence of DAP. Control (n = 12 cells) versus cKO 

(DAP) (n = 9 cells) versus cKO (No DAP) (n = 13 cells). *p < 0.001, Kruskal-Wallis test, 

Dunn-Holland-Wolfe multiple comparisons test.

Control (black), cKO (red). Error bars represent ± SEM.
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Figure 2. Reprogramming IT-Type PNs Disrupts the Lamination of CGE-but Not MGE-Derived 
INs
(A) CGE IN cell body positions.

(B) (Left) Percentage of CGE INs as a function of normalized cortical depth. (Right) 

Cumulative percentage.

(C) Total percentage of CGE INs in the top 50% (first 10 bins: Superficial) versus bottom 

50% (last 10 bins: Deep) of cortex. *p < 0.01, χ2 test.

(D) PV+ IN cell body positions.
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(E) (Left) Percentage of PV+ INs as a function of normalized cortical depth. (Right) 

Cumulative percentage.

(F) Total percentage of PV+ INs in the top 50% (Superficial) versus bottom 50% (Deep) of 

cortex. p = 0.29, χ2.

(G) SST+(GFP−) IN cell body positions.

(H) (Left) Percentage of SST+(GFP−) INs as a function of normalized cortical depth. (Right) 

Cumulative percentage.

(I) Total percentage of SST+(GFP−) INs in the top 50% (Superficial) versus bottom 50% 

(Deep) of cortex. p = 0.37, χ2.

(J) Overlap of SST (IHC) and 5HT3A-GFP signal. p = 0.47, χ2 test.

(K) Cell densities. 5HT3A-GFP+ INs: control (n = 23 sections) versus cKO (n = 24 

sections), p = 0.62. PV+ INs: control (n = 36 sections) versus cKO (n = 33 sections), p 

= 0.29. SST+(GFP−) INs: control (n = 35 sections) versus cKO (n = 36 sections), p = 0.57. t 

tests.

Error bars represent ± SEM.
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Figure 3. Loss of IT-Type PNs Disrupts VIP+ but Not reelin+ IN Lamination and Results in 
Aberrant CCK+ INs
(A) VIP IN cell body positions.

(B) Percentage of VIP INs as a function of normalized cortical depth. Inset, total percentage 

of VIP INs in the top 50% (first 10 bins: Superficial) versus bottom 50% (last 10 bins: Deep) 

of cortex. *p < 0.02, χ2 test.

(C) VIP IN densities. Control (n = 35 sections) versus cKO (n = 33 sections). p = 0.7, 

Wilcoxon rank test.

(D) Reelin+(GFP+) IN cell body positions.
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(E) Percentage of reelin+(GFP+) INs as a function of normalized cortical depth.

(F) Reelin+(GFP+) IN densities. Densities: control (n = 35 sections) versus cKO (n = 33 

sections). p < 0.05, t test.

(G) CCK+(GFP+) IN cell body positions.

(H) Percentage of CCK+(GFP+) INs as a function of normalized cortical depth.

(I) CCK+(GFP+) IN densities. Densities: control (n = 35 sections) versus cKO (n = 34 

sections). p < 0.001, Wilcoxon Rank test.

(J) (Left) Total overlap of VIP and reelin(GFP+). Control versus cKO: p = 0.29, χ2 test. 

(Right) Within-section overlap. Overlap/VIP total: control (n = 35 sections) versus cKO (n 

= 33 sections), p = 0.15; overlap/reelin total: control (n = 35 sections) versus cKO (n = 33 

sections), p = 0.1. Wilcoxon rank tests.

(K) (Left) Total overlap of CCK(GFP+) and reelin(GFP+). Control versus cKO: *p < 0.05, 

χ2 test. (Right) Within-section overlap. Overlap/CCK total: control (n = 35 sections) versus 

cKO (n = 34 sections), p = 0.28, t test; overlap/reelin total: control (n = 35 sections) versus 

cKO (n = 34 sections), *p < 0.001, Wilcoxon rank test.

Error bars represent ± SEM.
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Figure 4. Loss of IT-Type Identity Disrupts Synaptic Connectivity between PNs and CGE-
Derived INs in the Superficial Cortex
(A) CGE INs in the superficial cortex of cKO mice: late spiking (LS) neurogliaform, 

irregular spiking (IS) and fast adapting (fAD) bi-tufted. LS cell red trace: depolarizing Vm 

ramp. Dendrites and soma in black, axon in red.

(B) Percentage of IN firing types. Control (n = 38 cells) versus cKO mice (n = 31 cells). 

bNA2, burst nonadapting 2.

(C) Paired whole-cell recordings of synaptic connections in control mice. (1) Recording 

configuration. (2) PN-to-IN; postsynaptic LS IN. (3) IS-type IN-to-PN. Arrow: 

Wester et al. Page 32

Neuron. Author manuscript; available in PMC 2022 March 30.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



asynchronous transmitter release. (4) LS-type IN-to-PN synaptic connection. Gray traces: 

first 5 trials; pink traces: subsequent failures. Scale bars correspond to (2) unless otherwise 

noted. 10 overlaid trials in each.

(D) Paired whole-cell recordings of synaptic connections in Satb2 cKO mice. (1) Recording 

configuration. iPT = induced-PT. (2) PN-to-IN; postsynaptic IS IN. (3) IS-type IN-to-PN. 

Arrow: asynchronous transmitter release. (4) LS-type IN-to-PN synaptic connections lack 

failures after many trials (cf. Figure 4C4). Scale bars correspond to (2) unless otherwise 

noted. 10 overlaid trials in each.

(E) Connection probabilities (reciprocal in middle). Satb2 cKO PNs denoted iPT. *p < 0.05, 

χ2 test.

(F) Connection probabilities by IN firing type.

(G) Reconstructed Satb2 KO PN. Dendrites and soma in black, axon in red.
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Figure 5. IT-Type but Not PT-Type PNs Target CGE-Derived INs in Deep Cortical Layers
(A) Experimental design. SC, superior colliculus.

(B) IT PN to CGE IN synaptic connection and connection probabilities (reciprocal in 

middle). *p < 0.01, χ2 test.

(C) Connection probabilities by IN firing type.

(D) Putative VIP+ INs with a linear a current-voltage relationship receive synaptic 

connections at a significantly higher rate than those with inward rectification. *p < 0.01, 

χ2 test.
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Figure 6. Population Input from PNs to CGE INs
(A) Experimental design. Vc, voltage clamp; Ic, current clamp.

(B) Light stimuli (blue bars) evoked action potentials in infected PT PNs, without 

postsynaptic responses in INs. Depolarizing afterpotential (arrow). 10 overlaid trials.

(C) Long-duration (10 ms), high-power (26 mW) light stimuli (blue bars) were required 

to evoke rare, low amplitude postsynaptic responses in 5HT3A-GFP+ INs. Note doublet 

spiking in PT PN. 10 overlaid trials.

(D) Experimental design and example of 1.5 mW, 2 ms light stimuli evoked spikes. Lack of 

a depolarizing afterpotential (arrow). 10 overlaid trials.

(E) Amplitude of postsynaptic responses in CGE INs increase as a function of light power. 

10 overlaid trials. Plotted are amplitudes of the first postsynaptic response evoked during a 

stimulus train, normalized to the lowest intensity (0.6 mW) (n = 5 cells). Error bars represent 

± SEM.
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Figure 7. Single-Cell RNA Sequencing of CGE INs after Loss of IT-Type PNs
(A) Experimental design.

(B) t-distributed stochastic neighbor embedding (t-SNE) plots of CGE INs from control and 

cKO mice after integration and alignment of transcriptomic datasets.

(C) t-SNE plot (overlaid control and cKO datasets) with color-coded clusters identified by 

unbiased analysis. IN cluster names were manually curated based on prevalence of major 

molecular markers. Small contaminant clusters also identified (Glutamatergic, Astrocytes, 

Oligodendrocytes, Immature).
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(D) Heatmaps of transcription for major molecular markers across IN clusters. Colors 

represent log normalized average expression values relative to each gene across clusters.

(E) Differential expression of selected genes across IN clusters from control and cKO mice. 

Colors are average expression values within a cluster; dot size is percentage of cells within a 

cluster expressing the gene.
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Figure 8. CGE INs Upregulate Many Genes Relevant to Migration and Synaptic Connectivity in 
Mice Lacking IT-Type PNs
Selected genes with significant differential expression after loss of IT-type PNs in manually 

curated categories: (A) chemokine ligands and receptors, (B) adhesion molecules and 

receptors, (C) growth factors, and (D) molecules involved in axon guidance and synapse 

formation. Green arrowheads indicate genes mentioned in the text. Genes and clusters sorted 

by Euclidean distance. Colors denote log fold change of average expression within each 

cluster.
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KEY RESOURCES TABLE

REAGENT or RESOURCE SOURCE IDENTIFIER

Antibodies

Rabbit anti-VIP ImmunoStar Cat# 20077; RRID: AB_572270

Mouse anti-reelin MBL International Cat# D223-3; RRID: AB_843523

Mouse anti-PV Sigma-Aldrich Cat# P3088; RRID: AB_477329

Rat anti-SST MilliporeSigma Cat# MAB354; RRID: AB_2255365

Chicken anti-MBP MilliporeSigma Cat# AB9348; RRID: AB_2140366

Rat anti-Ctip2 Abcam Cat# ab18465; RRID: AB_1001525

Mouse anti-CRYM Abcam Cat# ab54669; RRID: AB_943673

Rabbit anti-CCK Frontier Institute, Japan Cat# AB2571674; RRID: AB_2571674

Goat anti-rabbit Alexa Fluor 555 Thermo Fisher Scientific Cat# A-21428; RRID: AB_141784

Goat anti-rat Alexa Fluor 633 Thermo Fisher Scientific Cat# A-21094; RRID: AB_141553

Goat anti-rat Alexa Fluor 555 Thermo Fisher Scientific Cat# A-21434; RRID: AB_141733

Goat anti-mouse Alexa Fluor 633 Thermo Fisher Scientific Cat# A-21052; RRID: AB_2535719

Goat anti-mouse Alexa Fluor 555 Thermo Fisher Scientific Cat# A-21422; RRID: AB_141822

Goat anti-Chicken Alexa Flour 633 Thermo Fisher Scientific Cat# A-21103; RRID: AB_2535756

Papain Dissociation System Worthington Biochemical 
Corporation

Cat# LK003150

Chromium Single Cell 3′ Library & Gel Bead Kit v2 10X Genomics Cat# 120237

Chromium Single Cell A Chip Kit 10X Genomics Cat# 120236

Bacterial and Virus Strains

AAV9-Syn-FLEX-Chrimson-tdTomato UNC Vector Core N/A

G-deleted-rabies-mCherry-ChR2 Salk Institute Gene, Transfer, 
Targeting and Therapeutics 
Core

N/A

Chemicals, Peptides, and Recombinant Proteins

Carbachol Sigma-Aldrich Cat# 1092009

Tetrodotoxin citrate R&D Systems Cat# 1078

AP5 Abcam Cat# ab120271

Deposited Data

Single cell RNA-sequencing GEO: GSE127724

Experimental Models: Organisms/Strains

Mouse: 5HT3A-GFP Charles Gerfen (Chittajallu et 
al., 2013)

N/A

Mouse: Tlx3(PL56)-Cre Charles Gerfen (Gerfen et al., 
2013)

N/A

Mouse: Emx1-IRES-Cre The Jackson Laboratory JAX: 005628

Mouse: loxP flanked Satb2 Rudolf Grosschedl (Srinivasan 
et al., 2012)

N/A

Mouse: LoxP flanked Lis1 Anthony Wynshaw-Boris 
(Gambello et al., 2003)

N/A

Mouse: Sox2-Cre The Jackson Laboratory JAX: 008454
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REAGENT or RESOURCE SOURCE IDENTIFIER

Oligonucleotides

Primer: UNIV CRE 1: CAGAGACGGAAATCCATCGC Invitrogen N/A

Primer: UNIV CRE 2: GGTGCAAGTTGAATAACCGG Invitrogen N/A

Primer: Satb2 (flx fwd) AAGACTGCTGTGTGGGCTACAC Invitrogen N/A

Primer: Satb2 (flx rev) CACGTCCGTCCAAAGTTGCT Invitrogen N/A

Primer: Emx1-Cre: olMR1084 (MTfwd) GCG GTC TGG CAG 
TAA AAA CTA TC

Invitrogen N/A

Primer: Emx1-Cre: olMR1085 (MTrvs) GTG AAA CAG CAT 
TGC TGT CAC TT

Invitrogen N/A

Primer: Emx1-Cre: olMR4170 (WTfwd) AAG GTG TGG TTC 
CAG AAT CG

Invitrogen N/A

Primer: Emx1-Cre: olMR4171 (WTrvs) CTC TCC ACC AGA 
AGG CTG AG

Invitrogen N/A

Software and Algorithms

Seurat Butler et al., 2018 https://satijalab.org/seurat/

Igor Pro WaveMetrics N/A

pClamp 10.6 Molecular Devices N/A

NeuroMatic Rothman and Silver, 2018 N/A

Morpheus https://software.broadinstitute.org/
morpheus/

Neurolucida MicroBrightField N/A

Simple Neurite Tracer for Fiji Longair et al., 2011; 
Schindelin et al., 2012

https://imagej.net/Simple_Neurite_Tracer

Imaris Bitplane N/A

Zen Black Zeiss N/A

Other

Retrobeads Lumafluor N/A

pE-4000 CoolLED N/A
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