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L I F E  S C I E N C E S

Asynchronous nuclear cycles in multinucleated 
Plasmodium falciparum facilitate rapid proliferation
Severina Klaus1, Patrick Binder2,3, Juyeop Kim1, Marta Machado1,4, Charlotta Funaya5, 
Violetta Schaaf1, Darius Klaschka1, Aiste Kudulyte1, Marek Cyrklaff1, Vibor Laketa1, Thomas Höfer3, 
Julien Guizetti1, Nils B. Becker3, Friedrich Frischknecht1, Ulrich S. Schwarz2, Markus Ganter1*

Malaria-causing parasites proliferate within erythrocytes through schizogony, forming multinucleated stages 
before cellularization. Nuclear multiplication does not follow a strict geometric 2n progression, and each pro-
liferative cycle produces a variable number of progeny. Here, by tracking nuclei and DNA replication, we show 
that individual nuclei replicate their DNA at different times, despite residing in a shared cytoplasm. Extrapolating 
from experimental data using mathematical modeling, we provide strong indication that a limiting factor exists, 
which slows down the nuclear multiplication rate. Consistent with this prediction, our data show that temporally 
overlapping DNA replication events were significantly slower than partially overlapping or nonoverlapping 
events. Our findings suggest the existence of evolutionary pressure that selects for asynchronous DNA replication, 
balancing available resources with rapid pathogen proliferation.

INTRODUCTION
Eukaryotic cells usually proliferate by duplicating their genome and 
subsequently dividing into two daughter cells, each containing a 
single nucleus. Nevertheless, multinucleated cells can be readily found 
throughout the eukaryotic tree of life (1) and can be seen in several 
unicellular organisms (2), early embryos of insects (3), during plant 
seed development (4), or in osteoclasts and myotubes of vertebrates 
(5, 6). While some multinucleated cells, such as osteoclasts and 
myotubes, form by fusion of mononucleate cells, multinucleation 
can also result from repeated nuclear divisions without cell division, 
as seen in the early Drosophila embryo (3).

Seminal experiments fusing HeLa cells in different stages of the 
cell cycle yielded a synchronization of their nuclei (7), demonstrating 
that cell cycle control was mediated by diffusible cytoplasmic factors. 
In line with this mode of regulation, the nuclei of many multinucleated 
cells progress through cell cycle events synchronously (8). Yet, 
experiments with multinucleated mammalian cells, both fused and 
spontaneously arising, also reported asynchronous behavior of the 
nuclei (9, 10). Another example of asynchronous nuclear division 
cycles can be observed in the large multinucleated hyphae of the 
fungus Ashbya gossypii (11). Here, asynchrony is due to a combina-
tion of limited diffusion of cytoplasmic factors along the hypha and 
nucleus-intrinsic mechanisms, such as differences in transcriptional 
activity (12–14).

The unicellular parasite Plasmodium falciparum is the major 
contributor to global malaria-associated morbidity and mortality 
(15). During its complex life cycle, the parasite alternates between a 
female Anopheles mosquito host and a human host (Fig. 1A). In the 
mosquito host, a multinucleated cell occurs during the oocyst stage 
and in the human host during the liver and blood stages of infection. 
Within the liver and the blood, parasites proliferate via a process 

called schizogony. During schizogony, repeated rounds of nuclear 
division occur, forming a multinucleated cell before cellularization 
(16, 17). Through schizogony in the liver stage, a single parasite 
produces tens of thousands of daughter cells, called merozoites. 
Merozoites enter the blood stream again to invade erythrocytes. In 
this clinically relevant blood stage of infection, P. falciparum burden 
is directly related to disease severity (18, 19). Each blood-stage 
proliferative cycle takes roughly 48 hours and one parasite gives rise 
to approximately 20 ± 3 daughter merozoites (20–22). After inva-
sion of an erythrocyte, merozoites quickly transform into a ring-stage 
parasite, which over time develops into a trophozoite and further 
into a schizont. The schizont stage is characterized by the presence 
of multiple nuclei, which actively divide while keeping their nuclear 
envelope intact (23, 24). Nuclear multiplication concludes with a 
relatively synchronous final round of division, which coincides with 
cellularization (17, 24). The daughter cells are subsequently released 
during egress and can then invade other erythrocytes, starting the 
proliferative cycle anew.

In a P. falciparum blood-stage schizont, odd numbers of nuclei 
are frequent and nuclear microtubule structures often differ between 
nuclei, indicating that nuclei divide asynchronously (23,  25–27). 
However, the dynamics of asynchronous nuclear division and its 
coordination with DNA replication are unknown. Here, we investi-
gate nuclear multiplication in P. falciparum blood stages by com-
bining different imaging modalities with computer simulations. We 
show how DNA replication and nuclear divisions are organized 
and provide data indicating that asynchronous nuclear cycles in 
P. falciparum blood stages balance limited resources with rapid 
parasite proliferation.

RESULTS
P. falciparum proliferates through consecutive rounds 
of DNA replication and nuclear division
Two distinct models have been proposed to describe the chronology 
of DNA replication and nuclear division events in a P. falciparum 
blood-stage schizont (Fig. 1B). Model 1 assumes several rounds of 
DNA replication in the trophozoite stage, which precede a phase of 
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nuclear divisions in the schizont stage (28, 29) (Fig. 1B, top). This 
model predicts at first parasites with a single nucleus and varying 
DNA content and then parasites with varying number of nuclei and 
a relatively constant total DNA content (Fig. 1B, bottom). Model 2 
proposes alternating rounds of DNA replication and nuclear divi-
sions (26, 30, 31) (Fig. 1B, top), predicting a gradual increase of both 
number of separate nuclei per parasite and the total DNA content 
(Fig. 1B, bottom).

To test the predictions of both models, we stained the DNA and 
quantified the total DNA content as well as the apparent number of 
nuclei per parasite, assuming that every distinct DNA mass corresponds 

to an individual nucleus. We quantified the DNA content of 
haploid ring-stage parasites by integrating their fluorescence inten-
sity and defined it as 1C (32). DNA content and number of nuclei 
per parasite were positively correlated, supporting model 2. In addi-
tion, the total DNA content did not exceed a value of 2C per nucleus 
of a given parasite (Fig. 1C and fig. S1A). These observations suggest 
that the DNA content of individual nuclei alternates between 1C and 
2C. To exclude the possibility that membranous connections still 
existed between the nuclear envelopes that appeared separate in light 
microscopy, we recorded three-dimensional electron tomographic 
views of cell parts containing several entire nuclei (Fig. 1, D and E, 

Fig. 1. P. falciparum proliferates through consecutive rounds of asynchronous DNA replications and nuclear divisions. (A) Scheme of the P. falciparum life cycle, 
alternating between female Anopheles mosquitoes and humans. Multinucleation occurs in the oocyst, liver, and blood stage. Blood-stage development starts with the 
ring stage, followed by the trophozoite. Asynchronous nuclear divisions occur in the subsequent schizont stage. At the end of this stage, cellularization occurs and the 
segmenter is formed, containing nascent daughter cells called merozoites. Egress releases the merozoites that can then infect another erythrocyte. (B) Schematic and 
predictions of two models proposing the mode of P. falciparum proliferation in the blood stage of infection. (C) Gradual increase of the total DNA content and the number 
of nuclei of P. falciparum supports model 2. The DNA content was normalized to haploid ring-stage parasites (insert), defined as 1C. Horizontal bars, SD; gray lines, expected 
DNA contents of parasites with all nuclei before or after S-phase; gray bands, propagated error (SD) of ring-stage measurements. (D) Electron tomogram, overlayed with 
3D-segmented inner nuclear membranes (blue); scale bar, 1 m; see movie S1. (E) Side view of nuclear volumes showed no connection (90° rotation around the y axis); 
arrowhead, tomogram plane shown in (D). (F) Electron tomogram of connected nuclei; scale bar, 1 m; inset highlights the connection (arrowhead); scale bar, 250 nm. 
(G) Time-lapse microscopy of a reporter parasite stained with the DNA dye 5-SiR-Hoechst showed asynchronous DNA replication in sister nuclei; scale bar, 2 m; see movie S3. 
(H) Quantification of the DNA content of the nuclei shown in (G).
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and fig. S1, B and C). Although the nucleoplasms of some adjacent 
nuclei were only 75  nm apart (fig. S1, D and E), most nuclei 
appeared as separate compartments with clearly discernible nuclear 
envelopes and ribosomes filling the cytoplasmic gap. In only one of 
eight analyzed cells, we recorded a narrow bridge interconnecting 
two nuclei, which appeared to be completing nuclear division 
(Fig. 1F). Together, these data support a mode of P. falciparum 
blood-stage proliferation that consists of alternating rounds of DNA 
replication and nuclear divisions before cellularization. Although 
nuclear divisions lack synchronization (23,  25–27), it is unclear 
whether DNA replication in pairs of sister nuclei is synchronized. 
Using time-lapse live-cell microscopy of a cell line that expressed 
mCherry fused to a triple nuclear localization signal as a marker for 
nuclei (fig. S2, A to C), we quantified the DNA content using a 
live-cell–compatible DNA dye (32,  33). We found that the DNA 
content of sister nuclei increased at different times, indicating that 
DNA replications can occur asynchronously, i.e., onset and end of 
S-phases are desynchronized (Fig. 1, G and H, and fig. S2D).

A nuclear cycle sensor system
To understand how asynchronous DNA replications are orchestrated, 
we investigated the localization of the DNA replication machinery, 
using the P. falciparum proliferating cell nuclear antigen (PCNA) 
1 as a proxy. PCNA is a critical cofactor of DNA polymerases and 
serves as a hub for many other components of the replication fork 
(34). As endogenous fusion of PCNA1 with green fluorescent 
protein (GFP) failed (fig. S3), we episomally expressed a PCNA1::GFP 
fusion protein in the background of our nuclear marker line (fig. 
S4A). Using correlative light and electron microscopy, we found 
that, in contrast to previous reports (35, 36), PCNA1::GFP localized 
unequally in nuclei of the same parasite, with only some nuclei 
showing distinct PCNA1::GFP foci (Fig. 2A and fig. S4B). In addi-
tion, time-lapse imaging revealed a dynamic localization and tran-
sient accumulation of PCNA1 in changing subsets of nuclei (Fig. 2B 

and fig. S4C). An increasing nuclear PCNA1::GFP signal was accom-
panied by a decreasing cytosolic signal and vice versa (Fig. 2, B and C, 
and fig. S4D), suggesting that nuclei access a common cytoplasmic 
pool of PCNA1. Moreover, nuclear accumulation of PCNA1::GFP 
coincided with a duplication of the DNA content in the same nuclei 
(Fig. 2D and fig. S4E). This allowed us to track individual DNA 
replication and nuclear division events over time in a given cell 
(Fig. 2B and fig. S4F). Hence, our parasite line expressing PCNA1::GFP 
can be considered a nuclear cycle sensor system analogous to the widely 
used FUCCI cell cycle sensor system for mammalian cells (37).

Single-cell dynamics of nuclear multiplication
Using our PCNA1-based nuclear cycle sensor system, we next 
quantified the timing of individual events during nuclear multipli-
cation over several generations of nuclei. We defined S-phase as the 
time interval between the onset and the end of visible PCNA1::GFP 
accumulation in a nucleus (Fig. 2, A and B). Completion of nuclear 
division was defined as the first time point where two separate 
nuclei could be observed. To enable the comparison of different events 
during nuclear multiplication, we numbered each event by the gener-
ation of nuclei and in the order of S-phase initiation. Hence, the 
initial S-phase in a parasite containing a single nucleus was labeled 
1,1. Subsequent division of this nucleus resulted in two nuclei labeled 
2,1 and 2,2, respectively, with 2,1 indicating the nucleus that en-
tered S-phase first (Fig. 3A). This allowed us to draw nuclear lineage 
trees for individual parasites (Fig. 3A and fig. S5A). Notably, the 
timing of events and, thus, the resulting nuclear lineage trees varied 
markedly between individual parasites (fig. S5A). This cannot be 
explained by variable expression of PCNA1::GFP, which had no 
effect on DNA replication dynamics (fig. S5B). Investigating over 
60 nuclear lineage trees showed that the first S-phase (S1,1) was on 
average significantly longer than the S-phase of the second-generation 
nuclei (S2,1; S2,2). The duration of S-phases then remained similarly 
long in the third generation of nuclei (S3,1 through S3,4) (Fig. 3B). 

Fig. 2. Heterogeneous accumulation of PCNA1::GFP among nuclei permits development of a nuclear cycle sensor system. (A) Correlative light and electron microscopy 
showed heterogeneous accumulation of PCNA1::GFP among P. falciparum nuclei; scale bar, 1 m; arrowhead, PCNA1::GFP focus. (B) Time-lapse microscopy showed 
dynamic and transient accumulation of PCNA1::GFP; scale bar 2 m; arrowheads, nuclear PCNA1::GFP accumulation; see movies S4 and S5. (C) Nuclear accumulation of 
PCNA1::GFP coincided with a depletion of the cytosolic pool; lines, average (n = 4); bands, SD. (D) Nuclear PCNA1::GFP accumulation caused a peak in the maximal pixel 
intensity, coinciding with DNA content duplication. DNA content was normalized to the average of 10 or all available values before the nuclear accumulation of PCNA1::GFP, 
defined as 1C; solid lines, average; bands, SD.
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Also, the time from the end of S-phase to nuclear division (S-D) was 
longer in the first generation than in the second generation (Fig. 3C). 
The following interval between nuclear division and S-phase (D-S) 
in nuclei of the second generation was longer than in the third gen-
eration (Fig. 3D). Hence, all initial phases of nuclear multiplication 
(i.e., duration of the first S-phase, time from the end of first S-phase 
to first nuclear division, and time from first division to the start of 
the second S-phases) were slower than the corresponding phases in 
the ensuing cycle. These data are consistent with the duration of 
different microtubule stages, which were recently reported for the 
initial and the subsequent nuclear divisions (27). We observed that the 
S-phases and the times from completed S-phase to nuclear division 
were similar in sister nuclei of the second and third generation. In 
contrast, the time from nuclear division to the start of the following 
S-phase varied markedly between sister nuclei (fig. S5C). Therefore, 
the interval between nuclear division and onset of S-phase pre-
dominantly introduces asynchrony during nuclear multiplication.

A mathematical model of P. falciparum nuclear 
multiplication
To produce approximately 20 daughter cells (20–22), most nuclei 
should undergo four and some nuclei five rounds of S-phase and 
nuclear division. Because of the spatial proximity of nuclei (fig. S1, 
D and E), the S-phases and nuclear divisions that occurred during 
the latter half of schizogony could not be confidently analyzed by 
live-cell microscopy. Hence, we aimed to extrapolate the dynamics 
of the initial nuclear multiplication computationally. We modeled 

nuclear multiplication as a branching process, where nuclei stochasti-
cally progress through nuclear cycles. They consisted only of two 
phases: S-phase and the interval from the end of one S-phase to the 
start of the next in each daughter nucleus (Fig. 4A and fig. S6A). The 
model was parameterized using observed distributions of these two 
phases in each of the first two nuclear cycles, with the first cycle 
being slower than the second (Fig. 3, A to D, and table S1). In addition, 
we also determined the total replication time, i.e., the time from 
start of first S-phase to end of the last S-phase, and the time of egress 
in individual parasites (Fig. 4A and fig. S6B). As the first and second 
nuclear cycles showed no significant correlation (Fig. 4B), we did not 
include the inheritance of factors that facilitate nuclear multiplication 
in the model.

Because the observed nuclear lineage trees were very diverse 
(fig. S5A), we asked by what mechanism nuclear multiplication is 
stopped to achieve a well-defined end point that allows for cellulariza-
tion. We examined two qualitatively different stopping mechanisms, 
which have been proposed in the context of cell proliferation (38) 
and nuclear multiplication in Plasmodium (22). The timer mecha-
nism posits that growth of a system (e.g., increase in the number of 
nuclei) stops after a set time period. This set time is independent of 
the size of the system (e.g., the number of nuclei). If the initial 
nuclear cycle during a given time period is slow, less nuclei will be 
produced overall. Thus, the length of the first nuclear cycle should 
correlate with the number of nuclei but not with the overall dura-
tion of nuclear multiplication (Fig. 4C). Such a timer mechanism 
has been described for synchronous nuclear multiplication in the 

Fig. 3. Single-cell dynamics of nuclear multiplication. (A) Nuclear lineage tree illustrating the three consecutive generations of nuclei quantified in (B) to (D). Dashed lines, 
nuclear divisions D demarcating generations and defined as the first time point where two separate daughter nuclei were observed; blue, S-phases S defined as the interval 
during which PCNA1::GFP accumulation was observed in a nucleus; nuclei are numbered by generation and in order of S-phase occurrence (e.g., 2,1: second generation, 
first S-phase). (B) S-phase durations of three generations of nuclei. S1,1 phases were longer than the pooled second-generation S-phases S2,1/2 (two-sided Mann-Whitney 
U test effect size f = 0.72, n1 = 54, n2 = 117, P = 3.2 × 10−6), and S2,1/2 was the same as S3,1/2/3/4 (f = 0.51, n1 = 117, n2 = 75, P = 0.85). (C) Time from end of S-phase to nuclear 
division (S-D) of two generations of nuclei. (S-D)1,1 was longer than (S-D)2,1/2 (f = 0.87, n1 = 63, n2 = 60, P = 8.1 × 10−13). (D) Time from nuclear division to start of S-phase 
(D-S) of two generations of nuclei. (D-S)2,1/2 was longer than (D-S)3,1/2/3/4 (f = 0.66, n1 = 119, n2 = 91, P = 4.2 × 10−5). Numbering of events in (B) to (D) as indicated in (A); each 
dot represents an event occurring in a single nucleus of a single parasite of 70 parasites analyzed; solid lines, median; horizontal dashed lines, quartiles.
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unicellular eukaryote Sphaeroforma arctica (39). Conversely, the 
counter mechanism stops growth after a certain system size has 
been reached (e.g., a certain number of nuclei in a schizont), regard-
less of the time needed (Fig. 4D). Longer first cycles lead to a delayed 
end of nuclear multiplication, as the required number of nuclei is 
reached later. The counter mechanism predicts that the length of 
the first nuclear cycle has an effect on the overall duration of nuclear 
multiplication. Hence, a counter positively correlates the time 
needed for the first nuclear cycle with the overall duration of nuclear 
multiplication.

To distinguish timer and counter mechanisms, we compared the 
duration of the first nuclear cycles to the total replication time, i.e., 

start of first S-phase to end of the last S-phase in single parasites 
(Fig. 4E). These two traits showed a significant positive correlation, 
which is incompatible with a timer but consistent with a counter. We 
also found a positive correlation between the first nuclear cycle and the 
overall time needed from the onset of the first S-phase to parasite 
egress, again supporting a counter but rejecting a timer (fig. S6E). A 
similar analysis using data from the second nuclear cycles also 
favored a counter (fig. S6, F and G). Consequently, we adopted a 
counter mechanism in our model by stopping the initiation of fur-
ther S-phases after a set number of S-phases have been completed. 
At this point, a variable number of S-phases are still ongoing and 
these are allowed to conclude, producing a variable final number of 

Fig. 4. Simulation of P. falciparum proliferation predicts slowing nuclear cycle dynamics. (A) Nuclear lineage tree illustrating events of P. falciparum proliferation that 
were quantified in single parasites. S-phases depicted blue; nuclear cycles are defined as the total time from the start of an S-phase until the start of ensuing S-phases. 
Break indicates events that could not be individually resolved in the experiments. (B) The duration of the first and second nuclear cycles showed no correlation (Spearman's 
 = 0.14, n = 58, P = 0.28); solid line, linear regression; band, bootstrapped 95% confidence interval. (C and D) Schematic illustrating how the duration of the first nuclear 
cycle affects the time needed to complete nuclear multiplication. (C) Timer mechanism with a set total time (red line) predicts no correlation. (D) Counter mechanism with 
a set total number of nuclei (green line) predicts a positive correlation. (E) Time-lapse imaging data showed a positive correlation between duration of first nuclear cycle 
and total time needed, i.e., time from start S1,1 to end of last S-phase ( = 0.42, n = 46, P = 0.0034), supporting a counter mechanism and contradicting a timer mechanism; 
blue solid line and band, linear regression and bootstrapped 95% confidence interval; red solid line, timer prediction; green solid line, counter prediction if all events were 
synchronous. (F) Mathematical model with slowing nuclear cycling dynamics (17% per cycle) fitted the experimental data best; solid lines, median; dashed lines, quartiles.
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nuclei. We adjusted this stopping criterion such that our simula-
tions fitted the measured distribution of times from the start of the 
first S-phase to the end of last S-phase (fig. S6H). Without further 
adjustment, the simulations then reproduced the measured posi-
tive correlation between the first nuclear cycle and overall duration 
of nuclear multiplication and also the measured slope of their 
linear regression (Fig. 4E and fig. S6I). Thus, a counter mecha-
nism alone is sufficient to explain the observed timing of nuclear 
multiplication.

To test the model, we asked how many progeny it generated 
overall and compared this to our experimentally determined values. 
When the cycling dynamics were kept unchanged from the third 
nuclear cycle onward, the simulations clearly overestimated the 
total progeny (Fig. 4F). This result implies that nuclear multiplication 
in P. falciparum must slow down overall after the second nuclear 
cycle. This overall slowdown could be accomplished in different 
ways, e.g., the replicative arrest of individual nuclei or the slowing 
of the cycling dynamics of all nuclei. Although we cannot exclude 
the arrest of nuclei, we did not readily observe this (movies S4 to 
S6). We therefore adapted the model by gradually slowing the 
cycling dynamics of all nuclei from the third cycle onward. A slow-
down by 17% per cycle fitted our data best and recovered both the 
average and the variability of the number of progeny (Fig. 4F). In 
summary, nuclear multiplication during blood-stage schizogony 
initially accelerates from first to second cycle (Fig. 3, B to D) and 
then slows down.

A shared limiting factor can explain the dynamics of DNA 
replication in P. falciparum
As nuclear multiplication proceeds, the number of nuclei that share 
the same cellular resources increases. In addition, the probability that 
several nuclei are in the same stage of the nuclear cycle also increases, 
which can be immediately seen (Fig. 2B and movies S4 to S6). 
This suggest that the decrease in nuclear cycling speed could be 
explained by shared factors that become increasingly limiting as 
nuclei multiply.

If nuclei share a limited resource that is needed for multiplica-
tion, then simultaneously multiplying nuclei should experience a 
stronger limitation than nuclei that multiply sequentially. To test 
this prediction, we compared pairs of sister nuclei, where S-phases 
showed a varying degree of temporal overlap (Fig.  5,  A  and  B). 
While the intervals between S-phases did not differ significantly, 
partially overlapping S-phases were significantly longer than 
nonoverlapping S-phases, and completely overlapping S-phases were 
again markedly longer (Fig. 5C and fig. S7, A to D). This increase 
supports the notion that the speed of DNA replication is affected by 
a shared limiting factor. Next, we tested whether the increased 
duration of S-phases also translated into a longer nuclear cycle, and 
we found that partially overlapping S-phases had no effect. By 
contrast, a sizeable fraction of sister nuclei with synchronous S-phases 
displayed a prolonged nuclear cycle (Fig. 5D and fig. S7E), suggest-
ing that delays caused by synchronous S-phases cannot be fully 
compensated.

Fig. 5. Asynchronous nuclear cycles facilitate rapid parasite proliferation. (A) Time-lapse microscopy of a parasite with synchronous DNA replication events (arrowheads); 
scale bar, 2 m; see movie S6. (B) Fraction of parasites with completely, partially, and not overlapping S2,1 and S2,2. (C) Durations of S-phases increased with the degree of 
temporal overlap; solid lines, median; dashed lines, quartiles; two-sided Mann-Whitney U test, no versus partial overlap, f = 0.28, n1 = 44, n2 = 42, P = 2.7 × 10−4; partial 
versus complete overlap, f = 0.10, n1 = 42, n2 = 24, P = 5.9 × 10−8. (D) Nuclear cycles containing synchronous S-phases were longer; solid lines, median; dashed lines, quartiles; 
no versus partial overlap, f = 0.36, n1 = 41, n2 = 23, P = 0.07; partial versus complete overlap, f = 0 .27, n1 = 23, n2 = 26, P = 0.0067. ns, not significant; **P < 0.01; ***P < 0.001.
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DISCUSSION
The present work was made possible by a novel PCNA1-based 
nuclear cycle sensor system, which allowed us to investigate asyn-
chronous nuclear multiplication in P. falciparum. Our results show 
that this parasite proliferates through alternating, consecutive rounds 
of DNA replication and nuclear division. Although nuclei reside in 
close proximity in a shared cytoplasm, DNA replications and nuclear 
divisions occur asynchronously (Figs. 1 to 3 and fig. S2).

Notably, both genetically identical nuclei and parasites show 
large variation in nuclear cycling dynamics (Fig.  3 and figs. S2D, 
S4F, and S5A). Our data show that variability in nuclear lineages is 
mostly introduced during the time between nuclear division and 
the subsequent S-phase, an interval sharing similarities with the G1 
phase of the canonical cell cycle (Fig. 3D and fig. S5C). In mammalian 
and yeast cells, differences in cell cycle timing of genetically identical 
cells cultured in the same environment are predominantly introduced 
during the G1 phase (40–42). Similarly, in the multinucleated cells 
of A. gossypii, nuclear asynchrony is introduced in G1, causing a 
variable start of S-phase (43). To date, the molecular details of 
P. falciparum cell cycle regulation are not well understood, in part 
because the parasite displays a very divergent repertoire of cell 
cycle–related proteins (44). Many canonical proteins could not be 
identified by sequence homology and, for example, no G1-, S-, or 
M-phase cyclins have been found (45). However, the nuclear kinase 
CRK4 is known to be essential for S-phase initiation for each gener-
ation of nuclei (46), and hence, variability in CRK4 activity may be 
involved in generating asynchrony during nuclear multiplication.

In A. gossypii, asynchrony is usually associated with cytoplasmic 
domains that are established by spatial separation of the nuclei 
(12, 47, 48). Yet, in a dynactin mutant, nuclei cluster closely together 
and still maintained autonomy (47, 49). This indicates that nucleus- 
intrinsic factors are sufficient to establish asynchrony. In P. falciparum, 
the very close spatial proximity of nuclei (fig. S1, D and E) and 
the fast, heterogeneous, and transient nuclear accumulation of 
PCNA1::GFP suggest that nucleus-intrinsic factors are pivotal for 
nuclear autonomy. Nucleus-intrinsic differences could be achieved 
by physical asymmetry during nuclear division, resulting in the 
uneven distribution of factors that are necessary for the progression 
of the nuclear cycle, which has been proposed for asynchronous 
nuclear divisions in P. falciparum (26, 50, 51). In addition, differential 
nucleocytoplasmic transport may account for nucleus-intrinsic 
differences. The nuclei of terminally differentiated myotubes show 
an unequal nuclear import (52), and when myotubes are induced to 
reenter the cell cycle, their nuclei undergo asynchronous DNA 
replication (53).

P. falciparum blood-stage parasites can produce variable numbers 
of daughter cells (Fig. 4F) (20–22). Our results indicate that nuclear 
multiplication and, consequently, the number of daughter cells are 
regulated by a counter mechanism (Fig. 4E and fig. S6, E to G). 
Although several P. falciparum proteins have been implicated in the 
regulation of parasite progeny number, e.g., the kinases PK7 and 
CRK5 (54, 55), it is yet unclear how the counter operates at the 
molecular level.

Nuclear multiplication in P. falciparum is likely also influenced 
by nucleus-extrinsic factors, such as competition for a shared 
resource. Synchronous S-phases, which occurred in approximately 
a quarter of cells with two nuclei, significantly slowed down the 
nuclear cycles (Fig. 5). This suggests the existence of a shared factor 
that is required for DNA replication. Moreover, slow initial cycles 

translated in slower overall completion of nuclear multiplication 
(Fig. 4E), which suggests that asynchronous nuclear cycles may 
allow the parasite to exploit scarce resources more steadily, thereby 
shortening nuclear cycles and facilitating a faster completion of 
schizogony. Scarcity of nutrients led to a higher frequency of 
asynchrony in multinucleated human cells in tissue culture (10). In 
addition, P. falciparum cultured in serum of caloric restricted mice 
had fewer daughter cells per schizont (56), and P. falciparum grows 
better in blood from diabetic patients with elevated glucose levels 
(57). However, it remains unclear how altered nutrient availability 
affects the nuclear multiplication dynamics and the relative fre-
quency of synchronous events. Overall, our findings support the 
notion that asynchrony has evolved to enable P. falciparum blood-
stage parasites to balance available resources with rapid prolifera-
tion, which is the main driver of virulence and critical for life cycle 
progression.

MATERIALS AND METHODS
P. falciparum cell culture
The P. falciparum strain 3D7 is laboratory-adapted and derived 
from the isolate NF54 by limiting dilution. NF54 originated from a 
case of airport malaria in The Netherlands (58). P. falciparum 3D7 
parasites were routinely cultured in human O+ peripheral blood 
erythrocytes in RPMI 1640 (GlutaMAX, Gibco, Thermo Fisher 
Scientific) medium supplemented with 0.5% AlbuMAX II Lipid- 
Rich BSA (Gibco, Thermo Fisher Scientific), 0.2 mM hypoxanthine 
(c.c.pro GmbH), 25 mM Hepes (pH 7.3; Sigma-Aldrich, Merck), 
and gentamicin sulfate (12.5 g/ml; Carl Roth) (complete RPMI) 
at a 4% hematocrit and a temperature of 37°C in 90% relative 
humidity, 3% CO2, and 5% oxygen (59).

If needed, parasites were synchronized by incubating 400 l of 
packed erythrocytes with 10 ml of prewarmed 5% sorbitol solution 
(w/v) for 10 min at 37°C (60). Parasites were washed once with 
complete RPMI before return to culture.

Parasitemia was counted using either a Zeiss Axiostar Plus (Carl 
Zeiss Microscopy GmbH) or Nikon Eclipse E100 (Nikon Corporation) 
with 100× oil immersion objective on thin blood smears fixed with 
100% methanol (Honeywell) for 10 s and stained with Hemacolor 
rapid staining of blood smear solutions (Sigma-Aldrich, Merck). For 
genomic DNA extraction, parasite DNA was isolated from 200 l of 
washed erythrocyte pellet with a parasitemia of 1 to 3% using the 
DNeasy Blood & Tissue Kit (Qiagen).

Generation of transgenic P. falciparum
All primer and plasmid sequences are available upon request. The 
plasmid for visualization of parasite nucleoplasm was generated by 
restriction digest–mediated removal of the FKBP-rapamycin binding 
domain (FRB) sequence from the plasmid p3xNLS-FRB-mCherry-
hsp86-BSD gifted by T. Spielmann (61). The resulting plasmid 
p3xNLS-mCherry-hsp86-BSD expresses mCherry coupled to three 
nuclear localization sequences (NLSs) under the constitutive hsp86 
promoter. Furthermore, the plasmid contains a BSD-resistance  
cassette.

PCNA1::GFP was expressed from the plasmid pARL_PCNA1- 
GS-eGFP under the control of the P. falciparum CRT promoter. In 
addition, it contains a WR99210 resistance cassette (62).

Plasmids were amplified by transformation into 50 l of compe-
tent 5-alpha F'Iq Competent Escherichia coli cells (New England 

http://c.c.pro
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Biolabs GmbH), overnight culture at 37°C, and extraction via the 
GenElute HP Plasmid Miniprep Kit (Sigma-Aldrich, Merck) or 
NucleoBond Xtra Midi Kit (Macherey-Nagel) depending on required 
purity and yield. Monoclonal colonies were verified by Sanger 
sequencing (Eurofins Genomics).

Transgenic parasites were created by electroporation (310 kV, 
950 F; Gene Pulser II, Bio-Rad) of 50 to 100 g of purified DNA 
resuspended in 30 l of TE buffer [10 mM tris (pH 8.0) and 1 mM 
EDTA (pH 8.0)] and 370 l of CytoMix [120 mM KCl, 0.15 M CaCl2, 
2 mM EGTA, 5 mM MgCl2, 10 mM K2HPO4/KH2PO4, and 25 mM 
Hepes (pH 7.6)] into 200 l of packed erythrocytes of a ring-stage 
3D7 culture with a parasitemia of at least 4% (63). The presence of 
episomes was maintained by continuous selection with blasticidin 
(BSD) (InvivoGen) at 5 g/ml and/or WR99210 (Jacobus Pharma-
ceutical Company) at 2.5 M, respectively.

Endogenous tagging of PCNA1 with GFP was attempted by 
CRISPR-Cas9–mediated homology repair. The plasmid pDC2-cam-
coCas9-U6-hDHFR was a gift from M. Lee (64). Briefly, this 
plasmid expresses a guide RNA (gRNA) sequence from a U6 cassette 
together with a Cas9 nuclease under the P. falciparum calmodulin 
promoter as well as a WR99210 resistance cassette for selection in 
P. falciparum. gRNA binding sites were selected using the Proto-
spacer Workbench software (65). The selection of gRNA sequences 
was based on distance to the C terminus of PCNA1 and the activity 
prediction scores (66). gRNAs were ordered as unmodified oligo-
nucleotides (Thermo Fisher Scientific), annealed, and phosphorylated 
before ligation in the pDC2-cam-coCas9-U6-hDHFR plasmid 
linearized by Bbs I restriction digest (New England Biolabs GmbH). 
Template regions for double-crossover homology repair were cloned 
into the same plasmid backbone. The final plasmids were assembled 
via Gibson Assembly (NEBuilder HiFi DNA Assembly, New England 
Biolabs GmbH) using the polymerase chain reaction (PCR)–amplified 
homology and GFP sequences and the plasmid containing the 
selected guides, which was linearized by Eco RI and Aat II restriction 
digest (New England Biolabs GmbH).

Transfection was carried out as described above, but selection 
with WR99210 was discontinued 12 days after transfection. The 
presence of GFP fluorescence was investigated in live parasites 
under a coverslip on a glass slide using a 60× oil immersion ob-
jective on a Zeiss Axio Observer (Carl Zeiss Microscopy GmbH) 
equipped with a Prime BSI sCMOS camera (Teledyne Photometrics). 
Diagnostic PCR was carried out on isolated genomic DNA from the 
transfected pool.

Sample preparation for correlative light and electron 
tomography and serial section tomography
Red blood cells infected with P. falciparum 3D7 expressing 3xNLS- 
mCherry and PCNA1::GFP in multinucleated stages were purified 
via varioMACS (Miltenyi Biotec GmbH) magnetic purification, 
washed in phosphate-buffered saline (PBS) (Gibco, Thermo Fisher 
Scientific), and resuspended in incomplete RPMI [0.2 mM hypox-
anthine, 25 mM Hepes (pH 7.3), and gentamicin (12.5 g/ml)]. 
The pellet was pipetted into 0.2-mm-deep aluminum carriers 
(Engineering Office M. Wohlwend GmbH) and cryo- immobilized 
by high-pressure freezing using Leica EM ICE (Leica Microsystems).

Freeze substitution was done using a freeze substitution device 
(EM-AFS2, Leica Microsystems), the freeze substitution solution 
contained 0.3% (w/v) uranyl acetate dissolved in anhydrous acetone, 
and the samples were substituted at −90°C for 14 hours. The 

temperature was then increased at a rate of 5°C/hour to −45°C, 
followed by 2-hour incubation at −45°C. The samples were rinsed 
with ethanol for 1 hour, followed by LR Gold (London Resin 
Company) infiltration at −25°C in 2-hour steps with 25, 50, and 
75% LR Gold in ethanol. The samples were then left in 100% LR 
Gold for 12 and 4 hours before the onset of polymerization. Ultra-
violet (UV) polymerization was applied for 24 hours at −25°C, and 
the temperature was increased to 20°C at a rate of 5°C per hour. The 
samples were left exposed to UV at room temperature for 24 hours.

Correlative light and electron microscopy
Sectioning was done on a Leica UC6 ultramicrotome (Leica 
Microsystems), and sections were collected on formvar-coated finder 
grids (Plano). Sections (200 nm thick) on grids were placed in PBS 
and sandwiched between two cover glasses, and fluorescence signal 
was imaged on a Zeiss observer Z1 fluorescence microscope (Zeiss). 
The identical cells were imaged on a JEOL JEM-1400 electron 
microscope (JEOL) operating at 80 kV and equipped with a 4K 
TemCam F416 camera (Tietz Video and Image Processing Systems 
GmbH). In the final step, the correlation of fluorescence and 
electron micrographs, based on morphological features, was done 
using the eC-CLEM software (67).

Serial section tomography
Electron tomography
The resin block was sectioned in 200-nm sections using a Leica UC7 
ultramicrotome (Leica Microsystems). Ribbons of serial sections 
were placed onto formvar-coated slot copper grids and imaged with 
a Tecnai F30 transmission electron microscope (FEI) operating at 
300 keV. Tilt series were recorded at the angle ranging from −60° to 
60° with 2° increments using SerialEM software (68). Digital images 
were recorded on a fast Gatan OneView 4k camera with a nominal 
magnification of 12,000.
Image processing and analysis
Three-dimensional (3D) tomograms were generated from the tilt 
series using weighted back projection and combined into serial 
tomograms using the IMOD software package (69). Schizont nuclei 
were segmented using AMIRA software (Thermo Fischer Scientific). 
Minimal distance between adjacent nuclei was measured with the 
line tool in ImageJ by manually connecting the edge of the nucleo-
plasm of neighboring nuclei.

Live P. falciparum labeling and imaging
For live-cell imaging, parasites were seeded on sterile glass-bottom 
35-mm - or eight-well dishes (ibidi GmbH) as described by 
Grüring and Spielmann (70) with minor modifications. Briefly, the 
bottom of the dish was coated with concanavalin A (5 mg/ml; 
Sigma-Aldrich) and rinsed with PBS. Resuspended parasite culture 
was washed twice with incomplete RPMI and left to settle on the 
dish for 10 min at 37°C before unattached cells were washed off 
using incomplete RPMI until a single-cell layer remained. Cells 
were left to recover at standard culturing conditions in complete 
RPMI for at least 8 hours before medium was exchanged to phenol 
red–free complete RPMI imaging medium [RPMI 1640 l-glutamine 
(PAN-Biotech), 0.5% AlbuMAX, 0.2 mM hypoxanthine, 25 mM 
Hepes (pH 7.3), and gentamicin (12.5 g/ml)] that had been equili-
brated to incubator gas conditions for at least 6 hours. Dishes were 
completely filled, closed, and sealed tightly using parafilm before 
imaging was started.
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For staining of parasite DNA, phenol red–free complete RPMI 
imaging medium was supplemented with 5-SiR-Hoechst provided 
by G. Lukinavičius und J. Bucevičius (33). 5-SiR-Hoechst was added 
at 250 nM in imaging medium to parasites 2 hours before imaging.

Routine long-time live-cell imaging was carried out on a 
PerkinElmer UltraVIEW VoX microscope equipped with Yokogawa 
CSU-X1 spinning disk head and Nikon TiE microscope body. An 
Apo total internal reflection fluorescence 60×/1.49 numerical aperture 
(NA) oil immersion objective and Hamamatsu C9100-23B electron- 
multiplying charge-coupled device (EM-CCD) camera were used. 
Live-cell imaging was performed at 36.5°C. Images were acquired at 
multiple positions using an automated stage and the Perfect Focus 
System (PFS) for focus stabilization with a time resolution of 5 min 
per stack. Multichannel images were acquired sequentially using 
solid-state lasers with excitation at 488 and 561 nm and matching 
emission filters in addition to differential interference contrast (DIC) 
images; 8-m stacks were acquired with a z-spacing of 500 nm.

Live-cell DNA quantification in parasites containing one nucleus 
was performed at 37°C on a PerkinElmer UltraVIEW VoX micro-
scope equipped with Yokogawa CSU-X1 spinning disk head and 
Nikon TiE microscope body. A Plan Apo VC 100×/1.4 NA oil 
immersion objective and Hamamatsu C9100-23B EM-CCD camera 
were used in combination with an additional zoom of 1.5×. Live-cell 
imaging was performed at 36.5°C. Images were acquired at multiple 
positions using an automated stage and the PFS for focus stabiliza-
tion with a time resolution of 5 min per stack. Multichannel images 
were acquired sequentially using solid-state lasers with excitation at 
488, 561, and 640 nm and matching emission filters in addition to 
DIC images; 6-m stacks were acquired with a z-spacing of 500 nm.

Additional live-cell DNA quantification in parasites with one or 
two nuclei was done on a point laser scanning Leica SP8 microscope 
using HC PL APO CS2 63×/1.4-NA oil immersion objective. Images 
were acquired at multiple positions using an automated stage and 
the Adaptive Focus Control for focus stabilization with a time reso-
lution of 5  min per stack. Multichannel images were acquired 
sequentially using a photomultiplier tube (PMT) detector with a gain 
of 800 to 1000 V, a laser excitation at 561 nm, and a spectral detec-
tion window set between 570 and 620 nm for mCherry imaging and 
using a HyD detector in the standard mode with laser excitation at 
633 nm and spectral detection window set between 640 and 700 nm 
for 5-SiR-Hoechst. In parasites with one nucleus, additional images 
were acquired using a HyD detector in the standard mode with laser 
excitation at 488 nm and spectral detection window set between 
490 and 550 nm for GFP imaging. Bright-field images were obtained 
from a transmitted light PMT detector. A 2.25- to 4.5-m stack was 
acquired with a sampling of 60 to 100 nm in the xy axis and 0.75 to 
1 m in the z axis with a scanning speed of 400 to 700 Hz.

For DNA quantification in fixed cells, P. falciparum–infected 
erythrocytes were seeded in eight-well dishes (ibidi GmbH) in the 
same manner as for live-cell imaging. After a minimum of 4-hour 
recovery time in complete RPMI, cells were fixed using prewarmed 
4% paraformaldehyde (Electron Microscopy Sciences) in PBS for 
20  min at 37°C before washing with PBS. For staining of DNA, 
5-SiR-Hoechst at a concentration of 250 nM was added to PBS 
30 min before imaging.

Point laser scanning confocal microscopy was performed on a 
Leica SP8 microscope using an HC PL APO CS2 63×/1.4 NA oil 
immersion objective. Images were acquired using HyD detectors in 
the standard mode with the laser excitation at 633 nm and spectral 

detection window set between 640 and 700 nm for 5-SiR-Hoechst 
imaging. Bright-field images were obtained from a transmitted light 
PMT detector. A 6-m stack was acquired with a sampling of 29 nm 
in the xy axis and 132 nm in the z axis with a scanning speed of 
400 Hz. Subsequently, images were processed with the Lightning 
algorithm in the adaptive mode using default settings.

Image analysis
Image analysis was done using the Fiji distribution of ImageJ (71). 
Quantitative results were exported as comma-separated value (csv) 
files, analyzed, and plotted using Microsoft Excel, GraphPad Prism 
version 5.0.0 for Windows, or Python with Matplotlib 3.2.2, NumPy 
1.19.2, pandas 1.2.0, and SciPy 1.6.0.
DNA quantification in fixed cells
Nuclei were counted by three independent researchers in Lightning 
algorithm–processed 3D stacks. For DNA intensity measurements, 
5-SiR-Hoechst signal in the total area occupied by nuclei was 
measured in individual parasites. Briefly, a threshold (300 and 65536) 
was applied to Lightning algorithm–processed 3D stacks, and the 
resulting mask was used to measure raw integrated density of the 
5-SiR-Hoechst channel within segmented areas of unprocessed 
images. Signal intensities were normalized to the mean 5-SiR-Hoechst 
signal intensity in nuclei of ring-stage parasites.
Live-cell DNA quantification in parasites with two nuclei
For quantification of DNA in live-cell microscopy, 5-SiR-Hoechst 
signal intensities in individual nuclei, segmented via the mCherry 
signal, were measured over time. Areas with individual nuclei were 
manually separated. A median filter with a radius of two pixels was 
applied to the mCherry signal of individual nuclei, and a threshold 
(20, 255-35, 255) depending on the fluorescence intensity of mCherry 
in the cell was applied to create masks of individual nuclei. 5-SiR-
Hoechst signal intensity was then determined in the individual 
nuclei via measurement of raw integrated density within nuclear 
masks. Signal intensities in individual nuclei were normalized to the 
first time point of the time course or to the time point in which 
individual nuclei were first observed.
Live-cell DNA quantification in parasites with one nucleus
For parasites that had one nucleus and expressed PCNA1::GFP, the 
5-SiR-Hoechst signal intensity in the nucleus was measured over time 
and correlated to the maximal PCNA1::GFP signal. Data acquired on 
the PerkinElmer spinning disk microscope were processed as follows: 
Background values for each channel were determined by the mean 
signal in an area not containing a parasite. The mCherry signal was 
used to determine the nucleus area. A background subtraction of 
2020, as well as a median filter with a radius of one pixel, was 
applied to the mCherry signal of individual cells, followed by a 
threshold (170, 65,536) to create masks of individual nuclei. 5-SiR-
Hoechst signal intensity was then determined in the individual 
nuclei via measurement of raw integrated density after background 
subtraction of 2300. Signal intensities were normalized to the aver-
age of the first 10 values of the time course or to the average of all 
available values from the start of the time course to the start of 
nuclear PCNA1::GFP accumulation if both time points were less 
than 10 time points apart from each other. In addition, maximal 
GFP signal intensity values were measured from an average intensity 
z-projection of the GFP channel and normalized to minimal and 
maximal values for each cell. Data from individual cells were aligned to 
the time point at which the highest maximal GFP signal intensity  
occurred.
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Data acquired on the Leica Sp8 confocal laser scanning micro-
scope were processed as follows: The mCherry signal was used to 
determine the nucleus area. A median filter with a radius of one 
pixel was applied to the mCherry signal of individual cells, followed 
by a threshold (15, 255) to create masks of individual nuclei. 
5-SiR-Hoechst signal intensity was then determined in the individual 
nuclei via measurement of raw integrated density after background 
subtraction of 10. The area of the nucleus was determined via mea-
surement of the area of the mCherry mask, and 5-SiR-Hoechst 
signal intensity was divided by the nuclear area to avoid total signal 
variations due to changing z-focus during imaging. Signal intensi-
ties per area were normalized to the average of the first 10 values of 
the time course or to the average of all available values from the start 
of the time course to the start of nuclear PCNA1::GFP accumulation 
if both time points were less than 10 time points apart from each 
other. In addition, maximal GFP signal intensity values were 
measured from an average intensity z-projection of the GFP channel 
and normalized to minimal and maximal values for each cell. Data 
from individual cells were aligned to the time point at which the 
highest maximal GFP signal intensity occurred.
Analysis of long-term live-cell imaging
Cells were manually evaluated for parasite survival and health and 
grouped into different categories depending on which events of schi-
zogony were clearly observable, i.e., onset of S-phase, number of 
nuclei at start of imaging, parasite egress, and start of first S-phase 
and parasite egress in the same cell. Individual parasites were manually 
analyzed for start and end of S-phase using nuclear PCNA1::GFP 
accumulation as proxy, and for time points of nuclear division, i.e., 
earliest observable occurrence of completely separate nuclei.
Determination of GFP fluorescence intensity before first 
nuclear PCNA1::GFP accumulation
Time points for determination of GFP fluorescence intensity before 
start of nuclear PCNA1::GFP accumulation were manually selected. 
Background intensity was measured by determining maximum 
fluorescence in an area not occupied by the parasite and subtracted 
from the GFP channel. Subsequently, the area containing the 
parasite and raw integrated density of the GFP channel within this 
area was measured.
Analysis of fluorescence intensity over time
To analyze fluorescence levels over time, representative parasites 
were chosen where both onset of first S-phase and egress were clearly 
visible. Raw integrated density was measured in the mCherry and 
GFP channel of average intensity z-projections and normalized 
to maximal and minimal values per cell. Data from individual cells 
were aligned by the time point of parasite egress.
Visualization of nuclear PCNA1::GFP accumulation over time
To visualize occurrence of PCNA1::GFP accumulation over time, 
normalized maximal GFP pixel intensity values over time were 
plotted as a heatmap. Maximal GFP pixel values per time point 
were measured from average intensity z-projections and normalized 
to maximal and minimal values per cell. Cells were aligned by 
occurrence of first PCNA1::GFP nuclear accumulation and ordered 
by occurrence of second PCNA1::GFP accumulation. The heatmap 
was created in ImageJ by renormalizing values to the eight-bit value 
range (0 to 255) importing values as text image.
Determination of GFP fluorescence within nucleus 
and cytoplasm
Four representative parasites were chosen to analyze levels of 
PCNA1::GFP in the nucleus and in the cytoplasm over time. Fifty 

consecutive time points were chosen manually that showed para-
sites with one nucleus and an increasing and decreasing nuclear 
PCNA1::GFP signal. Background was determined for each parasite 
by measuring mean and maximum GFP values in an area not con-
taining a parasite and set at   x  background   =  x  mean   +   x  max   −  x  mean   _ 2   . xbackground 
was subtracted from the GFP channel in each plane of the 3D stack 
at every time point. The area of the nucleus was identified via auto-
matic thresholding in the mCherry channel to create a nuclear 
mask. Subsequently, raw integrated density of the GFP channel was 
determined per time point in the total parasite area as well as in the 
nucleus. Values for the cytoplasm were calculated by subtracting 
values for the nucleus from the values of the total parasite. Data 
from individual cells were aligned by occurrence of highest nuclear 
PCNA1::GFP signal.

Mathematical modeling of P. falciparum nuclear 
multiplication
We constructed a mathematical model of nuclear multiplication to 
systematically explore the temporal evolution of nuclear multi-
plication during schizogony. We modeled nuclear multiplication 
as a branching process and parameterized this model with the 
observed nuclear multiplication dynamics (Fig.  4, fig. S6, and 
Supplementary Text).

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at https://science.org/doi/10.1126/
sciadv.abj5362

View/request a protocol for this paper from Bio-protocol.
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