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Abstract
Background.  Non-invasive differentiation between schwannomas and neurofibromas is important for appropriate 
management, preoperative counseling, and surgical planning, but has proven difficult using conventional im-
aging. The objective of this study was to develop and evaluate machine learning approaches for differentiating 
peripheral schwannomas from neurofibromas.
Methods. We assembled a cohort of schwannomas and neurofibromas from 3 independent institutions and ex-
tracted high-dimensional radiomic features from gadolinium-enhanced, T1-weighted MRI using the PyRadiomics 
package on Quantitative Imaging Feature Pipeline. Age, sex, neurogenetic syndrome, spontaneous pain, and motor 
deficit were recorded. We evaluated the performance of 6 radiomics-based classifier models with and without clin-
ical features and compared model performance against human expert evaluators.
Results.  One hundred and seven schwannomas and 59 neurofibromas were included. The primary models included both 
clinical and imaging data. The accuracy of the human evaluators (0.765) did not significantly exceed the no-information 
rate (NIR), whereas the Support Vector Machine (0.929), Logistic Regression (0.929), and Random Forest (0.905) classi-
fiers exceeded the NIR. Using the method of DeLong, the AUCs for the Logistic Regression (AUC = 0.923) and K Nearest 
Neighbor (AUC = 0.923) classifiers were significantly greater than the human evaluators (AUC = 0.766; p = 0.041).
Conclusions. The radiomics-based classifiers developed here proved to be more accurate and had a higher AUC on 
the ROC curve than expert human evaluators. This demonstrates that radiomics using routine MRI sequences and 
clinical features can aid in differentiation of peripheral schwannomas and neurofibromas.

Key Points

1.	 Differentiation between schwannomas and neurofibromas is difficult using conventional 
imaging.

2.	Our machine learning algorithm is highly accurate in diagnosing benign nerve tumors.

3.	Radiomics using conventional MRI sequences outperforms expert humans in diagnosing 
BPNSTs.
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The most common histologic subtypes of benign periph-
eral nerve sheath tumors (BPNSTs) are schwannomas 
and neurofibromas. Representing 10–12% of benign 
soft tissue neoplasms, these tumors can occur sporad-
ically or as part of a genetic syndrome, such as neuro-
fibromatosis type 1 (NF1), NF2, and schwannomatosis.1 
While both benign, these tumors have different cells 
of origin. Neurofibromas are thought to originate from 
nonmyelinating Schwann cells and often incorporate 
a variety of non-neoplastic nerve elements within the 
tumor, including axons, perineurial cells, and fibro-
blasts. This results in neurofibromas often involving 
many fascicles within the nerve of origin.2–4 By con-
trast, schwannomas are a homogeneous proliferation 
of myelinating Schwann cells, with a collagenous cap-
sule as a consistent finding. Schwannomas typically in-
volve a single fascicle in the nerve of origin, with the 
encapsulation limiting involvement of neighboring 
fascicles.4

Due to these observed differences in growth pattern 
and fascicular involvement, resection of schwannomas 
versus neurofibromas may have different risk profiles 
and likelihoods of gross total resection.5–7 Furthermore, 
neurofibromas comparatively have an increased risk of 
malignant transformation. While differentiating between 
schwannomas and neurofibromas has value, biopsy of 
suspected benign nerve tumors carries meaningful risks.6 
Thus, non-invasive methods of differentiation would have 
clinical value. Despite this, differentiation has proven dif-
ficult with qualitative interpretation of conventional im-
aging, making there a need for improved non-invasive 
methods of differentiation.8

Radiomics enables a quantitative approach for assessing 
the voxel composition of a target lesion and has had early 
success with distinguishing amongst neurogenic, soft 
tissue tumors.9–11 Such analysis has yet to be performed 
for schwannomas and neurofibromas. The objectives 
of the current study were to develop a machine learning 
radiomic classifier for differentiating schwannomas and 
neurofibromas based on conventional magnetic reso-
nance imaging (MRI) and basic clinical data and to test this 
classifier for accuracy.

Methods

Study Population

Consecutive patients with a pathologic diagnosis of a pe-
ripheral (extradural) schwannoma or neurofibroma were 
identified at 3 participating institutions by query of the pa-
thology databases. The institutional review boards at all 3 
participating institutions approved the study, with waiver 
of consent. The workflow is shown in Supplementary 
Figure 1. Patients were included if they had both a high-
quality preoperative MRI and a tumor specimen to serve 
as ground truth for pathology. Patients were excluded if 
the MRI had significant motion degradation or if the MRI 
was non-diagnostic due to other artifacts or poor quality. 
Among the 211 patients with BPNSTs (Stanford University, 
n = 54; University of Utah, n = 131; Mayo Clinic, n = 26) sub-
mitted for quality control, axial, T1-weighted, gadolinium-
enhanced (T1-gad) imaging was identified as the most 
commonly acquired imaging across the participating cen-
ters. Due to an insufficient number of proton density (PD) 
and T2-weighted (T2W) imaging available in a consistent 
imaging plane (sagittal, coronal, or axial), only axial T1-gad 
images were used for computational image feature extrac-
tion and radiomic classifier development.

Clinical Variables

For each identified patient, chart review was utilized to ab-
stract demographic and clinical variables. Variables that 
were abstracted for analysis included age at the time of 
the operation, sex, neurogenetic diagnosis (NF1, NF2, or 
schwannomatosis), presence of spontaneous pain, and 
presence of a preoperative motor deficit.

Image Segmentation, Pre-processing, and 
Feature Extraction

ITK-SNAP (University of Pennsylvania) was used 
by 2 board-certified neuroradiologists (ET, KY) to 

Importance of the Study

Non-invasive differentiation between schwannomas 
and neurofibromas is important for appropriate manage-
ment, preoperative counseling, and surgical planning 
but is difficult using conventional imaging. Radiomics-
based machine learning classifiers incorporating con-
ventional MRI and clinical data outperformed expert 
human evaluators for accuracy and area under the 
curve (AUC) for the receiver operating characteristic 
curve. The accuracy of the human evaluators (0.765) did 
not significantly exceed the no-information rate (NIR), 
whereas the Support Vector Machine (0.929), Logistic 
Regression (0.929), and Random Forest (0.905) classifiers 

exceeded the NIR. Using the method of DeLong, the 
AUCs for the Logistic Regression (AUC = 0.923) and K 
Nearest Neighbor (AUC = 0.923) classifiers were signif-
icantly greater than the human evaluators (AUC=0.766; 
p = 0.041). This demonstrates that radiomics using rou-
tine MRI sequences and clinical features can aid in 
differentiation of peripheral schwannomas and neuro-
fibromas. Improved diagnosis should allow for better 
management, preoperative counseling, and surgical 
planning for patients with peripheral nerve sheath 
tumors.

http://academic.oup.com/neuro-oncology/article-lookup/doi/10.1093/neuonc/noab211#supplementary-data
http://academic.oup.com/neuro-oncology/article-lookup/doi/10.1093/neuonc/noab211#supplementary-data
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delineate the volumetric regions of interest for each BPNST. 
The PyRadiomics package on the Quantitative Imaging 
Feature Pipeline (QIFP) was then used to automatically ex-
tract 900 image features, including 1st order statistics, 2D/3D 
Shape, Gray Level Co-occurrence Matrix (GLCM), Gray 
Level Run Length Matrix (GLRLM), Gray Level Size Zone 
Matrix (GLSZM), Neighboring Gray Tone Difference Matrix 
(NGTDM), and Gray Level Dependence Matrix (GLDM), 
as defined by the Imaging Biomarker Standardization 
Initiative.12,13 The 1st order features assess individual voxels, 
without concern for spatial relationships with other voxels, 
while matrix features assess voxel relationships. MRI studies 
were normalized for voxel size (1 x 1 x 1 mm) and intensity 
(scale factor of 100). A fixed bin width of 10 was used for gray 
value discretization. Pre-processing filters included wavelet 
(8 coefficients) and Laplacian of Gaussian (3 sigma). Feature 
extraction was calculated for classes, including 1st order sta-
tistics, shape descriptors, and gray-level derivatives.14

Feature Selection and Validation

Training and test sets were randomly allocated from the 
total cohort in a 75:25 ratio. For all analyses, schwannoma 
was designated the positive class. Sparse regression anal-
ysis by a least absolute shrinkage and selection operator 
(LASSO) was used for feature reduction from the training 
set. This was performed with 10-fold cross-validation and 
repeated for 1000 cycles. The mean squared error was cal-
culated for 100 lambdas in each cycle or until a minimum 
was achieved. The optimal lambda was identified as the 
lowest mean squared error value and used for feature re-
duction and coefficient calculations. Both radiologic and 
clinical variables were incorporated at this stage into the 
primary model. Features that were represented in ≥ 80% 
of the cycles were retained for subsequent classifier opti-
mization. Feature reduction was performed using RStudio 
version 1.2.5033 (RStudio, PBC).

Classifier Model Building and Analysis

The retained features were submitted to 6 training models, 
including support vector machine (SVM), logistic regres-
sion (LR), k-nearest neighbor (KNN), random forest (RF), 
extreme gradient boosting (XGB), and neural net (NN). The 
cohort underwent resampling to correct for sample im-
balance. Optimal classifier parameters were identified by 
grid search (Supplementary Table 1). The final radiomics 
classifier was guided by maximizing the area under the 
curve (AUC). Confidence intervals for each metric were 
obtained by bootstrapping of the test sets for 2000 random 
samples. Relative influences of the clinical and radiologic 
features were calculated for logistic regression based on 
coefficients used in the weighted sum. Relative influence 
was obtained for tree-based models by averaging the 
number of times a variable was selected during machine-
learning algorithms across iterative regression trees and 
normalized so that all variables summed to 100%.15 Model 
training was performed using Python version 3.8.5.

The same process was repeated to generate 2 separate 
secondary models, 1 with the imaging features only (i.e., 

excluding the clinical features) and 1 with the clinical fea-
tures only (i.e., excluding the imaging features).

Test Set Evaluation by Human Evaluators

For comparison with the radiomic classifiers, human 
evaluators were provided the test cohort of T1-weighted, 
post-gadolinium images plus additional T2-weighted or 
proton-density weighted images, when available, and 
then asked to classify the tumor as a schwannoma or neu-
rofibroma. The evaluators were then provided the clinical 
variables associated with the images and again asked 
to classify the tumor as schwannoma or neurofibroma, 
using both the clinical variables and MRI. The diagnoses 
of the human evaluators were then compared against the 
ground truth pathologic diagnoses. The human evaluators 
included 2 attending peripheral nerve surgeons and 2 at-
tending radiologists.

Expert Score

In order to compare against the classifier, an Expert 
Score was generated for each tumor (1 point for each in-
dividual human expert calling the tumor a schwannoma 
and 0 for neurofibroma). With 4 human experts evaluating 
each tumor, the maximum score was 4 and the minimum 
score was 0 (e.g., if all 4 experts diagnosed the tumor 
as a schwannoma, that tumor would receive an Expert 
Score of 4, versus if 2 experts diagnosed the tumor as a 
schwannoma and 2 experts diagnosed the tumor as a neu-
rofibroma, that tumor would receive an Expert Score of 2). 
A  receiver operating characteristic (ROC) curve was gen-
erated for the Expert Score and the optimized threshold 
chosen to maximize AUC.

Statistical Analysis

Categorical variables were analyzed using the χ 2 test or 
Fisher exact test, as appropriate, and continuous vari-
ables were analyzed using Student’s t-test. A p-value < 0.05 
was considered statistically significant for all analyses. 
Sensitivity, specificity, positive predictive value (PPV), neg-
ative predictive value (NPV), F1 score, AUC for the ROC 
curve, and accuracy were calculated for each of the clas-
sifiers, the human evaluators individually, and the Expert 
Score. For these calculations, schwannoma was desig-
nated as “positive”. The accuracy was compared against 
the no-information rate (NIR), the proportion of the largest 
class in the set. ROC curves were compared against one 
another using the method of DeLong.16 All data analyses 
were performed using StataSE.

Results

Comparison of Clinical Variables

A total of 166 patients were included: 107 (64%) 
schwannomas and 59 (36%) neurofibromas (Table 1). 

http://academic.oup.com/neuro-oncology/article-lookup/doi/10.1093/neuonc/noab211#supplementary-data
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Patients with neurofibromas were younger (p < 0.001) and 
more likely to have a diagnosis of NF1 (p < 0.001), while pa-
tients with schwannomas were more likely to carry a diag-
nosis of NF2 (p = 0.015) (Table 1). There was no significant 
difference in sex, history of pain, or presence of motor deficit.

Primary Model: Imaging and Clinical Features

The primary radiomics signature was identified by 
LASSO feature reduction using both imaging and clin-
ical features. Following feature reduction, 3 imaging fea-
tures and 1 clinical feature were consistently selected by 
LASSO in over 80% of regressions (Supplementary Table 
2, Supplementary Figure 2). The radiomic components in-
cluded 1 shape (Spherical Disproportion) and two 1st order 
features (Kurtosis with a Laplacian of Gaussian, sigma 
1  mm filter, and Kurtosis with a Wavelet, High-Low-Low 
pass filter). The clinical feature included was NF1 diag-
nosis. These 4 selected features were used to subsequently 
train and validate candidate classifier models.

Among the 6 classifier models evaluated, Logistic 
Regression and K Nearest Neighbor showed the highest 
AUC (0.923), while Support Vector Machine and Logistic 
Regression showed the highest accuracy (0.929) and 
F1 score (0.955) (Figure 1, Table 2). Only Support Vector 
Machine, Logistic Regression, and Random Forest showed 
accuracy that significantly exceeded the no-information 
rate (Table 2). The no-information rate was 0.643, the pro-
portion of schwannomas in the test set.

Relative influence of model variables was assessed in 
the Logistic Regression, Random Forest, and eXtreme 
Gradient Boost classifiers (Supplementary Figure 3). NF1 
status consistently had the strongest contribution across 
classifiers. Spherical Disproportion was consistently the 
most influential imaging feature.

Secondary Models: Imaging Features Alone and 
Clinical Features Alone

A secondary model was constructed using only imaging 
features, excluding clinical features. Ten features were 

retained, and all contributed to the final classifier. These 
again included Kurtosis and Spherical Disproportion elem-
ents. The AUC for Neural Network on the test set was the 
highest at 0.897 (Supplementary Figure 4). The F1 score 
was highest for Logistic Regression and Neural Network 
models (0.814) (Supplementary Table 4). None of the clas-
sifiers had an accuracy that significantly exceeded the NIR. 
Spherical Disproportion had the greatest relative contribu-
tion (Supplementary Figure 5).

Another secondary model was constructed using 
the clinical features alone, excluding the imaging fea-
tures (Supplementary Figure 6). The highest AUC for the 
test set was observed for the Neural Network classifier 
(0.877) (Supplementary Table 4). The highest accuracy 
was observed for the Logistic Regression classifier, with 
the Logistic Regression, Support Vector Machine, and 
K Nearest Neighbor classifiers outperforming the NIR. 
NF1 status had the highest contribution for the Logistic 
Regression and eXtreme Gradient Boost classifiers, 
whereas age had the highest relative importance for the 
Random Forest classifier (Supplementary Figure 7).

Human Evaluation of Test Set

Using both clinical and imaging data, the best human re-
viewer had an accuracy of 0.725, with an average accuracy 
of 0.681, and none of the 4 human evaluators exceeded 
the NIR (Supplementary Table 5). Using imaging alone, the 
best human evaluator had an accuracy of 0.706, with an 
average accuracy of 0.652, and none of the 4 evaluators 
significantly exceeded the NIR (Supplementary Table 5).

Expert Score Classifier

The Expert Score classifier using imaging and clinical data 
had an accuracy of 0.765, which did not significantly ex-
ceed the NIR. The AUC for the ROC curve was 0.766 (Figure 
2, Table 3). When using imaging data alone, the Expert 
Score classifier achieved an accuracy of 0.758, which did 
not significantly exceed the no information rate. The AUC 
for the ROC curve was 0.734 (Supplementary Figure 8, 
Table 3).

Comparison of ROC Curves

The method of DeLong was used to compare AUCs. The 
AUC for the Logistic Regression and K Nearest Neighbor 
classifiers significantly exceeded the AUC for the Expert 
Score (Figure 2, Supplementary Table 6).

Discussion

Schwannomas and neurofibromas are difficult to differ-
entiate due to their similar imaging appearance and clin-
ical presentations.17 While specific imaging findings have 
proven highly sensitive and specific for a less common 
form of BPNST, intraneural perineurioma, imaging find-
ings that are highly sensitive and specific for schwannoma 
versus neurofibroma have not been defined.18 We 

  
Table 1  Comparison of Clinical Variables Between Patients With 
Neurofibromas and Schwannomas

Neurofibroma  
(N = 59)

Schwannoma  
(N = 107)

P-value

Age, years (SD) 39.9 (13.9) 49.7 (14.4) <0.001

Sex   0.106

  Male 38 (64%) 55 (51%)  

  Female 21 (36%) 52 (49%)  

Spontaneous Pain 14 (24%) 27 (25%) 0.830

Motor Deficit 13 (22%) 30 (28%) 0.398

NF1 34 (58%) 4 (4%) <0.001

NF2 0 (0%) 10 (9%) 0.015

Schwannomatosis 0 (0%) 5 (5%) 0.092

Abbreviation. SD, standard deviation.

  

http://academic.oup.com/neuro-oncology/article-lookup/doi/10.1093/neuonc/noab211#supplementary-data
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hypothesized that radiomics may provide a means for dif-
ferentiation using only conventional imaging and basic 
clinical data. We found that a radiomics approach that 
incorporates both imaging and clinical features outper-
formed human evaluators, even when human evaluators 
were provided more data in the form of additional MR im-
aging sequences. As a first iteration, this represents a sig-
nificant advance.

Why does differentiation between schwannomas 
and neurofibromas matter? Schwannomas and neuro-
fibromas appear to have different risk profiles during 

resection and different likelihoods of gross total resection. 
Schwannomas are typically well-encapsulated tumors that 
involve a single fascicle of the nerve. By defining the plane 
between the capsule and the layers of pseudocapsule, 
schwannomas can be separated from the uninvolved fas-
cicles of the nerve, allowing for function-sparing complete 
resection in many cases.19–21 Conversely, neurofibromas 
do not have a well-defined capsule and often involve many 
or even most of the fascicles of the nerve. This theoretically 
makes function-sparing complete resection less likely, and 
some studies have shown that resection of neurofibromas 
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Fig. 1  Receiver operating characteristic curves measuring the performance of A. Support Vector Machine, B. Logistic Regression, C. K Nearest 
Neighbor, D. Random Forest, E. eXtreme Gradient Boosting, and F. Neural Network classifiers incorporating both imaging and clinical features.
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is associated with higher risk of a postoperative neurolog-
ical deficit and/or a lower likelihood of gross total resec-
tion.5,22 Furthermore, neurofibromas have higher risk of 
malignant transformation compared to schwannomas. 
Thus, reliable differentiation between schwannomas and 
neurofibromas would allow for a more appropriate discus-
sion with patients regarding the risks and benefits of re-
section and may alter the long-term management strategy. 
If differentiation is important, this begs the question, why 
not biopsy these masses to establish a tissue diagnosis? 
Biopsy of suspected benign nerve sheath tumors has been 
shown to have significant risks, including creating a neuro-
logic deficit directly related to the biopsy and increased 
risk of a neurologic deficit after resection.6 Based on this, 
biopsy of suspected benign nerve sheath tumors is not ad-
visable, which serves to emphasize the significance of a 
technique that allows non-invasive differentiation between 
schwannomas and neurofibromas.

Our findings confirm the poor ability of human evalu-
ators, including experts in the field, to differentiate be-
tween schwannomas and neurofibromas using clinical 
data and conventional MRI. The best performing human 
expert had an accuracy of 0.725, which did not significantly 
exceed the no-information rate. When 4 experts were com-
bined into an Expert Score, the human experts fared no 
better. The accuracy was 0.765, again not exceeding the 
no-information rate, and the AUC for the ROC curve was 
0.766. When considering both accuracy and AUC, the best 
performing radiomics-based classifier was the Logistic 
Regression classifier using both imaging and clinical fea-
tures. The accuracy (0.929) significantly exceeded the 
no-information rate, and the AUC (0.923) was significantly 
higher than the AUC for the human Expert Score. The su-
perior performance of the radiomics-based classifier was 
observed despite the human evaluators being given both 
T1-gad and T2-weighted images to evaluate, whereas 
T1-gad was the only imaging sequence incorporated into 
the machine learning classifiers. Our primary radiomics 
model provides evidence that quantitative, voxel-based 
evaluation of segmented lesions can improve diagnosis.

Using both clinical and imaging features produced 
a parsimonious radiomics signature with only 4 vari-
ables. We identified that Spherical Disproportion and 

Kurtosis were consistently preserved across validation 
trials. These imaging features can plausibly be linked to 
previously described radiographic patterns. Spherical 
Disproportion describes the ratio between the surface 
area of segmented tumor and the surface area of a sphere 
with a volume equal to that of the segmented tumor. 
Thus, it is inversely correlated with how spherical a le-
sion measures. Schwannomas are often unilobular, well-
encapsulated, and eccentrically positioned within the 
associated nerve, assuming a more spherical shape com-
pared to neurofibromas.23–25

Kurtosis is an imaging feature that emphasizes the dis-
tribution of voxel intensities within the segmented region. 
A higher value signifies a concentration of signal towards 
the center and more rapid decay of signal intensity from 
the peak. Both neurofibromas and schwannomas ex-
hibit leptokurtic distributions, which implies distributions 
greater than a standard normal distribution. However, the 
higher mean value for neurofibromas suggests greater 
likelihood of a strong focus of signal. Jee and colleagues 
have previously described a higher likelihood of central 
enhancement, as opposed to diffuse or heterogeneous 
enhancement, compared to schwannomas.26 This would 
match the finding of Kurtosis as a predictor, since strong 
central enhancement would have a higher Kurtosis value 
compared to heterogeneous or diffuse enhancement. It is 
important to remember that the radiomics classifier only 
assessed T1-weighted, post-gadolinium images, so some 
of the previously described findings that are T2-weighted 
imaging-based, such as the target sign, could not be quan-
titatively assessed in this iteration.27

The strongest predictor in the model that included im-
aging and clinical features was NF1 status. This finding 
helps internally validate the primary model. NF1 status 
should be a strong predictor of histologic subtype, since 
neurofibroma is the dominant histologic subtype in pa-
tients with NF1. Interestingly, NF2 and schwannomatosis 
status were not preserved by LASSO regression in the 
model for both imaging and clinical features. This is 
likely due to the fact that the data set contained a small 
number of NF2-positive and schwannomatosis-positive 
patients. We would predict that with a larger data set that 
contains a higher number of patients with NF2 and/or 

  
Table 2  Performance Metrics by Six Classifiers When Provided Clinical and Imaging Features

SVM LR KNN RF XGB NN

AUC  
(95% CI)

0.825 (0.567–1.000) 0.923 (0.798–1.000) 0.923 (0.828–0.988) 0.872 (0.719–0.987) 0.781 (0.569–0.951) 0.914 (0.832–0.996)

Accuracy 0.929* 0.929* 0.833 0.905* 0.786 0.810

Specificity 0.778 0.778 0.778 0.667 0.667 0.889

Sensitivity 0.970 0.970 0.849 0.970 0.818 0.788

F1 Score 0.955 0.955 0.889 0.941 0.857 0.867

PPV 0.941 0.941 0.933 0.914 0.900 0.963

NPV 0.875 0.875 0.583 0.857 0.500 0.533

Abbreviations. AUC, area under the ROC curve; 95% CI, 95% confidence interval; KNN, k nearest neighbor; LR, logistic regression; NN, neural net; 
NPV, negative predictive value; PPV, positive predictive value; RF, random forest; SVM, support vector machine; XGB, eXtreme gradient boosting. 
*Accuracy measured statistically greater than the No Information Rate (case prevalence) with P-value < 0.05.
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Fig. 2  Receiver operating characteristic curves comparing the human Expert Score to A. Support Vector Machine, B. Logistic Regression, C. K 
Nearest Neighbor, D. Random Forest, E. eXtreme Gradient Boosting, and F. Neural Network classifiers incorporating both imaging and clinical 
features.
  

  
Table 3  Metrics Achieved by the Expert Score Classifier

Sensitivity Specificity PPV NPV F1 Score Accuracy AUC  
(95% CI)

Imaging + Clinical 0.848 0.611 0.800 0.688 0.824 0.765 0.766 (0.620–0.913)

Imaging Only 0.758 0.611 0.781 0.579 0.769 0.758 0.734 (0.580–0.887)

The optimal threshold was found to be ≥ 2 to diagnose schwannoma (positive class). Abbreviations. PPV, Positive Predictive Value; NPV, Negative 
Predictive Value; AUC, Area Under Curve; 95% CI, 95% Confidence Interval.
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schwannomatosis, these parameters would become im-
portant predictors in the model.

The AUC was highest for the primary model incorporating 
imaging and clinical data, higher than models incorporating 
imaging alone or clinical data alone. The sample size did not 
allow for a subgroup analysis comparing syndromic (NF1, 
NF2, schwannomatosis) to non-syndromic tumors. We plan 
to do such an analysis in the future with a larger sample 
size. A diagnosis of NF1, NF2, or schwannomatosis is very 
strongly associated with tumor type (neurofibroma for NF1 
versus schwannoma for NF2 or schwannomatosis), such 
that we would predict that in the syndromic tumors imaging 
does not add significantly to the clinical data. Conversely, 
we would hypothesize that imaging features would dom-
inate predictive models evaluating only non-syndromic 
tumors. In the current study that includes syndromic and 
non-syndromic tumors, following this line of thinking, we 
would predict that both clinical and imaging features would 
be important, and this is likely why we observed the highest 
AUC for the primary model incorporating both.

Limitations

Our classification algorithm shares many of the common 
challenges in radiomics that limits its performance. 
These include heterogeneity in MR acquisition tech-
nique, such as institutional protocols, machine tech-
nology, and image quality. Heterogeneity in patient/
tumor parameters, such as anatomic location, may sim-
ilarly attenuate the predictive power of the algorithm. 
We were limited in our ability to include T2-weighted 
sequences in this iteration of the classifier. There is wide 
variance in the specific T2-weighted sequence and acqui-
sition plane (i.e., axial, sagittal, coronal) from institution 
to institution and body region to body region. The het-
erogeneous T2-weighted imaging acquisition meant that 
we could not include T2-weighted imaging in this itera-
tion of the classifier.

The sample size may have limited our discriminatory 
power to identify important features. Analysis of a larger 
sample in the future may uncover features not included 
in the current model that are important contributors to 
differentiating neurofibromas from schwannomas. The 
sample size also prevented us from using deep machine 
learning techniques that could analyze the entire image 
rather than just the segmented tumor volume.

There may have been bias introduced by the require-
ment to have a tissue diagnosis. Tumors that are imaged 
and operated may be a different population of tumors than 
those that are asymptomatic and for which a tissue diag-
nosis is never obtained. Thus, a conservative approach 
would be to apply this classifier and to extrapolate the 
outcomes to only those tumors for which surgery is being 
considered.

Supplementary material

Supplementary material is available at Neuro-Oncology 
online.
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