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a b s t r a c t 

Covid-19, what a strange, unpredictable mutated virus. It has baffled many scientists, as no firm rule has 

yet been reached to predict the effect that the virus can inflict on people if they are infected with it. 

Recently, many researches have been introduced for diagnosing Covid-19; however, none of them pay 

attention to predict the effect of the virus on the person’s body if the infection occurs but before the 

infection really takes place. Predicting the extent to which people will be affected if they are infected 

with the virus allows for some drastic precautions to be taken for those who will suffer from serious 

complications, while allowing some freedom for those who expect not to be affected badly. This paper 

introduces Covid-19 Prudential Expectation Strategy (CPES) as a new strategy for predicting the behavior 

of the person’s body if he has been infected with Covid-19. The CPES composes of three phases called 

Outlier Rejection Phase (ORP), Feature Selection Phase (FSP), and Classification Phase (CP). For enhancing 

the classification accuracy in CP, CPES employs two proposed techniques for outlier rejection in ORP and 

feature selection in FSP, which are called Hybrid Outlier Rejection (HOR) method and Improved Binary 

Genetic Algorithm (IBGA) method respectively. In ORP, HOR rejects outliers in the training data using 

a hybrid method that combines standard division and Binary Gray Wolf Optimization (BGWO) method. 

On the other hand, in FSP, IBGA as a hybrid method selects the most useful features for the prediction 

process. IBGA includes Fisher Score (F Score ) as a filter method to quickly select the features and BGA as 

a wrapper method to accurately select the features based on the average accuracy value from several 

classification models as a fitness function to guarantee the efficiency of the selected subset of features 

with any classifier. In CP, CPES has the ability to classify people based on their bodies’ reaction to Covid- 

19 infection, which is built upon a proposed Statistical Naïve Bayes (SNB) classifier after performing the 

previous two phases. CPES has been compared against recent related strategies in terms of accuracy, 

error, recall, precision, and run-time using Covid-19 dataset [1] . This dataset contains routine blood tests 

collected from people before and after their infection with covid-19 through a Web-based form created 

by us. CPES outperforms the competing methods in experimental results because it provides the best 

results with values of 0.87, 0.13, 0.84, and 0.79 for accuracy, error, precision, and recall. 

© 2022 Published by Elsevier Ltd. 

1

t

c

p

d

w  

p

m

w

a

o

l

a  

b

t

m

m

t

h

0

. Introduction 

Covid-19, what a wondrous virus that has terrified many, as 

here is still no fixed base to predict the effects that the virus can 

ause to those who have been infected. At the beginning of the 

andemic, some assumed that the elderly were at greater risk of 

eath, and now we find that many of the elderly are recovering 

hile death reaps many of the young [ 2 , 3 ]. Also, many healthy

eople, who were not suffering from any chronic diseases, were 

aliciously affected by the virus and many of them reached death, 
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hile others who have chronic diseases such as pressure, diabetes 

nd heart have recovered from it. It is a mystery that needs every- 

ne, not just medical professionals, to come together to find a so- 

ution. Covid-19, that spreads unexpectedly through droplets from 

n infected person’s breath, cough, or sneeze [ 3 , 4 ]. The virus could

e in the air or on surfaces that people may touch before touching 

heir mouth, nose, or eyes. This gives the virus a passage to the 

ucous membranes in their throat. In a few days, patient’s im- 

une system may respond with several symptoms such as; a sore 

hroat, diarrhea, a cough, shortness of breath, fever, chills, fatigue, 

ody aches, headache, a runny nose, loss of taste and smell, nau- 

ea, or vomiting [ 2 , 5 ]. 

https://doi.org/10.1016/j.patcog.2022.108693
http://www.ScienceDirect.com
http://www.elsevier.com/locate/patcog
http://crossmark.crossref.org/dialog/?doi=10.1016/j.patcog.2022.108693&domain=pdf
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The ability to know the degree to which people bodies are af- 

ected if they are exposed to infection with Covid-19 before the 

ctual infection occurs, beyond any doubt, allow some precaution- 

ry protocols to be taken according to the expected effect on the 

ody [ 6 , 7 ]. Some people whose bodies are expected to bear the

onsequences of exposure to the virus may be allowed to mix with 

thers and be in human gatherings. On the other hand, others who 

re expected to be badly affected by the consequences of the virus 

ay be prevented from going out of the house even if they are not 

nfected yet. This ability is called “Prudential expectation”. Gener- 

lly, depending on doctors’ intuition and experience, clinical deci- 

ions have been made. This practice leads to high medical costs, 

rrors, and unwanted biases which affects the quality of the pro- 

ided service to patients [ 2 , 8 ]. All healthcare professionals usually 

tore considerable amounts of patients’ data in the form of clinical 

atabases. Analyzing these databases can certainly extract useful 

nowledge. 

Depending on Data Mining (DM), a knowledge-rich environ- 

ent based on the data hidden in the clinical databases can be 

enerated. This can significantly enhance the accuracy of clinical 

ecisions, promote the medical quality, and also save the waste of 

edical resources [ 2 , 9 ]. DM is an interesting area of Artificial Intel-

igence (AI) that refers to the knowledge discovery from real world 

atasets [ 6 , 10 ]. It is an interdisciplinary field that interacts with

tatistics, machine learning, pattern recognition, information re- 

rieval, and databases [ 2 , 11 ]. DM is the process of exploring, mod-

ling, and selecting large amounts of data to discover unknown re- 

ationships or complex patterns which introduce a useful and clear 

esult to decision makers (e.g., doctors). Recently, data mining has 

een applied successfully in disease prediction and diagnosis [ 5 , 9 ]. 

Disease prediction aims to predict the risk factors associated 

ith the major diseases, which helps health care professionals to 

dentify patients at high risk of having a disease. Classification is 

he data mining technique that can be successfully applied for dis- 

ase prediction [ 9 , 12 ]. In the last few years, different classification

ethods are used by researchers in the prediction of many dis- 

ases like stroke, diabetes, Human Immunodeficiency Virus (HIV), 

ancer, heart disease, and recently Covid-19 [ 13 , 14 ]. However, to 

he best of our knowledge, there is no prediction strategy for ex- 

ecting the person’s body reaction against having the disease till 

ow. This expectation allows precautionary measures to be taken 

or those who are expected to suffer from serious complications 

hat may cause disabilities or may lead to death if they are actually 

xposed to the disease. Hence, we call such process the “Pruden- 

ial Expectation”, which is totally different from the classical dis- 

ase prediction. Although both disease prediction and prudential 

xpectation are performed before the infection and both rely on 

lassification to perform the prediction, they have different targets. 

or a specific person, disease prediction aims to predict the risk of 

aving the disease, while prudential expectation targets to predict 

he person’s body reaction if he already infected by the disease. 

The main contribution of this paper is to provide a Covid-19 

rudential Expectation Strategy (CPES). The aim of CPES is to pre- 

ict the person’s body reaction if he has infected by Covid-19. 

ence, persons who will be badly influenced by the disease are 

ubjected to prudential protocols. Others may have some freedom 

f being in human gatherings as it is predicted that their bodies 

an successfully resist the virus. CPES adopts a new strategy to 

redict the extent of the harm that may be caused to people if 

hey are exposed to Covid-19 infection, and then apply the proper 

rudential protocols accordingly. CPES consists of three sequential 

hases, namely; ORP, FSP, and CP. The main objective of using ORP 

nd FSP is to obtain pure data that is free from outliers and irrel-

vant features to enable the classification method in CP to provide 

ast and accurate results. Then, data will followed from ORP and 

SP to the next phase called CP to correctly train the classification 
2 
ethod and to enable it to provide the best classifications as pos- 

ible. Outlier detection or anomaly detection is the process of de- 

ermining data items with features that are very different from ex- 

ectation. Outliers or anomalies should be rejected from the input 

raining set. During ORP, a new technique has been introduced for 

ejecting outliers based on HOR method that combines the stan- 

ard division and BGWO methods. While the standard division can 

peedily but not accurately eliminate outliers, the BGWO can accu- 

ately but not speedily reject outliers. Thus, the HOR is based on 

he implementation of standard division at first to quickly elimi- 

ate many outliers, and then the output of the standard division 

ethod is passed to BGWO to accurately eliminate outliers in the 

raining data to enable the classification method in the CP to be 

earned correctly. 

The main objective of FSP, on the other hand, is to select 

he best set of features that allow building a useful classification 

odel. The aim of selecting the most significant features is not 

nly to avoid overfitting but also to improve the model perfor- 

ance and to introduce faster and more cost-effective model. IBGA 

s a hybrid feature selection method applied in FSP to pick up the 

ost informative features. IBGA combines filter and wrapper meth- 

ds to utilize their benefits and provide fast and accurate subset of 

eatures as possible. IBGA consists of F Score as a filter method and 

GA as a wrapper method. While F Score can quickly eliminate ir- 

elevant features, BGA can accurately select the best subset of fea- 

ures depending on a new fitness function represents the average 

ccuracy value from several classifiers to ensure the efficiency of 

he selected subset of features with any classifier. A new instance 

f NB classifier called SNB has been proposed to carry out the clas- 

ification task in CP based on the filtered data from ORP and FSP. 

NB is built upon the weighted NB algorithm, which estimates the 

elative importance of each feature, then assigns the appropriate 

eight to it. Hence, important features will have more weight than 

he less important or irrelevant ones. Since feature weighting uses 

ontinuous value, it impacts well in the final classification decision. 

PES has been compared against recent techniques used for Covid- 

9 diagnoses. The efficiency and applicability of the proposed strat- 

gy has been proven in experimental results because it provides 

he maximum classification accuracy. 

The remainder of the paper is organized as follows; Section 

 presents the problem definition and motivations. Section 3 dis- 

usses the previous effort about Covid-19 classification models. 

ection 4 introduces the proposed Covid-19 prudential expectation 

trategy. Next, the experimental setup and results have been pro- 

ided in Section 5 . Finally, the study and outlines the main direc- 

ions for future work have been concluded in Section 6 . 

. Problem definition and motivations 

Despite the similarity in the physiological structure, humans 

iffer from each other in the extent of response to diseases. Gen- 

rally, human response to diseases is closely related to his level of 

mmunity, however, there are many other factors that may signifi- 

antly affect the extent of the human body’s susceptibility to a par- 

icular disease compared to others. For example, at the beginning 

f the corona pandemic, it was believed that the extent to which 

 person was affected by Covid-19 is critically related to his age 

nd his affliction with chronic diseases such as diabetes and pres- 

ure [ 2 , 9 ]. However, with the passage of time, it is noticed that old

eople who suffer from these diseases have been recovered with 

ittle effect. On the contrary, many healthy people of medium and 

ow ages have affected by a huge impact, and sometimes it reached 

eath [ 5 , 9 ]. 

Unfortunately, no test can distinguish live Covid-19 virus, ac- 

ordingly, no test of infection is currently available. A person who 

ests positive with any kind of test may or may not be infectious. 
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Pre-symptomatic 

Fig. 1. Symptomatic, asymptomatic, and pre-symptomatic transmission. 
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Fig. 2. Symptomatic versus asymptomatic cases on board the Diamond Princess Cruise ship, Yokohama, Japan, 2020. 
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oreover, several issues for Covid-19 are not clear yet such as; vi- 

al load, viral shedding, infection, infectiousness, and duration of 

nfectiousness. On the other hand, the response of people’s bodies 

nd the extent of their susceptibility to disease are varying, de- 

pite the close proximity, whether in age or health status. Some 

eople do not feel they have been infected with Covid-19, and 

he infection ended without the person feeling any symptoms or 

ven they feel simple and normal symptoms. However, the status 

f other people, with similar conditions, may be developed into se- 

ious complications. 

One of the strong reasons for Covid-19 quick spread is that 

ome people who are infected with it have no symptoms and 

et are contagious. It is strange that these people do not ap- 

ear or feel ill, but they transmit the virus without realizing that. 

preading disease without illness appearance is called ’asymp- 

omatic’ (ASM) transmission. On the other hand, an infected per- 

on with disease signs is called a symptomatic (SYM) case. How- 

ver, there exists another term that may cause confusion, which 

s; pre-symptomatic (PSYM). Although a PSYM case can be under- 

tood as simply someone who has not had any symptoms until 

ow, PSYM can also mean ASM. Symptomatic, asymptomatic, and 

re-symptomatic stages are illustrated in Fig. 1 . 

As illustrated in Fig. 1 , in the pre-symptomatic stage, many peo- 

le are contagious, therefore, transmission of the virus is still pos- 

ible although the disease is not externally manifested. This is why 

overnments require entire families to isolate when one of their 

embers gets sick. Hence, asymptomatic or pre-symptomatic cases 

ave been called "silent diffusers". Hence, a critical task for limit- 

ng the fast spread of Covid-19 is to early identification of people 

ho will be asymptomatic cases if they were infected by the virus 

efore the actual infection takes place. A total of 634 people tested 

ositive among 3,063 tests as at 20 February 2020 on board the 

iamond Princess Cruise ship, Yokohama, Japan. Of the 634 con- 

rmed cases, a total of 314 and 320 were reported to be symp- 

omatic and asymptomatic respectively. The proportion of symp- 

omatic and asymptomatic individuals during the period from13 
3 
o 20 February are illustrated in Fig. 2 , which indicates that there 

xists a clear evidence that a substantial fraction of Covid-19 in- 

ected individuals are asymptomatic [ 6 , 7 ]. The relatively high pro- 

ortion of asymptomatic infections could have public health im- 

lications. Hence, more attention should be paid for those asymp- 

omatic cases as they could be the hidden source of the virus in- 

ection spread. 

We are motivated to perform the work introduced in this pa- 

er because of the following reasons; (i) classifying people accord- 

ng to the extent to which their bodies will be affected by Covid- 

9 before the actual infection may limit the spread of corona dis- 

ase and even eliminate it, (i) predicting how people’s bodies will 

eact if they are infected with corona can effectively help in tak- 

ng appropriate precautionary measures according to the response 

f the human body, which can protect the individual from actual 

isease and (ii) the discovery of people who will not show symp- 

oms of the disease or suffer from minor symptoms (e.g., asymp- 

omatic cases) will have a great impact on limiting the spread of 

he disease. Those people who would not show symptoms act as 

ime bombs as they continue interacting with healthy people and 

preading the virus without realizing it. People classification based 

n their vulnerability level to Covid-19 in Fig. 3 . As illustrated in 

ig. 3 , based on the individual vulnerability level to Covid-19, peo- 

le can be classified into six types (Type A → F). A person of ‘Type 

’ will not show any symptoms if he infected by the virus, hence, 

e can be considered as asymptomatic case. ‘Type A’ will not be af- 

ected by the virus but he can spread it, so, he should be identified

s he will be a silent spreader of the virus. On the other hand, the

emaining types (e.g., Type B → F) are considered as symptomatic 

ut with different vulnerability to the virus. To keep the society in- 

ividuals safe, each type must be subjected to different treatments 

nd rules as illustrated in Table 1 . 

The novelty of the work introduced in this paper is concen- 

rated in the following points; (i) This paper is the first to intro- 

uce the problem of predicting how people’s bodies will react if 

hey are infected with corona, (ii) a new outlier rejection method 
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Table 1 

People classification based on their vulnerability level to Covid-19. 

Type Description Risk level Treatment Case 

Type A No Symptoms (NS) Low • To eliminate virus spread, persons of Type A need continuous follow-up and 

periodic examination, where he /she may be infected with Corona, despite 

the absence of symptoms. 
• By making sure of constant observation, a person of type A can be allowed 

to be in crowded places. 
• It is preferred to receive the vaccine if it is available. 

Asymptomatic 

Type B Simple Symptoms, 

No Deteriorate 

(SSND) 

• No need for continuous follow-up, but Home isolation is necessary as soon 

as symptoms appear. 
• A person of type B can be allowed to be in crowded places. 
• Simple patient treatments can be followed whenever the symptoms appear. 
• It is preferred to receive the vaccine if it is available. 

Symptomatic 

Type C Simple Symptoms, 

But Deteriorate 

(SSBD) 

Medium • The same treatments as SSND, but more serious patient treatments can be 

followed whenever the symptoms appear. 

Type D 

Medium Symptoms 

(MS) 
• Precautionary measures must be applied, such as staying at home. 
• A person of type D is not allowed to be in crowded places. 
• Serious patient treatments can be followed whenever the symptoms appear. 
• For persons of type D, Vaccination is recommended. 

Type E High Symptoms 

(HS) 

High • Persons of Type E (or F) must receive the vaccine as soon as possible. 
• Strict precautionary measures must be applied, he/she must staying at home. 
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s presented, which relies on standard division and Binary Gray 

olf Optimization (BGWO), (iii) based on an Improved Binary Ge- 

etic Algorithm (IBGA), a new feature selection method is intro- 

uced in this paper, which successfully classifies the features into 

hree classes according to their effectiveness in the diagnose pro- 

ess, and finally, (iv) a new classification, which is based on a Sta- 

istical Naïve Bayes (SNB), that depends on the weighted NB al- 

orithm classifier to give each feature a weight based on the cal- 

ulation of feature convergence within the target classes and fea- 

ure divergence among the target classes, has been introduced in 

his paper. Moreover, the effective coordination between the com- 

onents of the prediction strategy proposed in this research has 

he greatest impact in providing impressive results. 
4 
. Related work 

This section will review the previous research efforts to clas- 

ify Covid-19 patients. As introduced in [2] , a new covid-19 de- 

ection strategy called Feature Correlated Naïve Bayes (FCNB) was 

mplemented on the dataset that contains numerical laboratory 

ests findings for many cases of people. FCNB consists of two 

ain stages called pre-processing stage and classification stage. In 

he first stage called pre-processing, three main phases called fea- 

ure selection phase, feature clustering phase, and master feature 

eighting phase have been used. The feature selection phase was 

pplied to select the informative features that effect on covid-19. 

hen, the feature clustering phase was used to put features into 
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roups. At the end, the second stage called classification depended 

n a new algorithm called the weighted NB with several improve- 

ents. In experimental results, FCNB classification strategy could 

ccurately detect Covid-19 patients. 

In [5] , Covid-19 Patients Detection Strategy (CPDS) as a new de- 

ection strategy was provided. The strategy depended on CT im- 

ges for Covid-19 patients as well as non Covid-19 people in which 

t proposed two contributions. The first contribution was a new 

eature selection methodology, named; Hybrid Feature Selection 

ethodology (HFSM) that consists of two stages called fast selec- 

ion stage and accurate selection stage. The main aim of HFSM was 

o select the most important features of Covid-19. On the other 

and, the second contribution was an enhanced K-nearest neigh- 

or classification model, which relies on determining the degree of 

oth strength and closeness of each neighbor of the tested item 

hen chooses only the qualified neighbors for classification. This 

trategy provided accuracy value equals to 0.96. 

A new Hybrid Diagnosis Strategy (HDS) has been provided in 

9] . HDS depended on a new methodology for ranking the elected 

eatures by projecting them into an introduced patient space. In 

act, the rank of a feature was calculated based on two factors in 

hich the first factor was feature weight while the second was 

ts binding degree to its neighbors in the patient space. Then, the 

lassification model was applied to accurately classify new patients 

o determine whether they are infected or not based on a hybrid 

lassification model. This hybrid classification model included two 

ain classifiers, which are; fuzzy inference engine and deep neural 

etwork. The proposed HDS provided values of recall, precision, ac- 

uracy, and F-measure equal 96.55%, 96.756%, 97.658%, and 96.615% 

espectively. Also, HDS introduced the lowest error value of 2.342%. 

Distance Biased Naïve Bayes (DBNB) as a new strategy for di- 

gnosing Covid-19 infected patients was proposed in [15] . It de- 

ends on the numerical laboratory tests findings for many cases 

f people. In fact, some of cases are infected with Covid-19 while 

ome are not infected. This strategy depended on two contribu- 

ions in which the first was Advanced Particle Swarm (APSO) as 

 hybrid feature selection methodology. APSO combines both fil- 

er and wrapper methods to select the most important features 

f Covid-19 for the next classification phase. On the other hand, 

he second contribution was a new classification methodology that 

ombines both statistical and distance methods. The provided clas- 

ification model contains two modules named weighted NB and 

istance reinforcement modules to overcome the issues of the tra- 

itional NB. According to the experimental results, DBNB outper- 

ormed the recent Covid-19 diagnose strategies in terms of accu- 

acy, recall, precision, and F-measure. 

In [16] , convolutional neural network was applied to build the 

eep Learning Model (DLM) to diagnose Coivd-19 patients based 

n various radiology domains. DLM consists of 27 layers which 

ere validated on Computed Tomography (CT), X-ray, and Mag- 

etic Resonance Imaging (MRI) datasets. The experimental results 

howed that the weighted average accuracies for the DLM ac- 

ording to CT, MRI, and X-ray are 85%, 86%, and 94% respec- 

ively. As presented in [17] , a new Covid-19 detection model called 

onvolutional Neural Network-based Deep Learning (CNN-DL) was 

ntroduced to provide accurate diagnosis by using Chest X-Ray 

CXR) images. CNN-DL model used the average of the parameters’ 

eights from many models fitted into a single model to extract 

eatures from images. Then, these extracted features were passed 

o a classification model to provide Covid-19 detection. According 

o the evaluation results, the CNN-DL was better than the compet- 

ng methods with an accuracy of 95.49%. 

As introduced in [18] , a Hybrid Diagnosis Method (HDM) was 

rovided to diagnose Covid-19 from CT images. The implemen- 

ation of HDM based on many steps. Initially, extracting features 

rom CT images was performed by using a Convolutional Neural 
5 
etwork (CNN) method, and then a tree Parzen estimator was ap- 

lied to optimize the hyper parameters of the CNN. Additionally, 

 genetic algorithm was used to select the best subset of features, 

nd at the end four different classification models were used to 

rovide Covid-19 detection. The evaluation results showed the su- 

eriority of HDM over its competing methods with an accuracy of 

.997. 

In [19] , Aquila Optimizer (AO) that mimics the behavior of 

quila was introduced as a meta heuristic technique. Four meth- 

ds have been used to represent the procedures of AO which are 

earch space, exploring by contour flight with short glide attack, 

xploiting by low flight with slow descent attack, and swooping. 

o evaluate the performance of AO against other optimization tech- 

iques, many benchmark functions have been used. The evaluation 

esults showed that AO outperformed other meta heuristic meth- 

ds. As provided in [20] , multilevel thresholding image segmenta- 

ion issues could be solved by using an improved of the arithmetic 

ptimization algorithm called DAOA that included the Differential 

volution technique with the Arithmetic Optimization Algorithm. 

he main objective of DAOA is to enhance the local search of the 

OA and to construct equilibrium through the search techniques. 

he proposed DAOA outperformed other meta heuristic methods 

n the experimental results. 

. The proposed Covid-19 Prudential Expectation Strategy 

CPES) 

In this section, the proposed Covid-19 Prudential Expectation 

trategy (CPES) will be discussed in details. CPES aims to classify 

eople based on their bodies’ reaction to Covid-19 infection in a 

ast and accurate manner. CPES is a new strategy that predicts the 

xtent of the harm that may be caused to people if they are ex- 

osed to Covid-19 infection and then apply the proper prudential 

rotocols accordingly. In fact, CPES composes of three sequential 

hases, which are; ORP, FSP, and CP as shown in Fig. 4 . In ORP, HOR

ethod will be provided in order to quickly and accurately reject 

utliers based on using the standard division as a fast outlier re- 

ection method and BGWO as an accurate outlier rejection method 

ased on the passed data from the standard division. FSP aims to 

elect the most significant subset of features using IBGA that con- 

ists of F Score as a fast selection method and BGA as an accurate 

election method based on the passed data from the F Score . BGA 

ses the average accuracy value from many different classifiers as 

 fitness function to determine the best chromosome that proves 

ffective over several classifiers. Then, SNB will be used in the CP 

o perform the classification task based on the filtered data from 

RP and FSP. In fact, SNB is built upon the weighted NB algorithm 

lassifier that gives each feature a weight based on the calculation 

f feature convergence within the target classes and feature diver- 

ence among the target classes. The main objective of both phases 

alled ORP and FSP is to provide a filtered dataset without out- 

iers or irrelevant features to correctly learn the SNB classifier in 

he CP and give it the ability to provide fast and accurate classifi- 

ations. These three phases will be depicted in details in the next 

ub-sections. 

.1. Outlier Rejection Phase (ORP) 

Outlier rejection is the process of finding data items that are 

ompletely different from expectation in a training dataset [ 10 , 11 ]. 

n this section, a Hybrid Outlier Rejection (HOR) method is pro- 

ided as a simple but effective outlier rejection method to remove 

utlier items to enable the classification technique to perform its 

asks quickly and accurately. The proposed HOR method mainly 

omposes of two stages, called; Fast Rejection (FR) stage and Ac- 

urate Rejection (AR) stage as shown in Fig. 5 . In FR stage, stan-
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Fig. 4. The proposed Covid-19 Prudential Expectation Strategy (CPES). 
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ard division is used as a statistical-based method to quickly reject 

utliers from the training dataset as possible [ 21 , 22 ]. In AR stage,

inary Gray Wolf Optimization (BGWO) method is used as an op- 

imization technique to accurately remove the rest of outliers in 

he training data to improve the performance of the classification 

odel [23] . Although BGWO can accurately eliminate outliers in 

he training dataset, it suffers from the computational time. Thus, 

tandard division method in FR stage preceded BGWO to quickly 

eject outliers before passing the medical dataset to BGWO method 

n AR stage. This process aims to reduce the BGWO execution time 

o provide a robust training dataset without outliers. 

Thus, the proposed HOR aims to quickly and accurately elimi- 

ate outlier items from the training dataset before starting to train 

lassification technique. At the end, the optimal subset of training 
6 
ata is used to enable the classification model to perform its tasks 

ell. Although BGWO has been widely applied in many works, it 

s used in this work as an outlier rejection method by using a reli- 

ble fitness function called Minimum Average Distance (MAD) that 

epresents a distance-based outlier rejection method. Accordingly, 

R stage uses a machine learning approach called BGWO based on 

AD approach as a reliable fitness function. Hence, AR stage com- 

oses of a hybrid method that includes BGWO as a machine learn- 

ng methodology [ 24 , 25 ] and MAD as an outlier rejection method- 

logy [26] . Finally, HOR is a hybrid technique that consists of two 

ain methods, called; (i) standard division as a statistical outlier 

ejection method and (ii) BGWO as a machine learning method 

hat depends on distance-based method called MAD that repre- 

ents a fitness function. 
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Fig. 5. The sequential steps of HOR method. 
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The sequential steps of HOR method using ‘ nt ’ training items 

re illustrated in Fig. 5 . To implement HOR method, the medi- 

al dataset should be collected from hospitals. Then, the collected 

ata should be passed to FR stage to implement standard division 

ethod to quickly reject outlier items from training dataset as pos- 

ible (e.g., t “the number of valid items in the training dataset”), 

here, t < nt [21] . Then, the training dataset with ‘t’ valid items,

hich are passed from FR stage, are forwarded to AR stage to en- 

ble BGWO to quickly and accurately introduce a subset of valid 

raining items without outliers. Secondly, iterations of BGWO will 

e performed until a termination condition is satisfied. Finally, the 

est search agent in the population called Alpha ( α) introduces the 

ost significant subset of valid training items that should be eval- 

ated by using MAD method. MAD is used as a fitness function to 

valuate the search agents in the population by calculating the av- 

rage distance from each search agent in population and the center 
t

7 
f every class category to give near-optimal solutions according to 

tness function of an optimization issue. 

Using BGWO as an outlier rejection method needs many basic 

teps as shown in Fig. 5 . In AR stage, ‘ n w 

’ search agents (wolves)

re represented in Pop and then the evaluation (fitness) function of 

GWO is applied to calculate the evaluation degree of each search 

gent W i (subset of valid training items) based on a distance-based 

ethod called MAD. In fact, MAD method is implemented on every 

earch agent W i in population Pop where it represents the aggre- 

ated summation of the average distance at every class using (1). 

f itness v alue ( W i ) = MAD ( W i ) = 

cl ∑ 

c=1 

A v g c (1) 

here Avg C represents the average distance based on the valid 

raining items which belong to class c in the i th wolf (search 
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gent) where c = 1,2,…,cl. cl is the total number of class categories. 

he best search agent represents the search agent which provides 

he lowest fitness value ( MAD ) and vice versa. According to every 

earch agent, the average distance Avg C of the valid items which 

elong to class c can be calculated by using (2). 

 v g C = 

1 

q ′;−z 

q ′;−z ∑ 

h =1 

Eclid ( I h , Cente r c ) (2) 

here q’-z is the valid training items which in class c without z 

tems as outliers and Eclid(I h ,Center c ) represents the distance be- 

ween each training item I h = [ I h (f 1 ) I h (f 2 ) ... I h (f m 

) ] and its class

enter Center c = [ Center c (f 1 ) Center c (f 2 ) ... Center c (f m 

) ] using Eu-

lidean Distance [11] . h is an index of the valid training item in

he search agent which belongs to the class c and m is the number

f features in the dataset. Consequently, if item I h belongs to class 

 , then Eclid(I h ,Center c ) is given in (3). 

clid ( I h , Cente r c ) = 

√ 

m ∑ 

j=1 

(
I h 
(

f j 
)

− Cente r c 
(

f j 
))2 

(3) 

here I h (f j ) is the value of item I h at the feature f j . Center c (f j ) is

he center value of class c at the feature f j , and m represents the

eatures number. The formula of Center c (f j ) of class c at feature f j 
s given in (4). 

ente r c 
(

f j 
)

= 

1 

q ′ 
q ′ ∑ 

h =1 

I h 
(

f j 
)

(4) 

here I h (f j ) represents the value of training item I h that belongs 

o class c at the j th feature f j . q’ represents the training items

valid and invalid) in the dataset which are belonging to class c . 

GWO algorithm searches for the best search agent (solution) with 

he goal of reducing MAD(W i ). Based on evaluation values for the 

earch agents in Pop , the best three solutions; W α , W β , and W δ

ill be assigned. Then, the other search agents in Pop including 

mega ( ω) will update their positions based on the position of W α ,

 β , and W δ using (5) [ 23 , 24 ]. 

�
 

 i ( itr + 1 ) = 

�
 W 1 + 

�
 W 2 + 

�
 W 3 

3 

(5) 

here � W 1 , � W 2 , and 

�
 W 3 are the positions of leaders W α , W β , and W δ

espectively according to the current search agent ( W i ). In fact, the 

enerated position value for each search agent W i in Pop is a con- 

inuous value that cannot be directly used to reject outlier items 

nd only provide valid items. Thus, the sigmoid function should be 

sed as a transformation function to convert the continuous value 

o be a binary one. Consequently, every search agent’s position; 

 i = (W i 
1 , W i 

2 ,…..,W i 
t ) in Pop should be adjusted by applying the

igmoid function to identify new search agent’s position based on 

inary values; W binary_i = (W 

1 
binary_i , W 

2 
binary_i ,…..,W 

t 
binary_i ) using 

6) [23] . 

 

k 
binary _ i ( itr + 1 ) = 

{ 

1 i f rand ( 0 , 1 ) ≥ sig 
(
W 

k 
i 

)
0 otherwise 

(6) 

here W 

k 
binary_i (itr + 1) represents the binary value of i th search 

gent at k th position in the next iteration itr + 1 . In other words,

 

k 
binary_i (itr + 1) indicates to the value of k th training item in i th 

earch agent; k = 1,2,3,…..,t . Additionally, rand(0,1) is a random 

alue between [0,1] and sig(W i 
k ) is the sigmoid transfer function 

hat indicates the probability of k th bit in which it takes 0 or 1

alue that is calculated by using (7) [23] . 

ig 
(
W 

k 
i 

)
= 

1 

1 + e −W 

k 
i 

(7) 
8 
here e is the base of the natural logarithm. Based on the new po- 

ition W 

k 
binary_i (itr + 1) of every search agent in Pop , every search

gent is evaluated using the evaluation function in (1). Then, these 

alculations are continued until the number of generations is fin- 

shed. Finally, the best solution W α is the output and the algorithm 

erminates. All training items donated by zero (e.g, nr “the final 

umber of valid items in the training dataset”) in this search agent 

epresent the valid items which can be used to accurately learn the 

lassification model, but the training items donated by one repre- 

ent outliers which should be removed. After eliminating outlier 

tems from training dataset, feature selection process should be 

mplemented to select the most signification features on class cat- 

gory to enable the used classification model to provide fast and 

ccurate results. Thus, feature selection process will be applied on 

ataset without outliers in the next sub-section. 

.2. Feature Selection Phase (FSP) 

In fact, it is not only the outlier rejection process is the pro- 

ess that affects the efficiency of the classification model, but also 

eature selection process has a great effect on improving its effi- 

iency by enabling it to give faster and more accurate classifica- 

ion [ 10 , 11 ]. The cause of overfitting problem may be the presence

f irrelevant features in the dataset [2] . For accurate classification, 

he selected features should be able to distinguish members of 

he same class and also distinguish members of different classes. 

e call those features as discriminative. Based on our view, gen- 

rally, features can be categorized into three different types, (i) 

trongly Discriminative Feature (SDF) also called “Green Feature”, 

ii) Weakly Discriminative Feature also called “Yellow Feature”, 

nd (iii) Non-Discriminative Feature (NDF) also called “Red Fea- 

ure” as shown in Fig. 6 . A discriminative feature (both strong and 

eak) should be used for the classification task. However, the non- 

iscriminative ones should be eliminated through the FSP. 

In this subsection, feature selection process will be imple- 

ented on dataset during this phase to select the informative fea- 

ures which have the best effect on the used classifier, which rep- 

esents; Green Feature and Yellow Feature types. FSP tends to ac- 

urately select the most significant subset of features using a hy- 

rid feature selection technique called Improved Binary Genetic Al- 

orithm (IBGA). IBGA comprises of both filter and wrapper selec- 

ion methods which are F Score and BGA respectively. The main ob- 

ective of IBGA is to improve the performance of BGA as it con- 

umes a long execution time; therefore, F Score is put in the fore- 

round before using BGA to quickly remove many useless features 

o reduce the execution time of BGA implementation. To imple- 

ent IBGA method, F Score is initially applied to quickly remove 

ost of the useless features in the dataset [10] . Then, BGA is ex- 

cuted based on the passed data from F Score using a better fitness 

unction to evaluate every chromosome in the population. The fit- 

ess function used in IBGA is the average accuracy value from sev- 

ral classification models trained on the same data to generalize 

he evaluation of chromosomes in the population. In other words, 

he calculation of fitness values for chromosomes in IBGA depends 

n several classifiers rather than using only a particular classifier 

o ensure the generality of the feature selection. Hence, the subset 

f features which have a significant and effective effect on most 

lassification methods and not for a particular one classifier will be 

elected to ensure the effectiveness of the selected features on any 

lassification model. To implement IBGA methods, many sequential 

teps will be followed as shown in Fig. 7 . 

According to Fig. 7 , after implementing F Score , IBGA begins with 

 population that contains many chromosomes in which each chro- 

osome consists of a series of genes in form of bits [ 27 , 28 ]. The

ength of each chromosome is the number of features in dataset 

ith binary values (0 or 1) where ‘1’ in the j th position in the 
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Fig. 6. Different types of features. 

Table 2 

Determine the best chromosome based on both every classifier and average accuracy. 

Classifier # Accuracy of every chromosome The best 

chromosome 
Ch 1 Ch 2 

C 1 = NB 0.75 0.7 Ch 1 
C 2 = KNN 0.9 0.7 Ch 1 
C 3 = SVM 0.8 0.9 Ch 2 
Average accuracy 0.816 0.767 Ch 1 
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hromosome means that the j th feature is selected and ‘0’ means 

hat the j th feature is removed. After generating a population of ‘s’ 

hromosomes that represent ‘m’ features in binary space, fitness 

valuation will be calculated to measure the fitness degree of each 

hromosome in population (subset of input features). The fitness 

evaluation) function is the average accuracy value from ‘nc’ classi- 

ers to ensure that the selected subset of features is the best sub- 

et that can improve the performance of any classifier to provide 

ast and accurate classification. The fitness function according to 

nc’ classifiers can be calculated for i th chromosome ( Ch i ) by using 

8). 

 it ( C h i ) = 

∑ nc 
j=1 Accurac y j ( C h i ) 

nc 
(8) 

here Fit(Ch i ) is the fitness evaluation value for i th chromosome, 

ccuracy j (Ch i ) is the accuracy value of j th classifier according to 

he selected features in i th chromosome, and nc is the number of 

lassifiers used to evaluate the selected features in each chromo- 

ome. To clarify the idea, assume that there are two chromosomes 

n population; s = 2 and three classifiers; nc = 3 , used to evaluate

he selected features in every chromosome as presented in Table 2 . 

According to Table 2 , it is assumed that the used classifiers are 

aïve Bayes (NB) [ 29 , 30 , 31 ], K-Nearest Neighbors (KNN) [5] , and

upport Vector Machine (SVM) [11] . Based on their accuracy val- 

es for chromosomes, it is noted that NB and KNN proven that 

he first chromosome ( Ch 1 ) is better than the second one. On the

ther hand, SVM proven that the second chromosome ( Ch 2 ) is bet- 

er than the first one. Finally, the best chromosome is the first 

ne based on the average accuracy value. Accordingly, depending 

n single classifier to determine the fitness evaluation for chromo- 

omes cannot generally provide the optimal subset of features that 

an adaptive with any used classifier. For this reason, the fitness 

unction in this work is based on using the average accuracy value 

o provide a global solution that includes only Green Feature and 

ellow Feature without Red Feature. 
9 
After evaluating all chromosomes in the population, the termi- 

ation condition should be checked to determine if it is satisfied 

r not. In the case if the termination condition is not satisfied, 

he three biologically inspired BGA operators, which are; selection, 

rossover, and mutation will be continued to produce a new gen- 

ration of chromosomes. While selection process attempts to se- 

ect good chromosome, crossover process combines good chromo- 

omes to produce better offspring’s in the new generation. Chro- 

osome can be locally changed to create better chromosome by 

erforming mutation. In this work, the selection process will be 

erformed using roulette wheel method based on different prob- 

bility of selection (S pro ) according to every chromosome in the 

opulation, the crossover process will be performed by using sin- 

le point crossover based on probability of crossover (C pro ), and 

 flip bit mutation method will be used to perform the mutation 

rocess based on probability of mutation (M pro ) [ 2 , 11 ]. In fact, the

robabilities values of S pro , C pro and M pro are random values be- 

ween 0 and 1 (0 ≤ S pro , C pro and M pro ≤ 1). In general, crossover 

peration is preferred over mutation operation, thus, C pro usually 

quals 0.9 while M pro equals 0.01to enable BGA to perform its 

asks well. On the other hand, if the termination condition is sat- 

sfied, the algorithm will be terminated and the best subset of fea- 

ures is represented in the chromosome that provides the highest 

tness value. After eliminating outlier items from training dataset 

nd then selecting the most significant subset of features in the 

sed dataset, classification model should be learned to provide fast 

nd accurate results. Thus, classification process will be applied on 

ataset without outliers and irrelevant features in the next sub- 

ection. 

.3. Classification Phase (CP) 

Despite its simplicity, NB classifier is one of the powerful clas- 

ification techniques. Due to its easiness, along with its good per- 

ormance, NB is widely used to address classification problems in 

everal real-world applications [ 28 , 32 ]. NB has been chosen to be 
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Fig. 7. The sequential steps of IBGA. 
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mplemented in CP for the following reasons; (i) it can provide fast 

redictions rather than other classification algorithms because the 

raining time has an order O(N) with the dataset, (ii) NB can be 

asily trained with small amount of input training dataset and it 

an be used also for large datasets as well, (iii) NB is easy to be

mplemented with the ability of real-time training for new items, 

iv) it has no required adjusting parameter or domain knowledge, 

v) NB is less sensitive to missing data, (vi) it has high capability 

o handle the noise in the dataset, (vii) NB is Incremental learn- 

ng algorithm because NB functions work from approximation of 

ow-order probabilities which are extracted from the training data 

 33 , 34 , 35 ]. Hence, these can be quickly updated as new training

ata are obtained, (ix) it is sufficient for real-time applications such 

s diseases diagnoses because it relies on a set of pre-computed 
10 
robabilities that make the classification done in a very short time 

 29 , 33 ]. 

However, NB assumes that all features are independent, which 

s rarely happening in real life. This assumption limits the appli- 

ability of this algorithm in real-world use cases. In order to alle- 

iate such independence assumption, a mass of feature weighting 

pproaches have been proposed. However, almost all of these ap- 

roaches do not guarantee high performance. Accordingly, there is 

 critical need for more fine-grained feature weighting technique. 

o our best of knowledge, up to the present, there is little work on 

t. Through this section, a new feature weighting paradigm will be 

ntroduced to build a new instance of the classical NB algorithm, 

hich is called Statistical Naïve Bayes (SNB). Generally, the success 

f the classification is built upon the accurate selection of discrim- 
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native features. Hence, a weight can be given to each feature to 

easure its ability for discrimination, which can be called the fea- 

ure weight [31] . In the proposed SNB, the weight of each feature 

s calculated according to how close the value of that feature is in 

he elements of the same class and how far apart the values of 

hat feature are between the items of the different classes. To ac- 

omplish such aim, two important values should be calculated for 

stimating the weight of a specific feature, which are; (i) the de- 

ree of convergence of the feature values within the target classes 

nd (ii) the degree of divergence of the feature values among the 

arget classes. More details about those two issues are explained in 

he next sub-sections. 

.3.1. Estimating Feature Convergence Within the Target Classes 

Generally, members (items) within the same target class should 

e similar. The similarity is measured by the degree of closeness 

f values of the considered feature values among the class mem- 

ers. Hence, for a specific feature f x , its values should be converged 

mong the members of the same class. Estimating the convergence 

f a specific feature f x can be accomplished through the four se- 

uential steps, which are; (i) rejecting outlier values of f x for each 

arget class, (ii) calculating the mean for the values of the con- 

idered feature f x for each target class after rejecting outliers, (iii) 

alculating the standard deviation for the values of the considered 

eature f x for each target class after rejecting outliers, and (iv) cal- 

ulating the Mean of Standard Deviation (MSD) for the feature f x . 

inally, the more MS D f x , the less the weight of f x . As illustrated

n Algorithm 1 , estimating the feature convergence within the tar- 

et class can be achieved by calculating MS D f x . To accomplish such 

im, the first step is to reject outlier values for the feature f x within

ach of the considered target classes. An outlier is a data point that 

all outside the overall pattern in a distribution. Low outliers are 

elow Q1-1.5 × IQR and high outliers are above Q3 + 1.5 × IQR, 

here Q 1 is the first quartile, which represents a quarter of the 

ay through the list of all data and Q 3 is the third quartile, 

hich represents three-quarters of the way through the list of all 

ata. 

Generally, IQR is calculated in much the same way as the range. 

o find IQR, subtract the first quartile from the third quartile as; 

QR = Q 3 – Q 1 . It can be used to detect outliers using the follow-

ng steps; (i) Calculate the interquartile range for the data, (ii) Mul- 

iply the interquartile range (IQR) by 1.5 (a constant used to dis- 

ern outliers), (iii) Find H = Q3 + 1.5 x (IQR). Hence, any data point

reater than H is a suspected high outlier, and (vi) Find L = Q1- 

.5 x (IQR). Hence, any data point less than L is a suspected low 

utlier. After rejecting outlier data point, the next step is to nor- 

alize moderate (accepted) values, then calculate the mean ( μ) of 

he considered feature values for each target class using (9). 

c i 
f x 

= 

∑ 

∀ x i ∈ CS 
c i 
f x 

x i ∣∣CS c i 
f x 

∣∣ (9) 

here μ
c i 
f x 

is the mean of the considered values of feature f x as- 

uming c i as the target class and x i is the index that refers to each

alue of feature f x . CS 
c i 
f x 

is the set of the considered values of fea-

ure f x assuming c i as the target class. Then, the standard deviation 

or all values in CS 
c i 
f x 

∀ c i ∈ C is calculated using (10). 

c i 
f x 

= 2 

√ √ √ √ 

1 ∣∣CS c i 
f x 

∣∣ ∑ 

∀ x i ∈ CS 
c i 
f x 

(
x i − μc i 

f x 

)2 
(10) 

The mean of standard deviations for the feature f x, which in- 

icates the degree of convergence of f x values within each of the 

arget classes can be calculated using (11). 

S D f x = 

∑ 

∀ c i ∈ C σ
c i 
f x (11) 
n 

11 
here MS D f x is the mean of standard deviations of the feature f x , 
c i 
f x 

is the standard deviation of f x considered values after reject- 

ng outliers considering c i as the target class, C is the set of target

lasses, and n is the number of target classes. Generally, MS D f x is 

n indication for the degree of convergence of the feature f x within 

he target classes. Hence, the more the value of MS D f x , the less the

eight of the feature f x . The next step is to calculate the inverse of

S D f x , which is denoted as; IMS D f x . So, the more the IMS D f x , the

ore the weight of f x . IMS D f x can be calculated using (12). 

M S D f x = 

1 

M S D f x 

= 

n ∑ 

∀ c i ∈ C σ
c i 
f x 

(12) 

Finally, IMS D f x ∀ f x ∈ F , where F is the set of the considered fea-

ures, should be normalized to be in the range from 0 → 1. The re- 

ult will be NIMS D f x ∀ f x ∈ F . Calculating NIMS D f x can be done us- 

ng (13). 

I MS D f x = 

I MS D f x ∗ Ma x N 

max 
∀ f y ∈ F 

I MS D f y 

(13) 

here IMS D f x is the value to be normalized, max ∀ f y ∈ F 
IMS D f y is the 

aximum un-normalized value of IMSD considering all the elected 

eatures, and Ma x N is the maximum target normalized value. Since 

he normalized range is assumed to be 0 → 1, then Ma x N = 1 , and

ccordingly, NIMS D f x can be expressed by (14). 

I MS D f x = 

I MS D f x 

max 
∀ f y ∈ F 

I MS D f y 

(14) 

.3.2. Estimating Feature Divergence Among the Target Classes 

In fact, the discriminative features should be able to distinguish 

lements belonging to different target classes. To measure such 

bility, considering the feature f x , the feature divergence among the 

arget classes is calculated. Then, the more feature divergence, the 

ore feature discrimination ability, and accordingly, the more the 

eature weight. Estimating f x divergence among the target classes 

an be achieved by calculating the Standard Deviation of Means 

or f x , which is denoted as; SD M f x . To accomplish such aim, the 

rst step is to reject outlier values for the feature f x within each 

f the considered target classes using the interquartile range (IQR). 

fter rejecting outliers, the next step is to normalize moderate (ac- 

epted) values, then calculate the mean ( μ) of the considered fea- 

ure values for each target class (e.g., μ
c i 
f x 

∀ c i ∈ C ) using (18). Then,

he Mean of Means for f x , denoted as; M M f x , is calculated using 

15). 

 M f x = 

∑ 

∀ c i ∈ C μ
c i 
f x 

n 

(15) 

here n is the number of target classes, μ
c i 
f x 

is the mean of the 

onsidered feature values for each target class, and c i is the tar- 

et class. Then, the Standard Deviation of Means for f x, denoted as; 

D M f x , can be calculated using (16). 

D M f x = 

2 

√ 

1 

n 

∑ 

∀ c i ∈ C 

(
μc i 

f x 
− M M f x 

)2 
(16) 

here C is the set of target classes, n is the number of target 

lasses, and M M f x the mean of means for f x , and μ
c i 
f x 

is the mean

f the accepted values of f x for the items belong to class c i . It can

e concluded that; SD M f x is an indication for the degree of diver- 

ence of the feature f x among the target classes. Hence, the more 

he value of SD M f x , the more the weight of the feature f x . Finally,

D M f x ∀ f x ∈ F , where F is the set of the considered features, should
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Algorithm 1. Feature Convergence within Classes Algorithm. 
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e normalized to be in the range from 0 → 1. The result will be

SD M f x ∀ f x ∈ F . Calculating NSD M f x can be done using (17). 

SD M f x = 

SD M f x ∗ Ma x N 

max 
∀ f y ∈ F 

SD M f y 

(17) 

here SD M f x is the value to be normalized, max ∀ f y ∈ F 
SD M f y is the max- 

mum un-normalized value of SDM considering all the elected fea- 

ures, and Ma x N is the maximum target normalized value. Since 

he normalized range is assumed to be 0 → 1, then Ma x N = 1 , and

ccordingly, NSD M f x can be expressed by (18). The steps of feature 

ivergence among classes algorithm is provided in Algorithm 2 . 

SD M f x = 

SD M f x 

max 
∀ f y ∈ F 

SD M f y 

(18) 

.3.3. ulating the Total Feature Weight 

There are two basic factors that can be applied to calculate the 

otal feature weight, called; (i) the feature convergence within the 

arget classes that can be expressed by NIMS D f x and (ii) the fea- 

ure divergence among the target classes that can be expressed by 

SD M f x . As shown before, the more N IMS D f x and N SD M f x , the more

he feature weight, hence; 
12 
F W f x ∝ NIMS D f x and F W f x ∝ NSD M f x 

Then, the weight of attribute (or feature) f x can be measured by 

19). 

 W f x = δδ ∗ NIMS D f x + ββ ∗ NSD M f x (19) 

ere F W f x is the weight of the feature f x , NIMS D f x is the normal-

zed inverse mean of standard deviations for the feature f x , NSD M f x 

s the normalized standard deviation of means for the feature f x , 

nd δδ and ββ are equation constants. Both values NIMS D f x and 

SD M f x range from 0 → 1. F W f x should be also ranges from 0 → 1, 

ence, it can be concluded that δδ+ ββ = 1. The challenge now 

s to estimate the proper values of ββ and δδ to achieve the max- 

mum classification accuracy. The procedure used for estimating δδ
nd ββ is depicted in Algorithm 3 . 

As depicted in Algorithm 3 , it is needed to search for the best 

alues of δδ and ββ , which introduce the highest accuracy of the 

lassification method. To accomplish such aim, a CPo is used to 

une the values of δδ and ββ looking for the maximum accuracy. 

s illustrated in Algorithm 3 , two variables, namely; Upper_limit 

nd Lower _limit are used to set the searchable range of CPo. Ini- 

ially, setting Upper_limit and Lower _limit to 1 and 0 respectively 

esults in a searchable range of CPo to be 0 → 1. An iteration step 

s set, which is used to calculate the gradual change in CPo, de- 
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Algorithm 2. Feature Divergence among Classes Algorithm. 
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oted as; τ . As CPo is updated, the corresponding classification ac- 

uracy is calculated. Once CPo reaches 1, the first iteration is then 

nished. A new iteration will immediately be started with a new 

earchable range for CPo. The new searchable range is a neigh- 

orhood around the value of CPo which produces the maximum 

lassification accuracy in the previous iteration. The neighborhood 

idth is assumed to be 2 ∗τ . Such procedure continues based on 

 pre-defined number of iterations (e.g., ξ ), expressed by the vari- 

ble iterations in Algorithm 3 . Finally, δδopt and ββopt are those 

alues that introduce the maximum classification accuracy through 

ll iterations. It will be easy now to calculate the feature weight 

sing (19). 

. Experimental Results 

In this section, the evaluation of the Covid-19 Prudential Ex- 

ectation Strategy (CPES) is investigated. CPES consists of three 

hases, called; (i) Outlier Rejection Phase (ORP), (ii) Feature Se- 

ection Phase (FSP), and (iii) Classification Phase (CP). During ORP, 

 new technique called Hybrid Outlier Rejection (HOR) that com- 
13 
ines both standard division and Binary Gray Wolf Optimization 

BGWO) will be implemented to reject outliers in the training data. 

hen, Improved Binary Genetic Algorithm (IBGA) will be imple- 

ented in FSP to select the most important features for enhanc- 

ng the performance of classification model. IBGA is a hybrid se- 

ection method that consists of a filter selection method called 

isher Score (F Score ) and a wrapper selection method called Bi- 

ary Genetic Algorithm (BGA). Finally, a new instance of NB clas- 

ifier called SNB will be implemented in CP to quickly and accu- 

ately classify people based on their bodies’ reaction to Covid-19 

nfection. Two main scenarios for the implementation of the CPES 

ill be pursued. According to the first scenario, the IBGA as a hy- 

rid feature selection method will be tested against other modern 

election methods using NB classifier as a standard classification 

ethod [ 29 , 30 , 31 ]. Then, the complete strategy called CPES will be

ested against other modern diagnostic strategies. Our implemen- 

ation depends on Covid-19 dataset [1] . Covid-19 dataset is divided 

nto training set used to train the classification method and testing 

et used to measure the performance of the model. Accuracy, error, 

recision, and recall will be used to evaluate the following experi- 
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Algorithm 3. (a) Estimating δδ and ββ graphically (b) Estimating the optimal values of δδ and ββ algorithm. 

Table 3 

The corresponding used values of the applied tunable parameters. 

Parameter Description Applied value 

S pro Probability of selection Random (0 ≤ S pro ≤ 1) 

C pro Probability of Crossover Random (0 ≤ C pro ≤ 1) 

M pro Probability of Mutation Random (0 ≤ M pro ≤ 1) 

r 1 and r 2 Two independent random 

numbers 

Random (0 ≤ r 1 ,r 2 ≤ 1) 

a Linearly decrease [2,0] 

Max_iter_BGA The maximum number of 

iterations for GA 

100 

Max_iter_BGWO 

The maximum number of 

iterations for GWO 

100 

m  

c

s

t

5

d

e

i

b

1

I

a

m

f

I

i

t

d

i

ents based on the confusion matrix [ 2 , 11 ]. Additionally, the exe-

ution time (Run time) will be measured to calculate the speed of 

trategy execution. The corresponding used values of the applied 

unable parameters are presented in Table 3 . 
14 
.1. Dataset Description 

Nowadays, finding a research dataset to be used for Covid-19 

isease researches represents a main challenge because this dis- 

ase is a quite newly emerged type of coronaviruses. For overcom- 

ng this challenge, we create a Web-based form to collect routine 

lood tests from people before and after their infection with covid- 

9. This form is affiliated to artificial intelligence lab in Nile Higher 

nstitute for Engineering and technology where the dataset is avail- 

ble at. [1] . The dataset contains 50 features extracted from nu- 

erical laboratory tests as described in Table 4 (a-c). In fact, the 

eatures have been reduced to be 37 features after implementing 

BGA. The total number of people registered on the form until now 

s 2215 in which the number of infected people is 1389, 430 of 

hem are un-covid-19 people, and 396 are unconfirmed cases as 

escribed in Table 5 . Actually, the dataset has been split into train- 

ng dataset and testing dataset where the training dataset consists 
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Table 4 

Descriptions about the features of Covid-19. 

(a) 

Feature Description Selected 

Feature 

Age Age of the patient. Yes 

Gender Male / Female. No 

Glucose Glucose represents the main type of sugar found in the blood. Yes 

Blood type Determine the type of the blood. Yes 

Blood Pressure It is the pressure of the blood on the walls of the arteries. Yes 

Body Mass Index (BMI) BMI is a measure that indicates to total body fat. It is used to measure whether a person is at a healthy 

weight. 

Yes 

Diabetes Pedigree Function A function that scores the likelihood of diabetes based on family histor y. No 

Total_Bilirubin It is a measure of liver function in which it measures the amount of a substance called bilirubin in the 

blood. 

Yes 

Direct_Bilirubin It is a measure of the amount of conjugated bilirubin in which it looks for bilirubin in the urine or 

blood. 

Yes 

Alkaline_ Phosphotase It is a measure of the amount of alkaline phosphotase in your blood in which Alkaline_ Phosphotase is 

an enzyme found throughout the body. Actually, it is mostly found in the liver, digestive system, 

kidneys, and bones. 

Yes 

Alamine_ Aminotransferase (ALT) ALT is an enzyme that is normally found in the cells of the liver and kidney. When ALT levels in blood 

are high that means a liver is damaged. 

Yes 

Aspartate_ Aminotransferase (AST) AST is an enzyme that is normally found in liver and heart. When AST levels in blood are high that 

indicates liver diseases and heart problems or pancreatitis. 

Yes 

Total_ Protiens It is a measure of the amount of protein in your blood. When total protein level is high that indicates 

dehydration or a certain type of cancer. 

No 

Albumin It is protein that is made by liver in which it is a test that measures of the amount of albumin in the 

blood. 

Yes 

Globulin_Ratio It is a ratio of albumin to globulin in blood plasma. Yes 

Red blood count It is a blood test that is used to measure how many red blood cells that contain haemoglobin, which 

carries oxygen throughout the body. 

Yes 

Pus Cell It is a white blood cell (as a neutrophil) that is found in pus. No 

Bacteria Bacteria are used to help diagnose certain types of infections in which their organisms not visible with 

the naked eye. 

Yes 

Blood urea test It measures the amount of nitrogen in the blood. When your blood urea level rises, this means that 

your kidneys cannot remove urea from the blood normally. 

Yes 

(b) 

Feature Description Selected 

Feature 

Serum creatinine It indicates kidney health in which it is an easily measured by product of muscle metabolism. Yes 

Sodium A sodium is a part of an electrolyte panel that is used as a blood test to measure the amount 

of sodium in the blood. 

Yes 

Potassium A potassium is a part of an electrolyte that is used as a blood test to measure the amount of potassium 

in the blood. 

Yes 

Haemoglobin It is a blood test that is used to measure the amount of haemoglobin in the blood in which it carries 

oxygen to organs and tissues in the body and also transfer carbon dioxide from organs and tissues to 

lungs. 

Yes 

Packed cell volume It’s a test used to determine whether a patient has polycythaemia, dehydration, or anaemia. It’s usually 

part of a whole blood count test. 

No 

White blood 

cell count 

The immune system is made up of white blood cells. They aid in the battle against infections and other 

disorders. 

Yes 

Hypertension It is a disorder in which the blood arteries have a consistently elevated pressure. Hypertension is a 

significant medical condition that can put your heart, brain, kidneys, and other organs at risk. 

Yes 

Pedal edema The medical term for swelling is edoema. Injuries and inflammation cause body parts to swell. edoema 

might affect a small portion of the body or the full body. 

No 

Resting electrocardiographic results It’s a medical test that measures the electrical activity generated by the heart while it contracts to 

diagnose heart abnormalities. 

Yes 

Anemia Anemia is a condition in which the number of red blood cells or haemoglobin is lower than normal. Yes 

Diabetes mellitus Diabetes mellitus is a disorder in which the body’s ability to form of sugar is impaired. Yes 

Coronary artery disease The coronary arteries supply your heart with blood, oxygen, and nourishment. Coronary artery disease 

develops when your heart’s primary blood arteries become damaged or diseased. 

Yes 

Appetite The appetite test is used to determine the appetite of a person. No 

Maximum 

heart rate achieved 

The number of contractions (beats) of the heart per minute is used to determine the heart rate (bpm). Yes 

Exercise induced angina Angina is chest pain that occurs as a result of exercise, stress, or other factors that cause the heart to 

pump harder. It’s a symptom of coronary artery disease that’s very frequent. 

Yes 

Atherosclerosis Arteriosclerosis is a condition in which the arteries that carry oxygen and nutrients from your heart to 

the rest of your body thicken and stiffen, reducing blood flow to your organs and tissues. 

Yes 

D-Dimer A D-dimer test examines the presence of D-dimer in the blood. When a blood clot dissolves in your 

body, a protein fragment called a D-dimer is formed. 

Yes 

C-Reactive Protein (CRP) CRP is a protein made by the liver, and the CRP test is used to discover or monitor inflammatory 

diseases. 

Yes 

Lactate Dehydrogenase (LDH) The LDH test is performed to detect any tissue damage. Yes 

Troponin Troponins are a family of proteins that govern muscular contraction in skeletal and cardiac muscle 

fibres. Troponin tests detect heart damage by measuring the quantity of cardiac-specific troponin in the 

blood. 

Yes 

( continued on next page ) 

15 

https://medlineplus.gov/potassium.html
https://medlineplus.gov/potassium.html
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Table 4 ( continued ) 

(c) 

Feature Description Selected 

Feature 

Platelets Count (PC) The platelet count (PC) is a blood test which measures the average amount of platelets in a person’s 

blood. Platelets aid in the healing of wounds and the prevention of excessive bleeding in the 

bloodstream. 

Yes 

Neutrophils Count (NC) Neutrophils are a type of WBC that form (50-75%) of the total. NC gives critical information regarding 

the patient’s health status. 

Yes 

Lymphocytes Count (LC) The lymphocyte count, which is a component of WBC, is determined by LC test. Yes 

Monocytes count The quantity of monocytes circulating in the blood is measured by the monocytes count test. No 

Eosinophil Eosinophil is a type of white blood cell that helps the immune system combat disease by preventing 

infections and increasing inflammation. 

No 

Basophils Basophils are bone marrow-derived white blood cells that aid in the proper functioning of the immune 

system. 

No 

Gamma-Glutamyl Transpeptidas 

(GGT) 

GGT is an ubiquitous enzyme found throughout the body. GGT levels in the blood can indicate bile duct 

damage or liver disease; a GGT test can determine the quantity of GGT in the blood. 

No 

Chest pain type The discomfort in the chest or presence of abnormal pain , between the diaphragm and the base of the 

neck, is defined as chest pain. 

Yes 

Fasting blood sugar After an overnight fast, this test measures how much sugar is in a blood sample. No 

Ferritin Ferritin is the most important protein for iron storage, and it can become raised in the context of 

circumstances that cause severe inflammation. 

No 

Creatine phosphokinase (CPK) CPK is a protein located in your heart, brain, and skeletal muscles that helps to induce chemical 

changes in your body. 

Yes 

Table 5 

Distribution of people in dataset according to their type. 

Criteria Value / Description 

Total number 

of cases 

Covid-19 Patients Un-Covid-19 People Un-confirmed cases 

1389 430 396 

Type of Covid-19 Patients Type A Type B Type C 

173 239 129 

Type D Type E Type F 

228 471 149 

Fig. 8. A snapshot from the Covid-19 dataset. 
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f 973 patients and the testing dataset consists of 416 patients. 

ased on the individual vulnerability level to Covid-19, patients in 

he dataset can be categorized into six types (Type A → F). Fig. 8 

hows a snapshot from the Covid-19 dataset. 

.2. Testing the Improved Binary Genetic Algorithm (IBGA) Method 

In this subsection, the IBGA that consists of F score method as 

 fast method and BGA as an accurate method will be evaluated 

nd compared to many of the modern feature selection methods 

nd also compared to the original dataset without feature selection 

Original). The modern selection methods used in the comparison 

re Genetic Algorithm (GA) [ 2 , 27 , 28 ], Feature Selection via Direc-

ional Outliers Correcting (FSDOC) [36] , Orthogonal Least Squares 

OLS) based feature selection method [37] , the Modified Grasshop- 

er Optimization Algorithm (MGOA) [38] , and Stochastic Diffusion 

earch (SDS) algorithm [29] . To evaluate these features selection 

ethods, NB classifier is used as a standard method [ 29 , 30 , 31 ].
16 
he Figs. (8 → 13) show the accuracy, error, precision, recall, and 

un-time of the used feature selection methods. IBGA outperforms 

ther compared methods based on accuracy, precision, recall, and 

un-time performance metrics. 

As shown in Figs. (8 - 12 ), at the maximum number of train-

ng data (e.g., 973 patients), accuracy values provided by Original, 

A, FSDOC, OLS, MGOA, SDS, and IBGA are 0.59, 0.66, 0.69, 0.72, 

.80, 0.82, and 0.84 respectively. The best accuracy is introduced by 

BGA while the worst accuracy is provided by Original. The main 

eason of these results is that IBGA selects the informative features 

efore applying the NB classifier while Original contains all fea- 

ures in the dataset that includes irrelevant features. Accordingly, 

he error values of Original, GA, FSDOC, OLS, MGOA, SDS, and IBGA 

re 0.41, 0.34, 0.31, 0.28, 0.20, 0.18, and 0.16 respectively. Thus, 

BGA can provide the maximum accuracy value and the minimum 

rror value. At the maximum number of training data (e.g., 973 

atients), the precision values of Original, GA, FSDOC, OLS, MGOA, 

nd SDS are 0.54, 0.55, 0.60, 0.64, 0.67, and 0.70 respectively while 
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Fig. 9. Accuracy of several feature selection methods. 

Fig. 10. Error of several feature selection methods. 
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BGA provides 0.71. Accordingly, the best precision value is intro- 

uced by IBGA but the worst value is introduced by Original. Ac- 

ording to the recall values, Original, GA, FSDOC, OLS, MGOA, SDS, 

nd IBGA reach to 0.55, 0.56, 0.61, 0.64, 0.67, 0.71, and 0.73 respec- 

ively at the maximum number of training data (e.g., 973 patients). 

hus, IBGA can provide the maximum recall value but Original can 

rovide the minimum recall value. Fig. 13 shows that IBGA is faster 

han GA and OLS but it slower than Original, FSDOC, MGOA, and 

DS, because GA and OLS need more iteration to get to the best 

ubset of features. Thus, IBGA can provide the maximum accuracy, 

recision, and recall values but it cannot provide the minimum run 

ime value even though it is faster than the basic GA method. At 

he end, Figs. (8 - 13 ) illustrate that IBGA can provide the best sub-

et of features because it provides the highest accuracy value, and 

he lowest error value, but it cannot provide the lowest run time. 
17 
.3. Testing the Covid-19 Prudential Expectation Strategy (CPES) 

Evaluating CPES that composes of three phases, which are; 

i) ORP, (ii) FSP, and (iii) CP will be performed in this section. 

o prove the effectiveness of CPES, several recently used Covid- 

9 classification strategies, which are Improved Naïve Bayes (INB) 

31] , Feature Subset Selection in Multivariate Time Series Classi- 

cation (FSS-MTSC) strategy [39] , Multivariate Logistic Regression 

n Modified SEIR (MLR-MSEIR) [40] , DBNB [15] , DLM [16] , CNN- 

L [17] , and HDM [18] are compared to it. ORP uses HOR to re-

ect outliers in the data and then FSP uses IBGA to select the best 

ubset of features that only includes informative features without 

epetition. In fact, the number of selected features after imple- 

enting IBGA has been reduced to be 37 feature from the total 

umber equals 50. At the end, the CP has been applied by us- 
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Fig. 11. Precision of several feature selection methods. 

Fig. 12. Recall of several feature selection methods. 
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recall value. 
ng a new classification model called SNB to classify people based 

n their bodies’ reaction to Covid-19 infection. The Figs. (14 → 18) 

how the accuracy, error, precision, recall, and run-time of the 

sed strategies. The effectiveness of CPES has been ensured in 

he results in which CPES is better than other compared strate- 

ies based on accuracy, precision, recall, and run-time performance 

etrics. 

As shown in Figs. (14 –17 ), accuracy values provided by INB, FSS- 

TSC, MLR-MSEIR, DBNB, DLM, CNN-DL, HDM, and CPES are 0.66, 

.71, 0.74, 0.75, 0.77, 0.79, 0.80 and 0.87 respectively at the max- 

mum number of training data (e.g., 973 patients). According to 

hese results, CPES achieves the best accuracy value depending on 

he use of two main phases, namely; outlier rejection phase and 

eature selection phase before applying the classification model 

o diagnose Covid-19 patients based on the individual vulnerabil- 

ty level to Covid-19. On the other hand, INB provides the worst 

ccuracy value because it does not perform the feature selection 

rocess although it weights the features in the dataset. Also, INB 
18 
oes not perform the outlier rejection process on the dataset be- 

ore learning the classification model. Accordingly, INB, FSS-MTSC, 

LR-MSEIR, DBNB, DLM, CNN-DL, HDM, and CPES techniques in- 

roduce error values equal 0.34, 0. 29, 0.26, 0.25, 0.23, 0.21, 0.20 

nd 0.13 respectively. Hence, CPES can achieve the maximum ac- 

uracy value and the minimum error value. CPES introduces preci- 

ion value reaches to 0.84 while INB, FSS-MTSC, MLR-MSEIR, DBNB, 

LM, CNN-DL, and HDM give precision values reach to 0.55, 0.59, 

.63, 0.73, 0.75, 0.80, 0.82 respectively at the maximum number 

f training data (e.g., 973 patients). Thus, the best precision value 

s provided by CPES while the worst value is provided by INB be- 

ause it does not use feature selection method or outlier rejection 

ethod. The recall values of INB, FSS-MTSC, MLR-MSEIR, DBNB, 

LM, CNN-DL, and HDM are 0.61, 0.62, 0.63, 0.67, 0.70, 0.72, and 

.74 respectively but the recall value of CPES reaches to 0.79 at 

he maximum number of training data (e.g., 973 patients). Thus, 

NB provide the lowest recall value but CPES provides the highest 
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Fig. 13. Run time of several feature selection methods. 
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Fig. 14. Accuracy of several Covid-19 prudential expectation strategies. 
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Fig. 18 illustrates that CPES is slower than other strategies 

hich are INB, FSS-MTSC, MLR-MSEIR, DBNB, DLM, CNN-DL, and 

DM. That is because the CPES depends on using outlier rejec- 

ion method based on GWO method that consumes many iter- 

tions to reach to the best training data without outliers, also 

t depends on using feature selection method based on GA that 

eeds many iterations to provide the best subset of features, and 

nally the statistical naïve Bayes is applied on the passed data 

fter eliminating outliers and irrelevant features. In fact, spend- 

ng time to implement ORP and FSP is not important to be taken 

nto consideration for two reasons; (i) this time is only taken in 

he pre-processing stage before using the SNB classifier, and (ii) 

t helps the SNB to provide fast and accurate results depending 

n the filtered data. In other words, the ORP and FSP are exe- 

uted in the CPES only once while SNB is continuously executed 

ased on the passed data from ORP and FSP to classify patients. Fi- 

ally, Figs. (14 → 18 ) illustrate that CPES is better than other recent 
19 
trategies called INB, FSS-MTSC, MLR-MSEIR, DBNB, DLM, CNN-DL, 

nd HDM. The reason is that CPES relies on filtering the dataset 

f irrelevant features and outliers using accurate methods before 

earning the diagnostic model which enables it to provide accu- 

ate results compared to other strategies. Hence, CPES provides the 

aximum accuracy, precision, recall values, and the lowest error 

alue. 

. Conclusions and Future Work 

The main objective of this paper is to introduce a new strategy 

alled Covid-19 Prudential Expectation Strategy (CPES) for classify- 

ng individuals based on their bodies’ reaction to Covid-19 infec- 

ion. CPES has three main phases, namely; Outlier Rejection Phase 

ORP), Feature Selection Phase (FSP), and Classification Phase (CP). 

utliers are eliminated from the input dataset through ORP us- 
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ng Binary Gray Wolf Optimization (BGWO). Then, an Improved Bi- 

ary Genetic Algorithm (IBGA) has been used in the FSP to select 

he most significant features for improving the performance of the 

lassification model and avoiding overfitting. Finally, the Statisti- 

al Naïve Bayes (SNB) classifier is employed in CP for individual 

lassification based on the degree of their body response after in- 

ection with Covid-19. The experimental results have proven the 

ffectiveness of the proposed CPES. Based on the obtained results, 

PES outperforms the recent classification strategies based on ac- 

uracy, error, precision, and recall, which reach 0.87, 0.13, 0.84, and 

.79 respectively. 

Perhaps the great advantage of the proposed CPES is its high 

fficiency of prediction, However, it has also several salient prop- 

rties that other techniques do not have such as; (i) it is success- 

ully qualifies it to be applied in hospitals and health centers due 
20 
o its simplicity and straightforward implementation, (ii) CPES is 

calable, hence it can be implemented to solve other prediction 

roblems such as predicting the patient’s health status after cer- 

ain surgeries, (iii) The proposed strategy can be used in anticipat- 

ng the spread of epidemics as well as protecting people at risk, 

ence, medical systems can take the necessary precautions (vi) be- 

ides its high diagnose accuracy, CPES has a high speed of diag- 

osis. On the other hand, this research introduces a new research 

eld that can be successfully applied, especially in the medical 

eld, which opens the door for others to research it. The new re- 

earch field that was presented for the first time in this paper is 

o predict the health status of people if they were exposed to a 

articular disease before the actual infection. This new field of re- 

earch is in line with the exponential acceleration in viruses evo- 

ution, and even the continuous discovery of new unknown viruses 
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hose impact on people and their ability to spread cannot be 

xpected. 

Despite all these advantages, the proposed strategy suffers from 

 higher delay through the pre-processing stage compared with 

ther techniques. The cause is that the pre-processing stage in- 

ludes both ORP and FSP. However, employing ORP and FSP im- 

roves the model training. Moreover, this drawback has no essen- 

ial effect because pre-processing is an offline stage, hence, it will 

ot affect the diagnosing time. Also, the time factor is not the most 

mportant factor in diagnostic systems, where the most important 

actor is rather the accuracy of the diagnosis. 

In the future, the proposed CPES strategy should be imple- 

ented on data collected from the Internet of Things (IoT) in a 
21 
og’s cache server. This is intended to reduce the effort s of medical 

r healthcare systems because IoT can measure the body symp- 

oms such as temperature, etc. in an automatic way to classify pa- 

ients based on their bodies’ reaction to Covid-19 infection. Ad- 

itionally, testing of the CPES strategy should be conducted us- 

ng multiple datasets from different regions and at different sizes 

o ensure its overall usability. The methods used in ORP and FSP 

hould be also further improved to be fast and to enable the 

PES to be faster. We will communicate with medical institu- 

ions to adopt the presented strategy and actually implement it 

n order to take advantage of it to reduce the risk of Covid-19 

isease. 
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