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Abstract

Many of our daily activities, such as riding a bike to work or reading a book in a noisy cafe, and 

highly skilled activities, such as a professional playing a tennis match or a violin concerto, depend 

upon the ability of the brain to quickly make moment-to-moment adjustments to our behavior in 

response to the results of our actions. Particularly, they depend upon the ability of the neocortex 

to integrate the information provided by the sensory organs (bottom-up information) with 

internally generated signals such as expectations or attentional signals (top-down information). 

This integration occurs in pyramidal cells (PCs) and their long apical dendrite, which branches 

extensively into a dendritic tuft in layer 1 (L1). The outermost layer of the neocortex, L1 is highly 

conserved across cortical areas and species. Importantly, L1 is the predominant input layer for 

top-down information, relayed by a rich, dense mesh of long-range projections that provide signals 

to the tuft branches of the PCs. Here, we discuss recent progress in our understanding of the 

composition of L1 and review evidence that L1 processing contributes to functions such as sensory 

perception, cross-modal integration, controlling states of consciousness, attention, and learning.
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1. INTRODUCTION

The neocortex is the largest and most complex part of the mammalian brain, comprising 

over 75% of the gray matter volume in humans. It is where sensory information acquired by 

different sensory organs is integrated with our memories to generate signals that determine 

our actions. The computations that take place in this brain area are essential for sensory 

perception, fine motor control, memory, cognition, and behavioral flexibility. The latter is 

likely the key to understanding why the neocortex emerged and then expanded to such a 

remarkable extent during mammalian evolution. After all, prior to the neocortex, brains were 
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already effective and capable of processing sensory information, controlling movement, and 

learning.

Neocortical functions such as sensory perception depend upon the integration of two 

types of signals: information provided by the sensory organs telling the brain about 

the surrounding environment (bottom-up signals) and internally generated information 

(top-down information) that provides expectations, predictions, information on behavioral 

saliency, and learning rules, signals that generally provide context and enable behaviorally 

relevant responses at a given moment. Understanding the organization and function of 

the neocortex requires understanding how this integration of top-down with bottom-up 

information takes place.

The neocortex consists of several highly interconnected areas responsible for specific 

functions such as sensation (e.g., visual, somatosensory, olfactory), motor actions, and 

executive functions. The organization of the neocortex is hierarchical, with functionally 

related areas connecting to each other in specific fashions (Coogan & Burkhalter 1993, 

D’Souza & Burkhalter 2017, Felleman & Van Essen 1991). The connectivity is extensive. 

For instance, there are 305 connections described among 32 areas processing visual 

information and 62 pathways linking 13 cortical areas processing somatosensory/motor 

information in nonhuman primates in the original Felleman & Van Essen (1991) study. 

Understanding how different areas of the cortex interact and how the cortex communicates 

with the rest of the brain is key to deciphering how the cortex performs its functions. There 

are three main categories of intercortical connections: feedforward connections from lower 

to higher areas, feedback connections from higher to lower areas, and lateral connections 

between areas at the same level (reviewed in Callaway 2004, Gilbert & Sigman 2007, 

Felleman & Van Essen 1991). Each of these connections originates from and targets 

specific cortical layers. For example, in primary somatosensory cortex (S1), somatosensory 

information, the feedforward bottom-up input in this area, arrives from the thalamus in layer 

4 (L4); then it is relayed to the basal dendrites of pyramidal cells (PCs) in layer 2/3 (L2/3), 

which project to the basal dendrites of layer 5 (L5) PCs (Douglas & Martin 1991, 2004). In 

contrast, feedback information (the top-down signals) targets layers other than L4 and most 

prominently layer 1 (L1).

Top-down and bottom-up inputs carry very distinct types of information; therefore, they 

need to differentially impact the activity of the PCs, the output neurons of the neocortex. 

All of the inputs arriving to compartments that are not electrotonically isolated summate 

to produce a composite response that then determines their net impact on the activity of 

the cell, with each input contributing proportionally to its relative effective strength. It 

would be very difficult for a top-down input to have a significant impact on the output of 

a PC (e.g., an attentional signal that is supposed to suppress or significantly enhance the 

activity of that PC) if it arrived at a compartment(s) also receiving bottom-up inputs. To 

solve this issue, PCs, the pinnacle of cortical evolution, have evolved a unique structure, 

with a long apical dendrite that terminates in fine dendritic branches (the dendritic tuft). 

These dendritic branches are electrotonically segregated from the basal dendrites and the 

somato-axonal area, have a complex morphology, and use specialized signaling properties 

to perform nonlinear operations on their inputs, thus providing the solution that enables 
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pyramidal neurons to receive a rich diversity of top-down inputs independently from bottom 

up/local inputs in deeper layers.

The apical tufts of the PCs in L2/3 and L5 are housed in the outermost layer of the 

neocortex, L1 (Figure 1). This thin layer is a highly conserved laminar compartment 

present throughout all neocortical areas and mammalian species. It is thought to mediate 

the integration of contextual and cross-modal information in top-down signals with the input 

specific to a given area, enabling flexible and state-dependent processing of feedforward 

sensory input arriving deeper in the cortical column. To perform this critical role, L1 

possesses a number of unique properties. L1 completely lacks somata of excitatory neurons; 

it is a cell-sparse layer containing less than 0.5% of all the cells in a cortical column (Meyer 

et al. 2011). In addition to the apical dendritic tufts, L1 contains a high density of horizontal 

fibers conveyed by massive projections from a diverse set of regions, including higher-

order cortical regions, cortical areas processing different sensory modalities, callosal fibers, 

neuromodulatory sources, and higher-order thalamic nuclei, and from other subcortical 

structures. These projections fill a large fraction of L1 space and are the source of the 

top-down information (see Section 2.1).

L1 also contains a remarkably diverse population of resident GABAergic interneurons 

(INs) as well as the dendrites of several IN subtypes in L2/3 [including vasoactive 

intestinal peptide (VIP)-expressing bipolar INs, VIP/cholecystokinin (CCK)-expressing INs, 

and chandelier cells (ChCs)] and the ascending axons of somatostatin (SST)-expressing 

Martinotti cells in L2/3 and infragranular layers (Figure 1). These inhibitory sources can 

gate the flow of information arriving to L1 with specific spatiotemporal patterns and sculpt 

how this information is delivered to the PCs.

It has been clear for decades that L1 is the primary target of projections relaying top-down 

signals. However, the lack of understanding of its cellular composition and the possible 

mechanisms by which inputs arriving at the distal dendritic branches of PCs could impact 

PC function led investigators to refer to L1 as enigmatic or, as David Hubel (1982) called it, 

a crowning mystery. As we document in this review, significant progress has been made in 

understanding both the composition of L1 and the mechanisms by which the distal dendritic 

branches of PCs can process and integrate distal inputs (see Section 2). Each cortical area 

receives multiple distinct top-down signals, and throughout the review we address the many 

ways in which structures in L1 have been adapted to preserve the specificity of these 

information streams, including highlighting evidence for L1 sublaminar organization. In 

Section 3 of the review, we discuss recent evidence suggesting that functions associated 

with top-down processing depend upon L1. The structural and functional aspects of L1 that 

endow it with the ability to integrate the astonishing range of top-down information streams 

it receives in a given neocortical area—an innovation that paved the way to our evolutionary 

success—are becoming clearer and more amenable to future experimentation.
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2. STRUCTURAL ELEMENTS OF NEOCORTICAL LAYER 1

2.1. Corticocortical Projections to Layer 1

Communication between cortical regions is crucial to the function of the cerebral cortex 

and relies on both feedforward and feedback interareal projections. Feedforward projections 

are output connections from lower cortical areas to higher ones, while feedback projections 

signal from higher cortical areas to lower ones. The integration of these two streams of 

information likely enables increasingly complex and flexible cortical processing. Although 

the nature of feedback connections in the cortex is not fully understood, clear anatomical 

patterns have been discovered that demonstrate conserved motifs across brain regions and 

organisms, underscoring their functional importance.

Cortical inputs preferentially innervate specific layers in their target areas, and there is 

abundant anatomical evidence demonstrating common motifs in these projections (Callaway 

2004). The middle layers, notably L4, the main recipient of thalamocortical (TC) sensory 

input in primary sensory cortices, receive in higher-order cortices feedforward input from 

lower-order areas. Conversely, L1 is conventionally thought to receive minor input from 

primary sensory thalamus (however, see Ibrahim et al. 2021) and is targeted instead by 

intracortical feedback inputs. Although feedback input is not strictly limited to L1, it is 

the most common layer for feedback input and often the most heavily innervated (Cauller 

1995, D’Souza & Burkhalter 2017). L1 receives little local excitatory input (Chu et al. 

2003, Jiang et al. 2015, Petreanu et al. 2009, Wozny & Williams 2011), but it contains 

long-range excitatory corticocortical fibers from myriad cortical origins. Among all cortical 

layers, L1 has the highest density of excitatory synapses (DeFelipe et al. 1999, Stepanyants 

et al. 2009), reflecting the abundance of tuft dendrites from PCs and the high density of 

long-range feedback fibers. The colocalization of these synapse-rich dendrites and axons of 

feedback projections suggests that L1 plays a central role in the local integration of feedback 

and sensory (or feedforward) information throughout the cortex.

Particularly well-studied are the visual cortices in nonhuman primates where some of the 

earliest evidence of corticocortical feedback was observed, including the finding that the 

higher-order visual cortex V2 projects back to primary visual cortex (V1) most heavily in 

L1 (Kuypers et al. 1965, Rockland & Pandya 1979, Tigges et al. 1973, Wong-Riley 1979). 

Feedback projections from higher sensory cortical areas are not limited to primary sensory 

areas; higher-order visual areas can relay information to each other via L1 as well. For 

instance, while the middle temporal visual area (V5, or MT) projects back to V1, MT also 

projects to V2, V3, and V4, but most heavily to L1 (Shipp & Zeki 1989, Spatz 1977; 

although see Maunsell & van Essen 1983). Rockland & Pandya (1979) demonstrated a 

feedback chain in which the inferior temporal area TE projects to V3, V4, and V5, which 

then project to V2, in turn projecting to V1, all predominately in L1. In the rat visual cortex, 

as in primates, input from V1 to V2 terminates in the middle layers, while V2 feeds back 

to V1 in L1 (Miller & Vogt 1984); several higher-order visual areas also project back to 

V1 via L1 [and often also layer 6 (L6) as they do in macaque (Coogan & Burkhalter 1993, 

Juavinett & Callaway 2015)]. Work in the Virginia opossum, a marsupial, revealed feedback 

projections from V2 to V1 in L1 as well (Benevento & Ebner 1971). Thus, in the visual 
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cortices of diverse species, a conserved cortical motif exists in which lower-order areas 

target the middle layers of higher-order areas, while feedback input from higher-order to 

lower-order cortices predominately targets L1.

While many anatomical studies have been performed in the visual cortex, this same 

feedforward/feedback motif has been observed in auditory and somatosensory cortices. 

Corticocortical feedback input to L1 of S1 comes from secondary somatosensory cortex 

(S2), primary motor cortex, insular cortex, and lateral parietal areas (Cauller et al. 1998, 

Friedman 1983). Higher-order somatosensory cortices feedback to each other as well. For 

example, in the macaque, S2 projects to the retroinsular area (Ri), Ri projects to posterior 

parietal cortex, the insular cortex projects to S2 and Ri, and the dysgranular insular cortex 

projects to S2, all predominately targeting L1 (Friedman et al. 1986). As with visual and 

somatosensory cortices, inputs from higher-order auditory cortex have been shown to project 

to L1 in the primary auditory cortex (A1) (Fitzpatrick & Imig 1980, Pandya & Rosene 1993, 

Pandya & Sanides 1973).

Anatomical studies in macaques have also demonstrated cross-modal projections from 

parietal and auditory association areas to both V1 and V2 in L1 (Rockland & Ojima 2003). 

Moreover, there is evidence for cross-modal input directly between sensory cortices in 

rodents as well (Ibrahim et al. 2016, Miller & Vogt 1984). A unifying theme here is that 

cortical areas for each sensory modality receive multiple streams of cross-modal information 

that converge in L1. More broadly, cortical processing at its very earliest (in primary sensory 

areas), as well as in the respective higher-order and association areas, employs L1-targeted 

mediated feedback. The ubiquity of this motif at different stages of cortical processing 

across all sensory modalities suggests that it is fundamental, underscoring its importance for 

sensory processing in the cortex (see Section 3.2).

Prefrontal cortices (PFCs) are also highly interconnected with projections that can target 

multiple layers and heavily innervate L1 (Barbas & Pandya 1989, Cruikshank et al. 2012, 

Pandya et al. 1971, Yeterian et al. 2012). Furthermore, some frontal areas receive input from 

sensory areas (Mitchell & Cauller 2001, Pandya & Kuypers 1969, Scannell et al. 1995, Vogt 

& Pandya 1987), including projections that predominately target L1 (Mitchell & Cauller 

2001, Vogt & Pandya 1987). Extensive work by the Allen Institute (http://connectivity.brain-

map.org) shows that somatosensory and visual cortices often predominately target L1 in the 

secondary motor cortex (M2) and anterior cingulate (ACC), respectively; auditory cortex can 

target L1 of M2, ACC, and prelimbic PFC.

2.1.1. Sublaminar organization of corticocortical layer 1 projections.—
Although L1 is a thin structure, it seems to have a sublaminar organization. Corticocortical 

projections have specific localizations within L1 (Cruikshank et al. 2012, Schuman et al. 

2019) (Figure 2). Some projections preferentially target the upper half of L1, while others 

target the lower half. This is a recurring theme also observed for TC and neuromodulatory 

center projections (Figure 2), as well as for the axons of GABAergic neurons (see Section 

2.4). This organization can help provide specificity to the effects of distinct inputs on PCs.
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2.1.2. Long-range GABAergic corticocortical projections.—While most long-

range corticocortical inputs to L1 are glutamatergic, there is also evidence for long-range 

GABAergic projection neurons in the cerebral cortex (reviewed in Melzer & Monyer 2020). 

Employing intersectional genetics, He et al. (2016) showed that a subpopulation of SST 

INs coexpressing high levels of nNos (Nos1) send axons across cortical areas, with some 

projections densely targeting L1. These projections could synchronize activity in multiple 

cortical areas.

2.2. Thalamocortical Projections to Layer 1

The dorsal thalamus, usually referred to simply as the thalamus, is the second-largest source 

of long-range excitatory inputs to neocortical L1. Contrary to the widely held view that L4, 

often referred to as the input layer of the cortex, is the main target of TC projections, it is 

now clear that most principal neurons in the thalamus (the TC or thalamic relay neurons) 

project to L1 and not to L4. It has been known for some time that some thalamic axons 

project to and branch in L1 (Herkenham 1979, Killackey & Ebner 1973, Lorente de Nó 

1938). However, these projections were considered to be minor, diffuse, or nonspecific 

cortical inputs. It is now clear that L1-projecting TC neurons are a substantial population 

present throughout the thalamus.

2.2.1. Diversity of thalamocortical neurons.—The thalamus consists of several 

cytoarchitectonically defined nuclei, which are largely conserved across mammalian species 

(Jones 2007, Sherman & Guillery 2005). They include the first-order thalamic nuclei, 

such as the three sensory relay nuclei, the ventroposterior lateral and ventroposteromedial 

nuclei, the dorsal lateral geniculate nucleus, and the medial geniculate nucleus, which relay 

somatosensory, visual, and auditory information to the neocortex, respectively. These nuclei 

receive ascending sensory input and predominantly contain TC neurons that project in a 

topographically restricted fashion to primary cortical sensory areas in L4 and, to a lesser 

degree, L5b/6 [called core or C-type TC neurons by Jones (2001, 2007)]. Conversely, the 

less-studied higher-order thalamic nuclei, sometimes referred to as nonspecific or diffuse, 

primarily contain TC neurons (called matrix or M-type by Jones) that relay information 

from one or a few cortical areas via L5 to various layers, but mainly L1, of other cortices 

(Guillery 1995, Sherman & Guillery 2005).

It is now clear that most thalamic nuclei are higher-order, populated primarily by M-type 

TC neurons (see Rubio-Garrido et al. 2009, figure 9). They include the midline and the 

intralaminar nuclei, which, in addition to their diffuse projections to L1 of several cortical 

areas (particularly PFCs), often project prominently to the striatum (Jones 2007, Sherman 

& Guillery 2005, Van der Werf et al. 2002). Furthermore, there are the three higher-order 

nuclei primarily associated with sensory processing in the thalamus, the posteromedial 

thalamic nucleus (POm), the pulvinar [or lateral posterior nucleus (LP) in rodents], and the 

dorsal medial geniculate, which are associated with the somatosensory, visual, and auditory 

systems, respectively. It is well established that these nuclei are driven mainly by cortical 

afferents instead of ascending sensory inputs and that their projections target L1 and L5a of 

primary sensory cortices.
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With improvements in tracing methodology and single-cell morphological analysis, it has 

become clear that L1-projecting TC neurons show substantial variation in the laminar 

distribution of their full axonal arborization, with L3, L5, and/or L6 also sometimes 

innervated. TC neurons also vary in the tangential spread of their cortical projections 

and their projections to subcortical structures. L1-projecting TC neurons in some nuclei 

innervate wide areas of the cortex, while those in other nuclei arborize within only one or 

a few adjacent cortical areas (Clasca et al. 2012, Rubio-Garrido et al. 2009). Furthermore, 

they differ in the sublaminar localization of the L1 projection (Figure 2). L1-projecting cells 

from several different thalamic nuclei can converge to the same cortical area in specific 

combinations.

Analyses of axons from single TC neurons show that even within the same nucleus there 

can be neurons with different areal and/or laminar axonal arbors. For example, while the rat 

POm globally projects to L1 and L5a in S1, single-cell tracing demonstrates that some POm 

neurons, concentrated in the anterior POm, innervate L5a more strongly than L1; others, 

concentrated in the posterior POm, preferentially target L1 and have wider arborizations. 

These results suggest that the two parts of POm may play different roles in processing 

somatosensory information (Ohno et al. 2012). Lastly, single-cell tracing experiments have 

uncovered TC neuron subtypes that project primarily to layers other than L1 or L4; for 

instance, some neurons in the mediodorsal (MD) nucleus have far more axons in L2/3 or 

L5 than in L1 (Halassa & Sherman 2019; Kuramoto et al. 2009, 2017). Molecular profiling 

is uncovering markers that can be used to label TC neuron subtypes (e.g., Gao et al. 

2020). This approach is likely to expand in the coming years and significantly improve our 

understanding of the organization and function of TC communication.

2.2.2. Functional considerations.—The function of TC input to L1 is poorly 

understood. Hypothesized roles include arousal and brain-state control, feedback via cortico-

thalamo-cortical loops, and the synchronization of spatially distributed neuronal assemblies. 

Until recently, it was not known whether TC projections in L1 produced weak and slow 

modulatory effects, as expected from their presumed areal nonspecificity, or fast and robust 

cortical responses like core first-order TC projections, capable of driving their postsynaptic 

targets. Moreover, it was unknown whether these TC projections targeted PC dendrites 

and/or L1 INs. Cruikshank et al. (2012; see also Anastasiades et al. 2020) found that 

projections from the ventromedial nucleus (VM) (and other higher-order thalamic nuclei) to 

the medial PFC were approximately three times more effective at exciting some L1 INs than 

L2/3 PCs. Interestingly, there were also differences in the short-term synaptic dynamics of 

the connections: Synapses with PCs showed initial facilitation during repetitive stimulation, 

whereas synapses with L1 INs had modest depression. These differences suggest that TC 

synapses in L1 are more capable of producing sustained responses on PCs during repetitive 

firing and that their influence might be longer lasting.

2.2.3. Other subcortical inputs to layer 1.—While the main inputs to neocortical 

L1 are from higher-order thalamic nuclei, neocortical areas, and neuromodulatory centers, 

other subcortical structures have been shown to innervate L1. Of particular interest are the 

zona incerta, which forms a long-range GABAergic input to L1 early in development, and 
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the amygdala, which forms a bidirectional circuit with the PFC and recruits superficial INs 

(see the section titled Zona Incerta and Amygdala Inputs to Layer 1 in the Supplemental 

Appendix).

2.3. Inputs to Layer 1 from the Four Main Neuromodulatory Centers

Neocortical processing is conducted by local and long-range excitatory input sculpted by 

the activity of local GABAergic inhibitory interneurons, but it also critically depends upon 

the activity of four main neuromodulators: acetylcholine, noradrenaline, dopamine, and 

serotonin. While the laminar distribution of neuromodulatory fibers differs by cortical region 

and species, some projection patterns are conserved, suggesting their importance in cortical 

processing. Here, we highlight the contribution of neuromodulation to L1 processing across 

species and areas.

2.3.1. Acetylcholine.—Anatomical analysis of cortical cholinergic innervation has 

demonstrated an important conclusion: Despite differences in innervation patterns across 

cortical regions, the densest labeling is found in L1 and to a lesser degree in L4, L5, and/or 

L6, depending on the cortical area in rodents, cats, and monkeys (Krnjevic & Silver 1965, 

Lysakowski et al. 1989). These findings suggest that L1 is a critical and conserved hub for 

cholinergic modulation. Indeed, reports have identified L1 as the most densely innervated 

layer in V1 (for cats, see Aveñdano et al. 1996, Bear et al. 1985; for rats, see Mechawar et 

al. 2000), A1 (for monkeys, see Campbell et al. 1987), and S1 (for rats, see Mechawar et al. 

2000; for mice with L4/5 as well, see Kalmbach et al. 2012). L1 is also prominently labeled 

in frontal and motor cortices (Aveñdano et al. 1996, Lewis 1991, Mechawar et al. 2000). In 

a remarkable discovery, a recent study found cholinergic neurons in the basal forebrain that 

specifically project to L1 (Allaway et al. 2020). The intense marbling of cholinergic fibers in 

L1 highlights the importance of this layer in brain state control.

2.3.2. Noradrenaline.—Studies in rats and both New and Old World monkeys have 

revealed species-specific differences in noradrenergic innervation. In rats, noradrenergic 

fibers can be found in all layers of the neocortex but are generally densest in L1 (Berger 

et al. 1974, Fuxe et al. 1968, Levitt & Moore 1978). Conversely, while noradrenergic fibers 

also exist in all layers of monkey cortex, L1 is often minimally innervated (Campbell et 

al. 1987, Morrison et al. 1982b). Furthermore, differences in regional innervation also exist 

between rats and monkeys. In rats, noradrenergic innervation is densest in the cingulate (Cg) 

and less so in the sensory cortices (Fuxe et al. 1968, Levitt & Moore 1978); in monkeys, 

innervation is dense in the Cg and, unlike in rats, also high in somatosensory cortices 

(Björklund et al. 1978, Morrison et al. 1982b).

2.3.3. Dopamine.—The neocortex receives dopaminergic innervation from the ventral 

tegmental area and substantia nigra (Thierry et al. 1973). For monkeys and rats, 

dopaminergic innervation is densest in frontal areas. In particular, dopaminergic innervation 

of the PFC is relatively high, but it is far less so in sensorimotor areas where noradrenergic 

input is denser (Björklund et al. 1978). Generally, in monkeys, the most densely innervated 

regions are targeted throughout the layers, while less innervated regions (i.e., sensorimotor 

cortices) display labeling predominately in L1 and/or L5–6 (Berger et al. 1988, Lewis 
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et al. 1987); it has even been reported that L1 is the most densely innervated layer by 

dopaminergic fibers across all labeled cortices, even in areas that receive relatively weak 

innervation (Berger et al. 1988). In rats, the precise laminar innervation varies by region, 

but in frontal areas, L1–3 are particularly innervated (Descarries et al. 1987, Emson & 

Koob 1978). Interestingly, in monkey PFC at least, noradrenergic inputs target upper 

L1, while dopaminergic inputs target lower L1 (Lewis et al. 1987), further supporting 

a functionally distinct sublaminar structure of L1. In summary, although unlikely to be 

the predominant neuromodulatory influence in the neocortex, dopaminergic innervation, 

particularly in frontal cortices, targets L1 and is a conserved feature across rodents and 

monkeys.

2.3.4. Serotonin.—In New and Old World monkeys, serotonergic fibers from the dorsal 

raphe are generally found throughout the cortical layers, although their laminar distribution 

varies by region. In sensory cortices, serotonergic fibers are densest in L4 and deep L6, 

while L1 often receives the least input (Berger et al. 1988, de Lima et al. 1988, Kosofsky 

et al. 1984, Morrison et al. 1982a, Wilson & Molliver 1991). Compared with monkeys, 

rodents and cats have greater serotonergic labeling in L1 (de Lima et al. 1988). In mice, 

the highest serotonergic fiber densities are found in L1 of the Cg, agranular insular, frontal, 

and primary somatosensory cortices (Audet et al. 1988). Similarly, one recent study in 

mice found that serotonergic fiber labeling decreased from rostral to caudal cortices; at 

rostral regions, L1 was the most heavily innervated layer. Serotonergic fibers were sparser 

in motor, agranular insular, somatosensory, auditory, and visual cortices but still densest in 

L1 (Awasthi et al. 2020). Like noradrenergic input, serotonergic innervation of the neocortex 

differs significantly between rodents and monkeys. In rodents, the serotonergic system is 

likely to have more influence on L1 circuits, where fibers may powerfully control L1 

interneurons by forming baskets. Lastly, all four main modulatory fibers in L1 typically run 

parallel to the pia (Berger et al. 1988, Lewis et al. 1987, Mechawar et al. 2000, Morrison et 

al. 1982b).

In summary, while long-range projections releasing neuromodulators are present throughout 

the column, L1 is a key target of these neuromodulators, particularly for acetylcholine 

(ACh).

2.4. The Interneurons of Neocortical Layer 1

While most feedback projections are glutamatergic, feedback often elicits inhibition in its 

target area. Therefore, knowing the inhibitory circuitry in L1 is essential to understanding 

top-down processing. L1 is unique among the cortical layers. It is entirely devoid of 

excitatory neuron somata, yet it contains GABAergic inhibitory INs at a density similar 

to other layers (Xu et al. 2010) (Figure 3c). Moreover, L1 lacks somata of the most-

studied inhibitory neuron types in L2–6: the medial ganglionic eminence (MGE)-derived 

parvalbumin (PV)- and SST-expressing INs. The resident INs of L1, those with somata 

in L1, are instead of the less-characterized caudal ganglionic eminence (CGE)-derived, or 

5HT3aR, subtypes (Tremblay et al. 2016), including several IN subtypes specialized to 

L1 (Schuman et al. 2019). In addition to its resident neuronal population, L1 contains a 

substantial proportion of the dendrites from several IN types in L2/3, including VIP and 
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ChCs. Because these dendrites have access to the axonal projections in L1, they should 

be considered part of the L1 circuitry. In addition, L1 contains the ascending axon of the 

GABAergic SST-expressing Martinotti cells in L2/3 and infragranular layers (Figure 1).

2.4.1. Resident layer 1 interneuron population.—Excluding the developmentally 

important Cajal-Retzius cells (reviewed in Marin-Padilla 1998), which disappear in rodents 

by postnatal day 7, most studies have agreed that there are two major morphological 

IN types in L1: neurons with axons largely confined to L1 and neurons with prominent 

axon collaterals descending to deeper layers (Hestrin & Armstrong 1996, Jiang et al. 

2013, Kubota et al. 2011, Wozny & Williams 2011, Zhou & Hablitz 1996). Using 

electrophysiology, many studies have identified a late-spiking (LS) IN type in which positive 

current injections near threshold produce delayed spikes following a slowly depolarizing 

ramp. This LS firing pattern is characteristic of neurogliaform cells (NGFCs) in other 

neocortical layers and in the hippocampus (reviewed in Overstreet-Wadiche & McBain 

2015, Tremblay et al. 2016). However, most L1 INs are non-LS. Although several studies 

have noted a diversity of firing properties among the non-LS neurons, no study has 

successfully divided them into discrete neuronal populations. Furthermore, while studies 

exploring both morphology and physiology observed that LS cells had their axon largely 

confined to L1, it was clear that not all cells with this morphological property were LS 

(Wozny & Williams 2011).

In Schuman et al. (2019), we identified molecular markers that segregated populations of 

cells in L1 as candidates for parsing more subtle electrophysiological and morphological 

distinctions. In adult mice, ~70% of L1 INs expressed neuron-derived neurotrophic factor 

(NDNF), and of these cells, ~40% (or 30% of total L1) also expressed neuropeptide Y 

(NPY), as reported by an NPY-GFP reporter mouse line. Moreover, virtually all L1 NPY-

positive cells in these mice were also NDNF positive. The NDNF-negative cells could 

be further divided into two groups: Two-thirds expressed nicotinic α7 receptors (20% 

of total L1), and the other third expressed VIP (10% of total L1) (Figure 3c). Each of 

these molecular groups had characteristic morphological and electrophysiological properties, 

leading to the proposal of four resident IN subtypes (Schuman et al. 2019): NGFCs, which 

express NDNF and NPY; canopy cells, which express NDNF but not NPY; and α7 and 

VIP cells, which lack NDNF but express the α7 nicotinic acetylcholine receptor or VIP, 

respectively.

Morphologically, NGFCs and canopy cells both possess dense axonal arbors largely 

confined to L1, which extend horizontally and span several cortical columns. The horizontal 

extension of canopy cell axons is longer and less dense than those of L1 NGFCs. 

Furthermore, the axon of canopy cells is concentrated in the upper half of L1 (or 

L1a), while the axon of NGFCs is localized throughout L1 (Schuman et al. 2019). 

Electrophysiologically, NGFCs and canopy cells are quite distinct; most notably, NGFCs 

are LS, whereas canopy cells exhibit early-onset spikes (Figure 3a). The two NDNF cell 

types also differ significantly in their output connectivity (see below) and their modulation 

by ACh (Figure 3e). In addition, canopy cell somata are biased to L1a, while NGFCs are 

distributed more evenly in L1 (Schuman et al. 2019). A recent study has shown that the two 

NDNF cell types also receive different inputs (Ibrahim et al. 2021).
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The somata of the remaining two groups (α7 and VIP cells) are biased toward the lower 

half of L1 (L1b). The two types are grossly similar morphologically in that both project 

axon collaterals to deeper layers. While both α7 and VIP cell axons reach L5a and branch 

there, VIP axons often continue to L6, sometimes entering the white matter (Figure 3b). In 

addition, the dendritic arbor of α7 cells is multipolar, while the dendrites of VIP cells are 

bipolar and more horizontally oriented than deeper-layer VIP bipolar dendrites (Figure 3b). 

Lastly, α7 somas, the largest in L1, are twice as large as VIP cell somas, the smallest in L1 

(Schuman et al. 2019).

Electrophysiologically, both the α7 and VIP subtypes, like canopy cells, are non-LS with 

early-onset spikes. However, the three subtypes differ significantly in several properties 

(Schuman et al. 2019) (Figure 3a). Notably, α7 cells have a prominent depolarizing 

hump near threshold mediated by T-type Ca2+ channels, as in thalamic relay neurons 

(Schuman et al. 2019). Having established these four IN populations with a combined 

molecular, electrophysiological, and morphological approach, we have observed that the 

electrophysiological differences are usually sufficiently distinct to assign subtypes using 

electrophysiology alone. Canopy and α7 cells appear to be virtually exclusive to L1, and 

while VIP cells and NGFCs are present in other layers, in L1 they have unique properties, 

emphasizing the special character of this layer.1

Another distinct cell type, possibly unique to humans, has been described and named the 

rosehip cell, due to its large axonal boutons. They constitute 10% of the neurons in human 

L1, are irregular spiking, and preferentially inhibit L3 PCs (Boldog et al. 2018).

2.4.2. Connectivity of layer 1 interneurons.—An understanding of the connectivity 

of L1 INs will be essential for elucidating L1 circuits, but much is still unknown regarding 

the synaptic targets of the resident L1 IN populations. Best understood is the output 

connectivity of NGFCs, which have reliably demonstrated a high connection probability 

to most nearby cell types in the hippocampus and cortical L2/3 (Price et al. 2008, Schuman 

et al. 2019, Tamas et al. 2003, Wozny & Williams 2011). Furthermore, NGFCs have unique 

synaptic properties among GABAergic INs, including their ability to produce GABAB 

receptor–mediated responses in postsynaptic targets following a single presynaptic action 

potential (reviewed in Tremblay et al. 2016). In contrast, PV and SST INs require high-

frequency firing to elicit GABAB responses (Oswald et al. 2009, Urban-Ciecko et al. 2015). 

NGFCs are thought to release GABA into the extracellular space via volume transmission 

(Oláh et al. 2009). This would explain their high probability of connection and ability to 

produce GABAB responses, which involve the activation of extrasynaptic GABAB receptors. 

NGFCs in L1 seem to share these properties, and in Schuman et al. (2019), we found 

a high probability of connection from L1 NGFCs to nearby L2 PCs, including GABAA 

receptor– and GABAB receptor–mediated responses, consistent with previous reports (Jiang 

et al. 2013, Oláh et al. 2009, Schuman et al. 2019, Wozny & Williams 2011). Conversely, 

excitatory connections from L2/3 PCs to L1 NGFCs are rare or absent (Chu et al. 2003). 

1Using morphological criteria, Jiang et al. 2013, 2015) classified L1 neurons into elongated neurogliaform cells and single bouquet 
cells (SBCs), which were characterized by having vertically descending axon collaterals. SBCs likely include both the VIP and α7 
cells.
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NGFCs can also inhibit L5 PCs, although the connectivity is less common and weaker than 

their connectivity to L2/3 PCs (Jiang et al. 2015, Lee et al. 2015).

Chemical synapses between NGFCs and the other resident L1 IN populations are both 

common and strong (with other NGFCs, see Chu et al. 2003; with canopy cells, see 

Schuman et al. 2019; and with non-NGFCs in general, see Chu et al. 2003 and Jiang et 

al. 2013, 2015). In addition, L1 NGFCs form electrical connections with each other and 

other INs at high rates (Chu et al. 2003, Oláh et al. 2009). Importantly, the main synaptic 

targets of canopy cells remain unknown. In Schuman et al. (2019), we found connections 

between canopy cells and L2 PCs to be significantly rarer and weaker than those made by 

L1 NGFCs and to lack a GABAB receptor–mediated component. Furthermore, we found a 

high probability of connection between canopy cells and NGFCs, in which NGFCs elicited a 

stronger inhibition of canopy cells than the reverse connection.

While much less is known about the connectivity of α7 and L1 VIP cells, we found 

that α7 cells synapse onto nearby L2 PCs with a connection probability and unitary 

strength between those of NGFCs and canopy cells (B. Schuman & B. Rudy, unpublished 

results). Jiang et al. (2015) studied the output connectivity of their single bouquet cell 

(SBC) population, which likely includes the α7 and VIP subtypes. They found that SBCs, 

compared to NGFCs, formed weaker and rarer connections with L1 INs and targeted some 

L2/3 IN populations (Jiang et al. 2013, 2015). Due to the horizontal extent of their axon, 

NGFCs inhibit INs and PCs in neighboring cortical columns, something not observed for 

SBCs (Jiang et al. 2013).

2.4.3. Layer 2/3 chandelier cells.—ChCs, or axo-axonic cells, are a unique subtype of 

GABAergic IN (reviewed in Tremblay et al. 2016) and an often-ignored component of the 

L1 circuit. Although they have variable PV expression, ChCs exhibit fast-spiking properties 

similar to PV basket cells. ChCs possess a characteristic axonal arbor with branches that 

terminate in vertically aligned cartridges, which target the PC axon initial segment, the site 

of action potential initiation. ChC somas are enriched in L2/3, but most of their dendrite is in 

L1. Dendritic reconstructions reveal extensive branching in L1 extending to the pia (Wang et 

al. 2019), and interestingly, most ChC dendritic protrusions are located within the top half of 

L1. This suggests that ChCs receive inputs primarily from projections that target superficial 

L1 (e.g., POm, VM) (Figure 2). Because ChCs can regulate action potential initiation across 

large ensembles of L2/3 PCs, they may represent an important conduit for L1 input to 

regulate L2/3 PC output.

2.4.4. Layer 2/3 VIP cells.—VIP-expressing INs are the major IN population in L2/3, 

representing ~55% of the total IN population (Tremblay et al. 2016). Morphologically, 

most VIP INs have bipolar dendrites. The ascending dendrite extends vertically to the pia 

and ramifies to produce a dendritic tuft. A less-frequent VIP IN type in L2/3, enriched 

near the L1/2 border, coexpresses CCK and has multipolar dendrites that branch in L2 

and lower L1 (He et al. 2016, Pronneke et al. 2015, Tremblay et al. 2016). VIP INs as 

a whole preferentially target SST INs (Lee et al. 2013, Pfeffer et al. 2013), disinhibiting 

PC dendrites. We believe that this connectivity applies mainly to bipolar VIP INs, but the 
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connectivity of the two L2/3 VIP IN types remains to be systematically studied (see the 

section titled Interneuron Circuits in Neocortical Layer 1 in the Supplemental Appendix).

2.4.5. Martinotti cells.—SST-expressing INs are powerfully recruited by local 

excitation through facilitating synapses; they are the main source of fast dendritic inhibition 

in the cortex and the main IN type mediating disynaptic feedback inhibition of PCs 

(Kapfer et al. 2007, Silberberg & Markram 2007; reviewed in Tremblay et al. 2016). 

SST INs are present in L2–6 and enriched in L5. Two major groups of SST INs have 

been described: Martinotti and non-Martinotti cells. Martinotti cells, present in L2/3 and 

infragranular layers, have an axon that extends vertically through the cortical layers, 

branching extensively and spreading horizontally in L1. Non-Martinotti cells have been 

described in somatosensory cortex and are present in L4 and L5; they lack an ascending 

axon to L1 and instead innervate L4 (Muñoz et al. 2017, Tremblay et al. 2016, Xu et 

al. 2013). There is evidence for the existence of diverse Martinotti cells that differ in the 

laminar and sublaminar (within L1) distribution of their ascending axon (Muñoz et al. 2017), 

which may contribute to the specificity of inhibition of PC dendrites by distinct inputs (see 

Section 2.5). Unlike other IN subtypes, SST INs do not inhibit each other. As a result, their 

activity increases proportionally to the activity in the excitatory network, and due to the 

morphology of the Martinotti cell axon, their influence can spread to several columns. It has 

been proposed that SST INs mediate surround suppression, a function that results from these 

unique properties (Adesnik et al. 2012; reviewed in Tremblay et al. 2016).

Martinotti cells are likely the main mediators of inhibition to the PC tuft dendrites in 

response to local excitation, while L1 and L2/3 INs (other than SST INs) are the main 

mediators of inhibition elicited by long-range excitation. Consistent with this, Murayama et 

al. (2009) found that burst firing in PCs disynaptically inhibited dendritic Ca2+ signals in the 

same or neighboring PCs. Conversely, dendritic inhibition by contralateral axons mediating 

interhemispheric inhibition depends on L1 INs (Palmer et al. 2012). Furthermore, while 

local recruitment of Martinotti cells likely produces GABAA receptor–mediated inhibition 

of PC dendrites, interhemispheric inhibition depends on GABAB receptors (Murayama et al. 

2009, Palmer et al. 2012).

2.4.6. Layer 1 interneuron circuits.—To better understand the circuits that mediate 

L1 processing, we will need to better understand the output connectivity of L1 INs and the 

synaptic targets of different L1 inputs. Nonetheless, based on our current knowledge, it is 

clear that L1 circuitry can mediate both inhibition and disinhibition of PC dendrites. Three 

L1 IN circuits have been studied: a disinhibitory circuit mediated by VIP INs, a GABAB 

NGFC-mediated feedforward inhibitory circuit, and a Martinotti cell–mediated inhibition 

of NDNF INs (see the section titled Interneuron Circuits in Neocortical Layer 1 in the 

Supplemental Appendix).

2.5. Dendritic Tufts of Pyramidal Cells in Neocortical Layer 1

Most neocortical neurons are excitatory [>80% in rodents (Meyer et al. 2011)], and the 

output of the neocortex is predominantly excitatory. The main output cells of the neocortex 

are the PCs, whose axons project to many distant and local regions. L1 inputs must have an 
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impact on PC activity to influence the cortex. One of the hallmarks of L1 is that it is devoid 

of excitatory cell somata. However, PCs extend their apical dendrites into L1, where they 

ramify into tufts of small-diameter dendrites heavily studded with spines. This significant 

increase of surface area suggests that PCs are capable of sampling substantial input to L1, 

and there is evidence that PCs are indeed targets of L1 inputs (e.g., Cauller & Connors 1994, 

Gambino et al. 2014, Ibrahim et al. 2016, Lee et al. 2013, Manita et al. 2015, Petreanu et al. 

2009, Xu et al. 2012).

Due to the cable properties of thin processes, synaptic potentials generated in distal 

dendrites are expected to be attenuated and filtered as they propagate to the soma and 

the axon initial segment. Indeed, dual somatic and dendritic recordings have shown that 

voltage attenuation along the dendrites is considerable (Stuart & Spruston 1998, Williams 

& Stuart 2002; reviewed in Stuart & Spruston 2015). This raises the following question: 

How can distal L1 synaptic inputs influence the action potential output of PCs? Thus, the 

discovery that dendrites have conductances that produce active electrogenesis or dendritic 

spikes, found first in cerebellar Purkinje cells by Rodolfo Llinás and then in PCs of the 

neocortex and hippocampus, is of major significance and explains how L1 inputs at the 

distal dendrites can influence the timing and probability of PC output (reviewed in Häusser 

et al. 2000, Magee 2000, Major et al. 2013, Stuart & Spruston 2015).

Three main types of dendritic spikes have been described in cortical PCs (reviewed in 

Häusser et al. 2000, Larkum 2013, Magee 2000, Major et al. 2013, Stuart & Spruston 2015). 

(a) Ca2+ spikes are generated in the apical dendritic trunk, near the primary bifurcation of 

the apical dendrite, and are mediated by Ca2+ influx through voltage-gated Ca2+ channels. 

Depolarizing input to the distal apical dendrite activates these Ca2+ channels and, if of 

sufficient strength and duration, produces a prolonged (>10 ms) depolarization or plateau 

potential (Larkum et al. 2001). (b) Dendritic Na+ spikes are generated by local voltage-gated 

Na+ channels in the thin apical and basal dendrites and can occur in the absence of axonal 

and somatic action potentials [as is the case for the Ca2+ spikes described above and 

N-methyl-D-aspartic acid (NMDA) spikes described below]. They are broad compared to 

somato-axonal action potentials but narrower than Ca2+ spikes (Harnett et al. 2013, Larkum 

et al. 2009). (c) NMDA spikes are mediated by local NMDA receptor channels in the PC 

tuft dendrites and can be generated in basal dendrites as well (Larkum et al. 2009). NMDA 

spikes are even longer in duration than Ca2+ spikes and are more compartmentalized. Since 

NMDA receptors require bound glutamate, NMDA spikes are thought not to propagate 

actively from the activated input site like Na+ and Ca2+ spikes do, and they can occur in 

specific tuft branches and poorly invade neighboring branches. Inactivating or A-type K+ 

channels (presumably Kv4-mediated K+ channels, which are enriched in the tuft dendrites 

of neocortical PCs) also limit the spread of NMDA spikes, which can be enhanced by 

depolarization of the dendritic branch (Harnett et al. 2013). NMDA spikes in the tuft 

dendrites have been shown to have a large influence on the output of L2/3 PCs in response to 

sensory stimuli (Palmer et al. 2014).

In addition to these dendritic spikes, dendritic recordings have provided evidence that 

somato-axonal action potentials actively back-propagate into the dendritic tree of cortical 

PCs. Back-propagating action potentials (bAPs) can interact with synaptic inputs and 
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locally generated depolarizations, further amplifying and facilitating dendritic spiking in 

PCs (Larkum 2013, Stuart & Spruston 2015, Stuart et al. 1997).

These mechanisms can work independently or in different combinations to potentiate weaker 

input to very distal dendrites, profoundly and differentially altering PC output. For instance, 

in the model of PCs as coincidence detectors (Larkum 1999, 2001, 2013), relatively 

weak and short input to L5 PC distal apical dendrites produces an excitatory postsynaptic 

potential, which propagates with decrement to the soma, but does not elicit a dendritic Ca2+ 

spike (stronger or longer-lasting inputs to the same dendrite might alone generate these 

spikes). In the same cell, input close to the soma generates a somato-axonal spike that 

back-propagates to the dendrite, but the bAP is also insufficient to generate a Ca2+ spike in 

the distal dendrite. However, if apical dendritic input coincides with input close to the soma, 

the dendritic depolarization interacts with the bAP, and the depolarization of the dendrite is 

increased in amplitude and duration. This produces a dendritic Ca2+ spike, which efficiently 

drives the PC soma, generating high-frequency bursts of action potentials.

Other examples of coincidence detection have been described as well. Williams & Stuart 

(2002) showed that nearly synchronous inputs (within ~10 ms) at the same dendritic location 

could generate dendritic spikes and directly influence action potential output. A study by 

Polsky et al. (2004) emphasized the importance of synapse location: Nearby inputs on the 

same branch summed sigmoidally, whereas widely separated inputs or inputs to different 

branches summed linearly. Furthermore, not only the generation but also the propagation of 

dendritic spikes to the soma can be facilitated by proximal inputs (Jarsky et al. 2005, Stuart 

& Spruston 2015, Takahashi & Magee 2009).

Inhibition can play a major role in integrating synaptic inputs at the apical dendrites, 

amplifying the complexity of dendritic integration. Two groups of inhibitory cells have 

already been shown to affect Ca2+ signals in the distal dendrites of PCs: SST-expressing 

Martinotti cells and NDNF-expressing L1 INs (Abs et al. 2018, Cichon & Gan 2015, 

Murayama et al. 2009). These and additional studies illustrate the enormous capability of 

complex computations at the cellular level in PCs. The challenge now is to discover how 

they are used during behavior to mediate top down modulation of PC activity.

2.5.1. Plasticity and dendritic signaling.—The ion channels that mediate dendritic 

excitability have activity-dependent dynamics and are regulated by neuromodulators, which 

can affect dendritic signaling. Furthermore, in addition to the electrical effects on spiking 

of the dendritic spikes, the local increases in intracellular Ca2+ through Ca2+ channels or 

NMDA receptors can mediate Ca2+-dependent signaling cascades important for plasticity 

(e.g., Frick & Johnston 2005, Gambino et al. 2014, Golding et al. 2002, Letzkus et al. 2006, 

Losonczy et al. 2008, Magee & Johnston 1997, Mago et al. 2020, Sjöström & Häusser 2006, 

Weber et al. 2016, Williams & Holtmaat 2019). The strengthening or weakening of synapses 

through these mechanisms can be important for the generation of sensory representations 

and mediate effects of top-down modulation on learning (see Section 3).

2.5.2. Diversity and specificity of dendritic integration.—Cortical PCs are the 

executing element in a variety of circuits, making it unlikely that all L1 inputs are processed 
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the same by every PC (e.g., Kim et al. 2015). L1 contains long-range inputs capable 

of providing global, state-dependent information as well as area-specific feedback to PC 

apical dendrites. To ensure the proper integration of these diverse long-range inputs into a 

given cortical area during the engagement of local PC ensembles, apical dendrites should 

be capable of discriminating between different inputs. The differences in the laminar and 

sublaminar distribution of distinct projections described earlier can underlie differences 

in afferent connectivity to PC dendritic branches (including whether inputs are dispersed 

among different branches or clustered on one, which can affect the generation of dendritic 

spikes) (Kerlin et al. 2019, Stuart & Spruston 2015). Differences in synaptic dynamics 

and synaptic strengthening of distinct inputs through plasticity, neuromodulation, and the 

intrinsic morphological and electrophysiological properties of individual dendrites also 

likely contribute to the mechanisms by which distinct PC ensembles respond to different 

inputs. Lastly, differences in morphology or electrical properties of the dendritic arbor of 

distinct PCs could contribute to the specificity of actions of L1 inputs. This has not been 

extensively documented, but interesting examples have been described (see the section 

titled Diversity of Pyramidal Cell Dendrites and Dendritic Integration in the Supplemental 

Appendix).

Considered together, these lines of research indicate that the complex filtering properties of 

PC dendrites can play crucial roles in diversifying L1 input processing.

3. LAYER 1 AND NEOCORTICAL FUNCTION

Given that L1 receives a large proportion of the connections between cortical areas and 

from subcortical structures, it is expected to have major roles in cortical function. Feedback 

connections have been theorized to gate inputs and convey expectations and context as well 

as mediate states of consciousness, attention, cross-modal interactions, sensory perception, 

and learning (Bastos et al. 2012, Gilbert & Li 2013, Gilbert & Sigman 2007, Heeger 

2017, Keller & Mrsic-Flogel 2018, Larkum 2013, Zagha 2020). While the literature 

addressing top-down processing and its possible functions is vast, our understanding of the 

underlying mechanisms is still poor. Here, we first discuss two distinct models of neocortical 

operation, which make different assumptions about the function of top-down processing. 

Then we highlight some of the studies that provide evidence for the involvement of L1 

processing in several neocortical functions. While neuromodulators unquestionably impact 

these functions, we do not discuss their role because their actions on L1 circuitry are largely 

unknown.

3.1. Representational Versus Predictive Frameworks of Cortical Function

There are two distinct views of what the neocortex does. According to one view, sometimes 

referred to as the representational framework, which has dominated the thinking of brain 

scientists over the last 75 years, the activity of neurons in sensory areas is a representation 

of a feature or object in the environment. Starting with the feedforward sensory input and 

using a hierarchical structure, the neocortex constructs an increasingly complex neuronal 

representation of sensory information. Perception depends on activity in neurons (called 

feature detectors) tuned to this representation of the world. The role of feedback in 
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this framework is to modify, or modulate, bottom-up signals and thus contribute to the 

construction of the best sensory representation for particular behavioral needs.

At the other extreme (with many variants in between) is the view that at the heart of 

perception are models or predictions about what exists in the environment, internally 

generated based on past sensory experience and the results of our actions. At a given 

moment, perception is a comparison between the internal prediction and the sensory input. 

Although this view traces its origins to ideas developed by von Helmholtz in the 1860s 

(Bastos et al. 2012, Friston 2018, Keller & Mrsic-Flogel 2018), the view that the brain uses 

Bayesian inference to generate percepts has been gaining proponents in recent decades, and 

several models have been proposed. We focus on one of these models, initially proposed 

by Rao & Ballard (1999; Bastos et al. 2012, Keller & Mrsic-Flogel 2018), known as 

predictive coding. Variants of this model are particularly attractive because neural substrates 

for how the brain implements these models have been proposed, so it is possible to envision 

circuit mechanisms and generate testable hypotheses. Conversely, for the representational 

framework, there are no specific hypotheses as to what feedback does to improve the 

sensory representation, other than providing attentional and learning signals and gating 

specific inputs, all of which are accepted to occur in both the predictive coding and 

representational frameworks.

According to predictive coding models, top-down or feedback inputs from a higher level 

of the hierarchy send to lower levels a prediction of their bottom-up input (the sensory 

input in primary sensory cortices). The prediction and the bottom-up input are compared, 

and the difference, a prediction error, is then forwarded to the higher area to update the 

prediction. At the next station in the hierarchy, the prediction error is the feedforward signal 

and is compared to the feedback prediction from a higher cortical area to update the internal 

model, and so forth. Predictions are thought to arise from L5 PCs and prediction errors from 

L2/3 PCs. Moreover, predictions are thought to elicit inhibition (Bastos et al. 2012) or both 

inhibition and excitation in the target neurons (Keller & Mrsic-Flogel 2018).

That the brain makes predictions and that perception involves prediction are largely 

accepted. It explains why our mind can finish a sentence before the speaker has uttered 

all the words; why we miss things that are right in front of our eyes, such as failing to see 

major errors in a text after rereading it multiple times; why we almost feel things we see 

or see things we hear; and many other everyday occurrences. In fact, most would accept 

that predictions and expectations are part of the information contained in feedback signals; 

what is controversial is the specific set of ideas in predictive coding models as well as the 

view that what is computed and fed forward are prediction errors. Predictive coding models 

are an extension of attempts to explain why we do not see a moving world when our eyes 

move or why we do not hear the sounds produced by our own movements. To explain 

these phenomena, it has been suggested that a copy (efference copy) of the respective motor-

related signals produces a corollary discharge, a prediction of the self-generated sensory 

stimuli. This prediction is relayed to the appropriate sensory system, where it suppresses 

the neural responses to the sensory stimuli generated by self-movement (Schneider & 

Mooney 2018, Schneider et al. 2014). Some would argue that the neocortex uses both the 
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representational and the predictive frameworks in different situations or depending on the 

feedback.

The predictive coding model we have been discussing was initially proposed to explain 

observed nonclassical receptive-field phenomena [e.g., endstopping (see Rao & Ballard 

1999)]. Recent experiments to test predictive coding are based on the idea that when sensory 

stimuli become predictable (e.g., by repetitively presenting the same stimulus), the response 

in prediction error neurons should decrease. If the stimulus is then unexpectedly removed or 

changed, the response should increase. Both of these have been observed in mice, humans, 

and monkeys (Fiser et al. 2016, Keller et al. 2012, Schwiedrzik & Freiwald 2017, Stanley & 

Miall 2007). Although our discussion was focused on perception, as is much of the research 

on predictive coding, it is thought that the same model could apply throughout the brain.

Because predictive coding may require very precise connectivity of feedback projections 

with prediction error neurons, it poses a topography challenge. The prediction signals 

relayed by the feedback axons need to target populations of neurons (presumably L2/3 

PCs) that receive the appropriate bottom-up signal (for instance, the appropriate receptive 

field selectivity) for proper comparison. Marques et al. (2018) compared the receptive 

field properties of feedback axons from the lateromedial visual cortex in L1 of V1 with 

those of the underlying L2/3 PCs and concluded that feedback inputs show overall tuning-

dependent retinotopic specificity (see also Keller et al. 2020). While this is a good start, 

one needs to consider the connectivity of the INs in L1 that may mediate inhibitory or 

disinhibitory signals to the L2/3 PCs. This may require patterns of connectivity of INs that 

are unlike the highly divergent connectivity usually assumed for these cells (Tremblay et al. 

2016). An interesting solution to the topography problem is to propose that connectivity 

is promiscuous; the proper functional connections are established by experience (e.g., 

by strengthening the synapses that reduce the prediction error) (D. Schneider, personal 

communication).

3.2. Neocortical Layer 1 and Sensory Perception

Several lines of intriguing evidence suggest that feedback projections play a crucial role 

in conscious perception. The somatosensory-evoked potential, as measured in primate S1, 

is a field potential with two main components: an early (~12 ms poststimulus) surface-

positive signal (P1) whose amplitude correlates with stimulus intensity and a later (~50 ms 

poststimulus) surface-negative signal (N1) whose amplitude correlates with the reported 

discrimination of somatosensory stimuli (i.e., higher-intensity touch stimulation that is 

reported more quickly accompanies greater N1 amplitudes) (Cauller & Kulics 1988, 1991). 

While the P1 component is due to synaptic input in L4, the N1 component is generated by 

synaptic excitation in L1, suggesting that its origin is from feedback fibers. Furthermore, 

the N1 component is severely attenuated or absent in unconscious animals (e.g., sleep, 

anesthesia) (Arezzo et al. 1981, Cauller & Kulics 1988). These two pieces of evidence 

suggest that L1 may either receive or partly generate a signal via feedback input that is 

important for conscious perception.
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3.2.1. Corticocortical feedback in sensory perception.—As discussed above, 

innervation of L1 by corticocortical feedback from higher to lower areas in a hierarchy 

is a ubiquitous motif in the structure of cortical circuits. However, while there is a wealth of 

anatomical evidence for such connections, the information they convey is largely unknown. 

Nonetheless, several studies have demonstrated that corticocortical feedback fibers in L1 

carry, as expected, more processed sensory information than does bottom-up input from 

lower areas. This feedback input may facilitate the processing of sensory information 

earlier in the hierarchy and therefore expedite behavioral responses (see the section 

titled Informational Content of Corticocortical Feedback in Layer 1 in the Supplemental 

Appendix).

Several recent papers, mainly in rodents, have begun to provide evidence that L1 processing, 

particularly Ca2+ signals in the distal apical dendrite, is important for sensory perception. 

Using an object-localization task, Xu et al. (2012) observed global Ca2+ signals in the tuft 

dendrites of L5 PCs when active whisker touch occurred at particular locations of the object. 

These signals required both sensory input and feedback input from motor cortex, suggesting 

that they result from the interaction of bottom-up and top-down signals. More recently, 

Manita et al. (2015) explored a bidirectional circuit from S1 to M2, which projects back to 

S1 in superficial and deep layers. They found that sensory stimuli activated S1 and then M2 

before subsequently activating S1 again (Manita et al. 2015). This second excitation in S1 

was likely mediated by M2 inputs and produced Ca2+ spikes in the distal apical dendrite and 

somato-axonal burst spiking in L5 PCs. Moreover, optogenetic inhibition of M2 feedback 

fibers both decreased L5 PC firing and perturbed sensory perception. Lastly, Takahashi et 

al. (2016, 2020) showed that Ca2+ signals in the distal apical dendrites of L5 PCs correlated 

with the threshold for stimulus detection in a whisker touch behavioral task, and perturbation 

of this activity, particularly in pyramidal tract PCs projecting to the POm, striatum, and 

superior colliculus, impaired the perceptual threshold.

A recent interesting study showed that feedback in V1 leads to the generation of a second 

receptive field in L2/3 PCs (termed fbRF) surrounding the main feedforward receptive field. 

Given the location of feedback fibers in L1, the generation of this fbRF likely involves L1 

processing (Keller et al. 2020).

3.2.2. Thalamocortical feedback in sensory perception.—TC feedback is ideally 

positioned to gate or amplify top-down corticocortical connectivity. Cortico-thalamo-cortical 

loops are formed when sensory, motor, or frontal areas project to higher-order thalamic 

nuclei, which in turn project back to the cortex, predominately in L1. However, like 

corticocortical feedback, the function and mechanisms of TC feedback are unclear.

One source of TC feedback that has received much attention is the rodent POm, a higher-

order thalamic nucleus that receives input from somatomotor cortices, including S1 (Harris 

et al. 2019), to which it provides feedback in L1 and L5a. Work by Mease et al. (2016) in 

anesthetized mice showed that optogenetic stimulation of POm fibers at the cortical surface 

caused stronger and more prolonged touch responses in the L5 PCs of S1, and Zhang 

& Bruno (2019) observed similar effects on L2/3 PCs in anesthetized or awake, mildly 

sedated mice, suggesting that POm–S1 feedback enhances sensory responses. Similarly, 
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in anesthetized primates, activation or inhibition of the pulvinar (the visual equivalent 

of the POm) enhanced or suppressed visual responses in V1 L2/3 neurons, respectively 

(Purushothaman et al. 2012).

Roth et al. (2016) explored the information conveyed to L1 of V1 by the LP, a higher-order 

thalamic nucleus and the rodent pulvinar homolog. Using Ca2+ imaging of LP axons in 

L1 of V1 while presenting visual stimuli, they found that LP axons had less direction 

selectivity and orientation selectivity and larger, more scattered receptive fields than did 

underlying V1 neurons. Moreover, some LP boutons responded to self-generated movement 

and others to visual flow (in virtual corridors). Interestingly, some LP boutons actually 

conveyed the magnitude of difference between visual flow and running speeds, suggesting 

that LP conveys both error and agreement signals to V1.

TC feedback has also been implicated in the delay activity responsible for working memory 

(Bolkan et al. 2017, Guo et al. 2017) and as a means to transmit influence to neocortex from 

other subcortical structures such as the superior colliculus or the basal ganglia (Gharaei et al. 

2020, Morrissette et al. 2019).

In summary, both corticocortical and TC feedback convey more refined information to L1 

of lower cortical areas, including the earliest points of cortical processing (i.e., S1, V1, 

etc.). Exactly how this information is integrated into local circuits via L1 is not known, 

nor is it clear in many cases whether feedback produces inhibition, excitation, or a highly 

tuned, spatiotemporally precise combination of both. However, we now know enough to say 

that hypotheses first made from anatomical analysis, namely that feedback via L1 is vitally 

important for sensory perception, are almost certainly correct.

3.2.3. Layer 1 and cross-modal interactions.—The appropriate association of 

different sensory modalities is essential for perception and behavior. Increasing evidence 

demonstrates that, in addition to the integration of sensory modalities in higher-association 

areas, cross-modal interactions occur in early sensory areas (Cappe & Barone 2005, 

Clavagnier et al. 2004, Kayser et al. 2005, Stehberg et al. 2014). Ibrahim et al. (2016) 

showed that A1 projects to L1 of V1, contacting non-VIP L1 INs and likely mediating 

sound-induced sharpening of orientation selectivity in L2/3 PCs. Because this effect was 

more pronounced at lower-contrast visual stimuli, the authors suggested that cross-modal 

input may enhance detection of otherwise imperceptible stimuli. Work by Chou et al. (2020) 

demonstrated that a superior colliculus to LP to A1 circuit, mediated by L1 INs, sharpens 

tuning curves of L2/3 PCs to tones while increasing the signal-to-noise ratio. Furthermore, 

looming visual stimuli (e.g., an expanding dark disk in the upper visual field) enhanced 

the signal-to-noise ratio of auditory-evoked responses and sharpened auditory tuning curves, 

suggesting that predator detection in the cortex may utilize cross-modal input to L1.

3.3. Control of States of Consciousness, Arousal, and Awareness

A number of observations in humans and other animals suggest that top-down mechanisms 

and L1 have important roles in the control of states of consciousness (Llinas & Ribary 2001, 

Mashour 2014). In particular, studies have implicated higher-order thalamic nuclei, many 

of which prominently project to L1 (see Section 2.2). Several L1-targeting higher-order 
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thalamic nuclei diffusely project to many cortical areas, suggesting their importance in 

global phenomena such as the control of brain states (Chen et al. 2015, Kinomura et al. 

1996, Llinas & Ribary 2001, Steriade 1996, Steriade et al. 1990, Van der Werf et al. 2002). 

However, until recently, direct evidence that L1 processing is involved in the control of 

states of consciousness, or that identified L1-projecting TC neurons play such roles, was 

lacking.

In a recent study, Honjoh et al. (2018) used silicon probes to record the activity of TC 

neurons in the VM. These neurons send axons to widespread cortical areas and mainly 

innervate upper L1 (see Section 2.2 and Figure 2b). The activity of VM neurons was high 

during awake states and rapid eye movement sleep but low during non-rapid eye movement 

sleep. Interestingly, the increase in activity at the sleep-to-wake transition occurred 

seconds before cortical activation [as detected by electroencephalogram and before mice-

initiated movement (based on electromyography), suggesting a causal effect. Optogenetic 

stimulation of VM neurons awoke mice from non-rapid eye movement sleep and caused 

electroencephalogram desynchronization. Furthermore, the duration of the awake period 

correlated with the duration of the active state of the opsin and therefore the activation 

of VM neurons. On the other hand, chemogenetic inhibition of VM TC neurons using 

the clozapine N-oxide–designer receptor exclusively activated by designer drugs system 

decreased the duration of awake periods. This study provides powerful evidence of a role for 

VM TC neurons in cortical activation and behavioral arousal.

A recent study used channelrhodopsin to specifically depolarize the distal apical dendrite 

of L5 PCs to imitate the effect of L1 feedback while recording somatic responses 

electrophysiologically (Suzuki & Larkum 2020). Suppression of conscious states using 

general anesthetics was found to almost completely eliminate somatic responses. Recording 

at different dendritic depths showed that this effect was associated with a failure 

of propagation of dendro-somatic signals at the bottom third of the apical dendrite. 

Interestingly, blockade of muscarinic or metabotropic glutamate receptors, as well as 

inhibition of POm, produced a similar decoupling of the dendrite and soma.

3.4. Layer 1 Circuits and Attention

Top-down, or selective, attention is thought to be a distributed process that involves a 

network of interconnected cortical and subcortical structures (Bolkan et al. 2017, Guo et al. 

2017, Schmitt et al. 2017). Ultimately, it is believed, attentional signals from this network 

affect processing in lower sensory areas, enhancing neuronal responses to behaviorally 

relevant stimuli and, perhaps via INs, suppressing responses to distractors (Chen et al. 2015, 

Desimone & Duncan 1995, Gilbert & Sigman 2007, Halassa & Kastner 2017). In fact, top-

down attention is often considered a key function of feedback in both the representational 

and the predictive frameworks by selectively gating subsets of local neuronal inputs in lower 

sensory areas. Enhanced responses to attended stimuli have been reported in visual cortex 

neurons of humans and monkeys (Desimone & Duncan 1995, Kastner & Ungerleider 2000). 

Evidence is now emerging that L1 circuits are involved in several stages of this process.

Frontal and parietal cortices have been implicated among the sources of top-down signals 

that underlie attention-specific filtering in sensory areas. Zhang et al. (2014) investigated 
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mechanisms of attention in the mouse visual system. Optogenetic stimulation of Cg axons 

in V1 enhanced the firing rate of V1 neurons in response to visual stimuli of preferred 

orientations, similar to the effects of top-down attention. Moreover, Cg activation improved 

performance in a visual discrimination task. Additionally, Zhang et al. (2014) observed 

that stimulation of Cg axons at 200 μm from a recorded cell decreased the tuning 

curve amplitude, producing a facilitatory center and a suppressive surround, similar to 

top-down attention in primates. In slice experiments, optogenetic stimulation of Cg axons 

in L1 produced excitatory postsynaptic currents in L2/3 PCs and disynaptic inhibitory 

postsynaptic currents, which were stronger with light stimulation 200 μm away from the 

recorded cell rather than just above. Additional experiments revealed that Cg excitation of 

SST INs and VIP IN–mediated disinhibition were likely responsible for the suppressive 

surround and center facilitation, respectively. This circuit profile is consistent with the 

morphology of VIP bipolar INs, which have horizontally narrow and vertically oriented 

axonal arbors, and the morphology and connectivity of SST INs, which have horizontally 

extended axons in L1 and lack connectivity to each other (Tremblay et al. 2016).

Schmitt et al. (2017) found that the MD higher-order thalamic nucleus, which heavily 

projects to PFC, sustains representations of rules guiding goal-directed attention. In 

particular, MD projections increased the connectivity of PFC locally, which generated rule-

specific neuronal sequences. It is not clear whether the observed effects are due to L1- or 

L3-projecting MD neurons.

TC, but also corticocortical, interactions have also been suggested to have a role in the 

synchronization of spatially remote assemblies of cortical neurons, a function that might be 

important in cognition and memory (Jones 2001, 2009; Rubio-Garrido et al. 2009; Saalmann 

et al. 2012; Vicente et al. 2008).

3.5. Layer 1 Circuits and Learning

Learning is a key function of the neocortex and one in which top-down processing likely 

plays an important role. Regardless of whether the brain utilizes predictive coding or 

representational models, all theories of cortical function require that internal representations 

be acquired and updated by experience. Given the abundant evidence of synaptic plasticity 

in PC tuft dendrites and that L1 is a major site for cortical interactions, L1 is well poised 

to have important roles in learning. Evidence for important roles of top-down modulation in 

learning have been reviewed elsewhere (Bastos et al. 2012, Gilbert & Sigman 2007, Keller 

& Mrsic-Flogel 2018); here, we discuss some of the evidence for the involvement of L1 

circuitry in different types of learning.

A number of studies have imaged the activity of either corticocortical or TC feedback axons 

during learning tasks. Tanaka et al. (2018) imaged TC axons in L1–3 of motor cortex in 

mice engaged in a motor task: pushing and holding a lever for a specified duration. They 

found that the axons in L1 tracked specific parts of the behavior and that their activity 

evolved as the task was learned. In another study, Leinweber et al. (2017) imaged the 

activity of feedback projections from Cg and motor cortex to V1 of mice learning to 

navigate a two-dimensional virtual environment. Axonal activity was found to correlate 

with locomotion and visual flow feedback; by recording during different training days, they 
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observed that the signals changed depending on visuomotor experience. Learning-associated 

changes in the Ca2+ signals of the PC tuft dendrites in S1 or motor cortex have also been 

reported (Cichon & Gan 2015, Lacefield et al. 2019).

Doron et al. (2020) reported evidence for the involvement of L1 in a hippocampal-dependent 

associative learning task. Mice were trained to report microstimulation of S1, a task 

previously shown to be hippocampal dependent. Chemogenetic suppression of the dense L1 

projection from perirhinal cortex to vibrissal S1 disrupted memory formation. Interestingly, 

there was no effect of the manipulation in mice that had already learned the task. 

Furthermore, Doron et al. reported that the learning was associated with the emergence of a 

small (~10%) population of L5 PCs that fired high-frequency spike bursts and had enhanced 

dendritic excitability. Dendritic events and bursting were also inhibited by the chemogenetic 

suppression of the perirhinal input.

Some studies have directly implicated L1 INs in associative learning. For instance, Letzkus 

et al. (2011) studied the mechanisms of auditory associative fear conditioning in mice. 

They found that foot shocks or tones paired with foot shocks activated L1 INs via a 

nicotinic mechanism in the auditory cortex. These INs inhibited L2/3 PV INs, resulting 

in the disinhibition of L2/3 PCs. They reported that pharmacological or optogenetic block 

of the disinhibition diminishes fear learning. More recently, the same group (Abs et al. 

2018) reported increased responses to the conditioned auditory stimuli in NDNF INs. How 

disinhibition of the soma and inhibition of the dendrites contribute to the storage of the 

association remains to be investigated.

4. PERSPECTIVES

The account presented here illustrates the amazing richness of the information that arrives 

in neocortical L1 to mediate top-down processing, as well as the astonishing complexity of 

the neuronal elements in L1. With at least six or seven IN subtypes positioned to process 

long-range inputs, L1 contains a diversity of GABAergic INs that far surpasses that in other 

layers. Moreover, L1 contains the axonal arbors of diverse SST-expressing Martinotti cells 

that can differentially influence the activity of local INs and PC tuft dendritic branches. This 

landscape contrasts with L4, the main recipient layer of bottom-up input, which contains 

only three or four IN subtypes (Beierlein et al. 2003, Chittajallu et al. 2013, Tremblay et 

al. 2016). In addition, L1 contains the fine apical tuft dendrites of PCs that are endowed 

with a complex anatomy and a rich repertoire of conductances, capable of producing highly 

elaborate electrical and chemical transformations of the signals they receive. As we illustrate 

in this review, L1 processing is thought to be involved in functions ranging from sensory 

perception and learning to controlling states of consciousness and attention. We hope the 

examples discussed here illustrate the importance of signal processing in L1.

Our understanding of the circuit mechanisms by which the components of L1 process top-

down input is still in its infancy. In this journal, David Hubel (1982) called L1 the crowning 

mystery of the cortex. However, since then, as documented here, great progress has been 

made in understanding the cellular components of L1 and the mechanisms by which inputs 

to the distal tuft dendrites in L1 control the magnitude and timing of PC output. Considering 
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these advances and major improvements in electrophysiological and genetic methods that 

allow unprecedented study of neuronal function in behaving animals and manipulation of 

neuronal circuits, we expect significant progress in coming years toward understanding how 

top-down and bottom-up information are integrated in the neocortex. While L1 is the main 

target of feedback projections, many projections also include significant targeting of other 

layers, often either L5a or L6 (see Section 2). The repetition of these patterns is intriguing, 

but how L1 processing is integrated with these other layers remains to be discovered.
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SUMMARY POINTS

1. Neocortical function critically depends upon a hierarchical structure and the 

integration of internally generated top-down and sensory-driven bottom-up 

signals.

2. Neocortical layer 1 (L1) is the predominant input layer for top-down 

information, relayed by a rich plexus of corticocortical projections, 

thalamocortical projections from higher-order thalamic nuclei, and 

neuromodulatory projections.

3. Top-down and bottom-up information are integrated in the pyramidal cells 

(PCs) in layer 2/3 and layer 5, which utilize two electrotonically segregated 

compartments to optimize this integration: the apical tuft dendrites in L1 that 

receive top-down inputs and the basal dendrites and somatic/axonal area that 

receive bottom-up signals.

4. The tuft dendrites are capable of highly complex nonlinear processing critical 

for the integration of top-down and bottom-up information.

5. L1 function depends on a remarkably complex network of diverse 

GABAergic interneurons that mediate inhibition or disinhibition to gate the 

flow of top-down information with specific spatiotemporal patterns and sculpt 

how it is delivered to the distal dendritic branches of PCs.

6. L1 plays important roles in cortical functions, including sensory perception, 

cross-modal association, and controlling states of consciousness, attention, 

and learning.
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Figure 1. 
The composition of neocortical L1. L1 is the only layer lacking excitatory cell somata. 

It contains several structures that mediate the integration of top-down and bottom-up 

information in PCs, the output neurons of the cortex located in deeper layers, via 

synapses on their distal dendritic tufts in L1. Top-down information is conveyed to L1 

by dense axonal projections, including feedback projections from cortical areas higher 

in the processing hierarchy, axons from higher-order thalamocortical neurons mediating 

cortico-thalamo-cortical loops, and axons from neurons in neuromodulatory centers. L1 

also contains a rich population of GABAergic INs, including four types of INs with 

somata in L1: NGFCs, α7, CanCs, and VIPs. L1 also contains a significant proportion 

of the dendrites of at least three populations of INs with somata in L2/3, including VIP/

Bips, VIP/CCK, and ChCs. Lastly, L1 contains the ascending axon of SST-expressing 

Martinotti cells located in L2/3 and infragranular layers. L2/3 and L5—6 SST INs receive 

powerful local excitatory input, but so far they do not seem to receive long-range inputs. 

Abbreviations: α7, α7 nicotinic receptor–expressing interneuron; CanC, canopy cell; ChC, 

chandelier cell; IN, interneuron; L, layer; NGFC, neurogliaform cell; PC, pyramidal cell; 

SST, somatostatin; VIP, vasoactive intestinal peptide–expressing interneuron; VIP/Bip, 

vasoactive intestinal peptide–expressing bipolar interneuron; VIP/CCK, cholecystokinin- 

and vasoactive intestinal peptide–expressing interneuron.
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Figure 2. 
Laminar and sublaminar organization of L1 afferents in primary sensory cortex. (a) 

Corticocortical and thalamocortical inputs to the S1BF show specific laminar distributions 

and intriguing sublaminar biases within L1. Long-range cortical projections to L1 in S1BF 

include those from S2, M2 (also known as vM1), A1, and Ent/peri (see Section 3.5). 

In addition to these long-range corticocortical inputs, there is a distinct local projection 

to L1 from the subplate (L6b; CTGF+), with ascending collateral projections to L1 in 

M1/M2. Thalamocortical inputs include those from the higher-order POm and VM. These 
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afferents exhibit specific laminar distributions and intriguing sublaminar biases within L1, 

with S2, vM1, and the subplate targeting superficial L1, while A1 and Ent/peri projections 

target mid/lower L1. The thalamocortical inputs from the POm and VM are also biased 

toward superficial L1. (b) Comparison of thalamocortical inputs to S1BF and V1 reveals 

specific trends in areal, laminar, and sublaminar distributions. Inputs from the first-order 

VPM and LGN relaying sensory information to S1 and V1, respectively, target L4 and 

L5b/6. In contrast, inputs from the higher-order POm to S1 and LP to V1 target L1 and 

L5a. Inputs from the higher-order VM and AV to S1 and V1, respectively, also target 

superficial L1 but lack the L5a projection. Moreover, their L1 projection is even more 

restricted in superficial L1 than the input from POm and LP. Projections from higher-order 

thalamic nuclei are diverse, with some exhibiting diffuse targeting of wide areas of the 

cortex like the VM, while others are more specific, such as the POm with projections largely 

restricted to somatosensory/motor areas (see insets). The laminar, sublaminar, and areal 

specificity of corticocortical and thalamocortical projections illustrated here likely contribute 

to the specific organization and processing of distinct inputs along pyramidal neuron 

apical dendrites. The widespread innervation of cortical areas by the VM might explain 

its role in global arousal (see Section 3.3). Abbreviations: A1, primary auditory cortex; AV, 

anteroventral thalamic nucleus; Ent/peri, entorhinal/perirhinal cortex; L, layer; LGN, lateral 

geniculate nucleus; LP, lateral posterior thalamic nucleus; M1, primary motor cortex; M2, 

secondary motor cortex; POm, posteromedial thalamic nucleus; S1, primary somatosensory 

cortex; S1BF, somatosensory barrel field cortex; S2, secondary somatosensory cortex; V1, 

primary visual cortex; VM, ventromedial thalamic nucleus; vM1, vibrissal motor cortex; 

VPM, ventroposteromedial thalamic nucleus. Images of fluorescently labeled projections are 

from the Allen Institute (http://connectivity.brain-map.org)
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Figure 3. 
Properties of the four resident GABAergic INs of L1. The four IN subtypes (NGFCs, canopy 

cells, α7s, and VIPs) have unique morphological and electrophysiological properties. (a) 

Voltage responses of L1 INs (middle traces in color) in response to hyperpolarizing, just-

subthreshold, just-threshold, and suprathreshold current injections (black; bottom traces). 

Insets show the near-threshold depolarizing hump in α7 cells that is absent in canopy cells. 

Note the near-threshold delayed spiking in NGFCs, high input resistance in VIP cells, and 

higher spike frequency adaption for α7 and VIP cells. Main scale bars are 20mV or 400pA 
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and 200ms; inset scale bars are 15mV and 40ms. (b) Morphological reconstructions of the 

four resident IN populations. NGFCs and canopy cells have their axon largely confined 

to L1 spanning several columns, while α7 and VIP INs have descending translaminar 

axonal collaterals. Inset shows multipolar dendrites of α7 cells and bipolar dendrites of 

VIP cells. (c) Molecular markers segregate the four resident L1 INs. NGFCs and canopy 

cells both express NDNF, but NGFCs also express NPY. Non-NDNF IN populations include 

the α7 and the VIP INs. (d) The density of GABAergic INs in L1 is similar to that of 

other cortical layers. (Left) The cortical column in primary somatosensory cortex is stained 

for Nissl in a GAD67-GFP mouse. (Middle) GFP in the same cortical column is shown. 

(Right) The density of GAD67-expressing neurons across cortical layers (N = 2,656 counted 

cells) is shown. (e) NGFCs and canopy cells have similar morphologies (panel b) but 

differ in electrophysiological properties (panel a), connectivity (see text and Schuman et 

al. 2019), and cholinergic responses. The effects of a 30-ms puff of 20 μM muscarine 

(blue arrow) as the cells were depolarized to produce an approximately 5–10-Hz spike train 

are shown. A representative trace is shown in black, and all traces from that session are 

shown in gray. Abbreviations: α7, α7 nicotinic receptor–expressing interneuron; GFP, green 

fluorescent protein; IN, interneuron; L, layer; nAChR, nicotinic acetylcholine receptor; 

NDNF, neuron-derived neurotrophic factor; NGFC, neurogliaform cell; NPY, neuropeptide 

Y; VIP, vasoactive intestinal peptide–expressing interneuron. Panels a, b, and c modified 

from Schuman et al. (2019).
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