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When competing sources come from different directions, a desired target is easier to hear than when
the sources are co-located. How much of this improvement is the result of spatial attention rather
than improved perceptual segregation of the competing sources is not well understood. Here,
listeners’ attention was directed to spatial or nonspatial cues when they listened for a target masked
by a competing message. A preceding cue signaled the target timbre, location, or both timbre and
location. Spatial separation improved performance when the cue indicated the target location, or
both the location and timbre, but not when the cue only indicated the target timbre. However,
response errors were influenced by spatial configuration in all conditions. Both attention and
streaming contributed to spatial effects when listeners actively attended to location. In contrast,
when attention was directed to a nonspatial cue, spatial separation primarily appeared to improve the
streaming of auditory objects across time. Thus, when attention is focused on location, spatial
separation appears to improve both object selection and object formation; when attention is directed
to nonspatial cues, separation affects object formation. These results highlight the need to
distinguish between these separate mechanisms when considering how observers cope with complex
auditory scenes. © 2008 Acoustical Society of America. �DOI: 10.1121/1.2973185�
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I. INTRODUCTION

Attention is critical in enabling us to select important
information from the overwhelming flow of events that con-
tinuously reaches our senses �Desimone and Duncan, 1995;
Pashler, 1998�. Because attention is often object based
�O’Craven et al., 1999; Scholl, 2001; Busse et al., 2005;
Cusack et al., 2000; Shinn-Cunningham, 2008�, the way we
organize sensory inputs into perceptual objects is likely to
affect how attention can modulate perception in all modali-
ties �Darwin et al., 2003; Wolfe et al., 2003; Shomstein and
Yantis, 2004; Serences et al., 2005�. Here, we examined how
attention to spatial and/or nonspatial auditory cues can affect
performance in a speech identification task with two concur-
rent talkers.

Spatial cues are critical both for forming visual objects
and selecting objects from a complex visual scene �e.g., see
Egly et al., 1994; Knudsen 2007�. The important role of
spatial cues on visual object selection and object formation is
not surprising when one considers how visual sensory inputs
are encoded. The retina is topographically organized and di-
rectly encodes two-dimensional visual spatial information in
parallel channels comprised of distinct neural populations.
Visual objects are primarily determined by local spatial
structure �e.g., edges define the boundaries of connected re-
gions�; higher-order spatial and nonspatial features determine
which regions belong to one object.
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In contrast, sound from all source directions adds acous-
tically before entering the ear, where the cochlea processes
inputs in distinct frequency channels. Unlike visual spatial
information, all auditory spatial information is computed
from the sound mixture reaching the ears. Moreover,
whereas even a static two-dimensional visual scene is often
rich in information, auditory information is conveyed by
changes in sound over time.

Perhaps as a result, spectrotemporal sound structure
rather than spatial information dominates how a sound mix-
ture is segmented over short time scales �i.e., how auditory
objects are formed at the syllable level; Kubovy, 1981; Cull-
ing and Summerfield, 1995a; Darwin, 1997; Darwin, 2008;
Shinn-Cunningham, 2008; Ihlefeld and Shinn-Cunningham,
2008�. Higher-order features �e.g., timbre, pitch, and per-
ceived location� are thought to determine how these local
segments are organized across longer time scales to form
auditory “streams” �Bregman, 1990; Darwin, 1997; Deutsch,
1999; Darwin and Hukin, 2000; Shinn-Cunningham, 2008�.
In general, masking can be reduced if target and masker are
dissimilar in one or more attributes, including fundamental
frequency, timbre �e.g., vocal tract length and intonation�,
overall signal intensity, and perceived spatial location �Cull-
ing et al., 1994; Culling and Summerfield, 1995b; Freyman
et al., 2005; Rakerd et al., 2006�.

When listening for a target voice in a mixture of other
voices, short-term segmentation of concurrent speech is of-
ten not the main factor limiting performance, presumably
because of the rich spectrotemporal structure of speech. In

particular, at least for closed-set speech identification in the
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Coordinate Response Measure �CRM� paradigm �Bolia et
al., 2000�, listeners rarely report words that are not present in
the sound mixture �what we will henceforth label as drop
errors �e.g., see Kidd et al. �2005a��. Instead, listeners usu-
ally err by either reporting a mixture of words from different
sources �mix errors� or reporting all of the words from the
wrong source �masker errors�.

Many studies demonstrate that spatial separation of tar-
get and masker reduces response errors �e.g., Kidd et al.,
2005a; Best et al., 2006; Ihlefeld and Shinn-Cunningham,
2008; Brungart, 2001; Brungart et al., 2001; Brungart and
Simpson, 2004�. When the dominant form of interference is
energetic masking, such that the neural representation of the
masker energy at the auditory periphery occludes that of the
target energy �e.g., see Durlach et al., 2003; Kidd et al.,
2008�, spatial differences between target and masker can im-
prove target intelligibility, even when the spatial attributes of
target and/or masker are ambiguous or inconsistent across
frequency �Edmonds and Culling, 2005a; Edmonds and Cull-
ing, 2005b; Culling et al., 2006�. However, studies showing
this effect all employed maskers that differed from the target
in some nondirectional attributes �so that the target was easy
to select from the mixture�. This suggests that when the
dominant interference is energetic masking, attention to a
particular direction is not necessary to exploit spatial cues.
Other studies show that when target and masker are percep-
tually similar or when the listener is uncertain about target
features �i.e., when “informational masking” is the dominant
form of perceptual interference, see Durlach et al., 2003;
Kidd et al., 2008�, directing spatial attention can improve
target identification and/or detection �Arbogast and Kidd,
2000; Freyman et al., 2005; Rakerd et al., 2006; Kidd et al.,
2005a�.

While there are many studies showing benefits of spa-
tially separating target and masker signals, no past study has
disentangled whether these improvements come solely from
the listener directing attention to the target location or
whether spatial continuity can contribute to performance
through automatic improvements in streaming �linking to-
gether words from one source over time� even when atten-
tion is not spatially directed �Shinn-Cunningham, 2008�.
Specifically, spatial separation may increase the likelihood
that the keywords from a sound source are linked together
properly across time. Such automatic streaming should re-
duce mix errors, even when listeners attend to a nonspatial
attribute of the target voice or when they happen to attend to
another voice in the acoustic mixture. Similarly, even with-
out spatial attention, spatial separation may make it easier to
selectively attend to the keywords that have a desired timbre,
which could reduce both mix and masker errors.

Here, we examined whether the rates at which different
kinds of response errors occurred were similar when listeners
directed their attention to spatial and timbral cues, and how
overall performance and errors varied with spatial separation
of the target and masker. We manipulated what features sub-
jects attended to when listening for a target message played
simultaneously with a concurrent masker. In order to de-
emphasize the role of nonspatial higher-order acoustic cues

�such as fundamental frequency or vocal tract length�, we
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used sine-wave vocoded speech.1 Both target and masker
stimuli were derived from utterances of the same talker. The
keywords in these stimuli were nearly synchronous and pos-
sessed no strong pitch.

Results suggest that the increasing spatial separation of
the competing talkers improves the ability to select the de-
sired source only when a listener is attending to space. In
contrast, spatial separation may improve streaming �the link-
ing of sound from one source across time� both when atten-
tion is spatially directed and when attention is directed to a
nonspatial feature.

II. METHODS

A. Subjects

Nine normal-hearing fluent speakers of American
English �ages 20–32� were paid to participate. All subjects
gave written informed consent �as approved by the Boston
University Charles River Campus Institutional Review
Board� before participating in the study.

B. Stimuli

Raw speech stimuli were derived from the CRM corpus
�see Bolia et al., 2000�, which consists of sentences of the
form “Ready �call sign� go to �color� �number� now.” Target
and masker ��color� �number�� phrases were extracted from
the original utterances by time windowing. �Color� was one
of the set �white, red, blue, and green�. �Number� was one of
the digits between 1 and 8, excluding the two-syllable digit
seven. Five �arbitrarily selected� instances of the word
“ready” were also extracted to serve as cue words.2 The cue
word was processed in the same way as the target and
masker phrases.

In each trial, two different ��color��number�� phrases
were used as sources. The numbers and colors in the com-
peting utterances were randomly chosen but constrained to
differ from each other in each trial. In each trial, the desig-
nated target message was preceded by the cue word “ready,”
chosen randomly from the five instances. The cue word,
which was approximately 300 ms long, was concatenated
with the target phrase without any inserted delay. In order to
minimize differences between concurrent messages, the
same talker was used for both phrases �talker 0 was chosen
because it is the talker with the smallest variance in speaking
rate in the CRM corpus�.

In order to reduce peripheral interference between the
competing messages and to better isolate object- and
attention-related effects on performance, the raw target,
masker, and cue words were processed to produce intelli-
gible, spectrally sparse signals that used nonoverlapping fre-
quency bands �Arbogast and Kidd, 2000; Shinn-Cunningham
et al., 2005a�. Each raw target phrase, masker phrase, and
cue word was filtered by ten one-third-octave wide bandpass
filters �fourth-order Butterworth filter� with center frequen-
cies spaced linearly on a logarithmic scale between 250 and
3342 Hz.3 The Hilbert envelope of each band was used to
amplitude-modulate a sinusoidal carrier whose frequency

matched the corresponding band’s center frequency.
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On each trial, five of the resulting amplitude-modulated
sinusoids were summed to produce the spectrally sparse tar-
get signals; the remaining five bands were summed to create
the masker. For each subject, there were three possible sets
of timbre from which target and masker signals were con-
structed. Each subject-specific set of timbres consisted of
two combinations of five frequency bands each �randomly
set for each subject at the start of the experiment�. To ensure
that spectral content was comparable across target and
masker signals and across the three sets of timbres, each
frequency band combination consisted of three from the
lower six frequency bands �250–1056 Hz� and two from the
upper four bands �1408–3342 kHz�. On each trial, one of the
three sets of timbres was selected, and one of its frequency
band combinations was used to create the target; the other
frequency band combination from the same set of timbres
was used to generate the masker.

On a given trial, the frequency bands for the cue word
“ready” either matched the target �in the timbre and timbre-
and-location conditions� or were randomly chosen with the
constraint that they did not match either target or masker �in
the location condition; see Fig. 1�a��. As stated above, there
were three possible sets of timbres for each subject, a num-
ber chosen �somewhat arbitrarily� so that the number of pos-
sible timbres matched the number of possible spatial separa-
tions between target and masker.

C. Spatial synthesis

The broadband root-mean-square �rms� energy of the
spectrally sparse target and masker signals was equalized.
Then the equalized signals were processed to produce spatial
cues by filtering them with pseudo-anechoic head-related
transfer functions �HRTFs� measured on a Knowles Elec-
tronics Manikin for Acoustic Research �KEMAR� �for de-
tails, see Shinn-Cunningham et al., �2005a, 2005b��. HRTFs
were measured in the horizontal plane containing the ears for
sources at a distance of 1 m and at various azimuthal loca-
tions ��90°, �80°, �50°, �40°, �10°, and 0°�.4 The result-
ing binaural signals contained all of the appropriate spatial
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A) Schematic of Cue Conditions
Target: “blue four”
Masker: “green six” Font style represents timbre
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B) Target / Masker Locations

Target location chosen
randomly on each trial

Target and Masker separated
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FIG. 1. Illustration of the experimental conditions. �A� Diagram of the cue
conditions. The target message �“blue four”� and the cue �“ready”� match
either in location �represented by vertical displacement�, timbre �represented
by font style�, or timbre and location. The masker message �“green six”�
never matches the timbre of the cue or target. �B� The diagram of the spatial
locations tested. The target was equally likely to come from each of the
possible locations. The separation between the target and masker varied
from trial to trial and was either 0°, 40°, or 90°.
auditory cues for a source from the simulated location.
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The target location was chosen randomly from trial to
trial and was equally likely to be from any of the 11 loca-
tions. On each trial, the angular separation between target
and masker was randomly chosen �either 0°, 10°, 40°, or 90°;
however, in the location condition, the separation was never
0°; see Fig. 1�b��. The cue location was either the same as the
target �in the location and timbre-and-location conditions� or
chosen randomly to differ from both target and masker loca-
tions �in the timbre condition; see Fig. 1�a��. Following spa-
tial synthesis, the cue word �in quiet� was concatenated with
the sum of the target and masker signals.

Although target and masker had equal broadband rms
energy prior to spatial processing with HRTFs, the spatial
processing introduced level differences in the presentation of
the sources at each ear. To remove any possible artifacts
caused by variations in overall loudness with spatial configu-
ration, on each trial, the overall level of the spatially pro-
cessed target and masker pair was randomly roved over a
range of 10 dB �average level set to 65 dB SPL�.

D. Procedures

Stimuli were digital/analog �D/A� converted, amplified
using Tucker-Davis System 3 hardware, and presented over
Sennheiser HD 580 headphones to subjects seated in a
sound-attenuated chamber. Following each trial, subjects in-
dicated the perceived target keywords using a graphical user
interface �GUI�, after which the GUI indicated the correct
response.

Prior to the experiment, subjects were screened to ensure
that they could identify the color and number of the spec-
trally sparse processed speech in quiet. All subjects achieved
90% correct or better over the course of 50 trials. At the
beginning of each session, subjects completed two short
�100-trial� tests to sensitize them to the stimulus timbres and
locations, respectively. In these tests, a cue/target phrase was
presented in quiet. In the first test, cue and target had the
same timbre on half of the trials and different timbres on the
other half of the trials. Similarly, in the second test, cue and
target had the same location on half of the trials and different
locations on the other half of the trials. For both tests, the
locations and timbres of cue and target were randomly se-
lected on each trial and differed from each other, encourag-
ing subjects to focus on the feature of interest. Subjects were
asked whether the cue and target had the same or different
timbre or location �first and second tests, respectively�.5

In each block, subjects were instructed to report the
color and number associated with the cue word timbre, loca-
tion, or timbre and location, ignoring the message of the
masker. In the timbre condition, listeners were instructed as
follows: “Listen to what ‘ready’ sounds like and report the
color and number that sound similar to ‘ready.’” In the loca-
tion condition, subjects were instructed as follows: “Listen to
where ‘ready’ is coming from and report the color and num-
ber that come from the same location as ‘ready.’” In the
timbre-and-location condition, subjects were instructed as
follows: “Listen to what ‘ready’ sounds like and where
‘ready’ is coming from and report the color and number that

sound similar to ‘ready’ and that come from the same loca-
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tion as ‘ready.’” After each trial, correct-answer feedback
was provided. A trial was scored as correct, and subjects
were given feedback that they were correct if and only if
they reported both target keywords. After each 5 min block,
subjects were given the opportunity to take a break.

Each subject completed four sessions on four different
days. Each session consisted of the sensitization tests fol-
lowed by 12 experimental blocks of 50 trials each. Within
each 5 min block, the condition �timbre, location, and
timbre-and-location� was fixed. Each session contained four
blocks of each of the three cue conditions. Four consecutive
blocks always had the same cue condition and the same in-
structions. The four blocks for a given cue condition were
presented one after the other within a session, while the or-
dering of the conditions was separately randomized for each
subject and session. Within each session, the selection of the
source locations was balanced such that each source location
was presented the same number of times. The first session
was for training purposes only, and the results of that session
were discarded. During the three experimental sessions, sub-
jects performed 600 trials in each cue condition: 200 repeti-
tions for each of three spatial separations in the location con-
dition and 150 repetitions for each of four spatial separations
in the timbre and timbre-and-location conditions.

III. RESULTS

A. Percentage responses

Let CxNx represent the response color and number,
where x denotes when the subject reported a target �T� or a
masker �M� keyword. Then responses can be categorized
into one of five distinct types: correct responses �CTNT�,
masker errors �CMNM�, CTNM mix errors, CMNT mix errors,
and drop errors �in which one or both of the reported key-
words were not present in either target or masker�. The rates
at which each of these different response types occurred
were calculated separately for each subject, condition, and
spatial separation. These rates were then analyzed in primary
repeated-measures two-way analysis of variance �ANOVAs�
with independent factors of cue condition and spatial sepa-
ration �excluding the 0° separation, which was not performed
in the location condition�. When significant interactions be-
tween condition and spatial separation were found, separate
secondary ANOVAs were run for each of the three cue con-
ditions.

Given the four possible colors and seven possible num-
bers, the probability of making either a correct response
�CTNT�, masker error �CMNM�, CTNM mix error, or CMNT

mix error by chance is 1/28 or 4%, while the probability of
making a drop error by chance is 84%. However, listeners
rarely made drop errors; they nearly always responded with
some mixture of keywords from the target and masker, as
shown below.

Figure 2 shows the across-subject mean percent correct
as a function of spatial separation. Error bars show the 95%
confidence intervals around the mean �1.96 times the stan-
dard error of the mean across subjects�. When listeners were
cued about where to listen, overall performance improved

with increasing spatial separation �solid and dashed lines in
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Fig. 2�. In contrast, in the timbre condition, performance was
essentially independent of spatial separation �dotted lines in
Fig. 2�. Listeners tended to be better at reporting the target
when there were two redundant features �timbre and loca-
tion� than when there was a single feature to attend to �in
Fig. 2, the dashed line is consistently above the solid line,
and it is roughly equal to or above the dotted line�.

The primary ANOVA of percent correct responses found
a significant interaction between cue condition and spatial
separation �F�4,32�=25.374, p�0.001�, as well as signifi-
cant effects of both main factors �F�2,16�=7.599 �cue con-
dition�, 127.683 �spatial separation�; p=0.005 and p
�0.001, respectively�. The follow-up ANOVAs found that
for the timbre condition, the main effect of spatial separation
on percent-correct performance was not significant
�F�2,16�=1.777, p=0.201�. However, for both the location
condition and the timbre-and-location condition, spatial
separation significantly affected percent-correct performance
�F�2,16�=116.646 �location� and 77.801 �timbre-and-
location�; p�0.001 for both tests�. The fact that overall per-
formance improved with increasing spatial separation in the
location and timbre-and-location conditions confirms that lis-
teners can select a target based on location. In contrast, the
fact that performance was independent of spatial separation
in the timbre condition supports the idea that spatial separa-
tion helps overall performance only when listeners can direct
attention to the target location. The spatial gain analysis in
Sec. III C �below� considers the effect of spatial separation in
more detail.

Figure 3 plots the across-subject average of the different
error rates �with error bars showing the 95% confidence in-
tervals around the mean� as a function of the spatial separa-
tion between target and masker ��a� masker errors, �b� drop
errors, �c� CTNM mix errors, and �d� CMNT mix errors�.

Masker errors �where listeners reported the wrong
masker message� decreased with spatial separation in the lo-
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FIG. 2. Percent correct performance as a function of target and masker
spatial separation. Performance improves with spatial separation of the tar-
get and masker for conditions in which the subjects know the target location
�“attend location,” solid line; “attend timbre and location,” dashed line� but
not when they are attending to a nonspatial feature �“attend timbre,” dotted
line�. The across-subject mean in percent correct performance is shown as a
function of spatial separation between the target and masker for conditions
differing in which target features are known: location, timbre and location,
and timbre. Error bars show the 95% confidence intervals around the mean.
cation and timbre-and-location conditions �solid and dashed
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lines in Fig. 3�a�� but were independent of spatial configura-
tion in the timbre condition �dotted line in Fig. 3�a��. Overall,
masker errors were the most common type of error, particu-
larly in the timbre condition and/or at small spatial separa-
tions. Drop errors were relatively rare and decreased with
increasing spatial separation for all three conditions �Fig.
3�b��. CTNM mix errors were also relatively uncommon,
showing that if a listener heard the first keyword correctly,
they were unlikely to switch from target to masker and report
the second keyword from the masker �Fig. 3�c��. In the rare
cases in which these errors occurred, their error rates tended
to decrease with increasing spatial separation in the location
and the timbre-and-location conditions but not in the timbre
condition. It was more common to report a wrong initial
keyword �report the masker color� and then to switch to the
target number �CMNT, Fig. 3�d��: the CMNT mix errors
tended to decrease with increasing spatial separation in all
three conditions �Figs. 3�c� and 3�d��.

The above summaries were generally supported by sta-
tistical analyses. For the masker errors �Fig. 3�a��, the pri-
mary ANOVA found a significant interaction between cue
condition and spatial separation �F�4,32�=20.193; p
�0.001� as well as significant main effects of both spatial
separation �F�2,16�=32.919, p�0.001� and cue condition
�F�2,16�=5.559, p=0.04, with Greenhouse–Geisser correc-
tion�. In the secondary ANOVA of the timbre condition, spa-
tial separation did not significantly affect masker errors
�F�2,16�=0.938, p=0.377, with Greenhouse–Geisser correc-
tion�. In both the location condition and the timbre-and-
location condition, the main effect of spatial separation was
significant �F�2,16�=46.207 �location� and 12.538 �timbre-

FIG. 3. Masker, CTNM mix, CMNT mix, and drop errors. Spatial separation
reduces masker errors �reporting the masker� when listeners know the target
location �solid and dashed lines in �a�� but not when they are instructed to
attend the target timbre �dotted lines in �a��. Spatial separation reduces the
mix errors �improves the perceptual segregation of the target and masker
over time; see �c� and �d�� and drop errors �decreases the likelihood of
reporting words not present in the target or masker; see �b�� in all conditions.
In all panels, the across-subject mean is shown as a function of spatial
separation between the target and masker for each condition. Error bars
show the 95% confidence intervals around the mean.
and-location�; p�0.001 and p=0.001, respectively�.
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The primary ANOVA of mix errors �Figs. 3�c� and 3�d��
found significant interaction terms �F�4,32�=14.744 �inter-
action, CTNM� and 2.953 �interaction, CMNT�; p�0.001 and
p=0.035, respectively� and a significant effect of spatial
separation for both types of mix error �F�2,16�=43.331
�spatial separation, CTNM� and 6.43 �spatial separation
CMNT�; p�0.001 and p=0.009, respectively�. The main ef-
fect of cue condition was significant for CTNM mix errors
�F�2,16�=4.219, p=0.034� but was not significant for CMNT

mix errors �F�2,16�=1.172, p=0.335�. A secondary ANOVA
analysis found that spatial separation had a significant effect
on both types of mix error in the timbre-and-location condi-
tion �F�2,16�=7.781 �CMNT� and 28.464 �CTNM�; p=0.004
and p�0.001, respectively�, on CTNM mix errors in the lo-
cation condition �F�2,16�=49.438, p�0.001�, and on CMNT

mix errors in the timbre condition �F�2,16�=3.872, p
=0.043�. Spatial separation did not have a significant effect
on either the CMNT mix errors in the location condition
�F�2,16�=1.882, p=0.184 �location, CMNT�� or on the
CTNM mix error in the timbre condition �F�2,16�=1.39, p
=0.278�.

A repeated-measure two-way ANOVA on the drop errors
�Fig. 3�b�� found a significant effect of spatial separation
�F�2,16�=70.473, p=0.001� and of cue condition �F�2,16�
=4.703, p=0.025� but no significant interaction �F�4,32�
=1.492, p=0.228�.

B. Interim discussion

Results suggest a contribution of spatial cues to auditory
object formation. In particular, in all conditions, the likeli-
hood that listeners reported a mixture of target and masker
words �as if the two messages were not perceptually distinct�
tended to decrease with increasing spatial separation of target
and masker. This suggests that perceptual separation of the
target and masker improves with increasing spatial separa-
tion. However, there are a number of alternative explanations
that could explain why spatial separation reduces the number
of mix errors in all three conditions.

In the conditions in which the listener knows the target
location, spatially directed attention can reduce mix errors.
In particular, if listeners independently select each keyword
based on its location, the probability of selecting both color
and number correctly will increase with increasing spatial
separation. As a result, both mix and masker errors will de-
crease �in the limit, if each keyword is selected properly
based on its location with probability one, no mix errors will
occur�. It is difficult to judge from the pattern of response
errors alone how much spatially directed attention contrib-
utes to the decline of mix errors with increasing spatial sepa-
ration versus how much of this effect is due to automatic
streaming induced by spatial separation, possibly even in the
absence of spatially directed attention.

Similarly, in the timbre condition, there are a few pos-
sible explanations for the decrease in mix errors with in-
creasing spatial separation that do not assume that spatial
separation improves streaming of the target and masker.
First, subjects could have been biased in their responses and

attended to one side of space �for instance, by picking the
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words that are better represented in the right ear�. However,
we separately analyzed the responses for leftward and right-
ward targets and did not find any consistent spatial bias for
any of the subjects. Second, listeners could have simply re-
sponded by reporting the color and number keywords that
were closest in space to the cue word “ready.” However,
there were no biases of this sort in the responses of any
subjects. Third, listeners could arbitrarily pick either the tar-
get or the masker color and report the number from the same
location. While the first two possibilities are not supported
by the data, we cannot conclusively rule out this third possi-
bility. However, listeners were specifically instructed to at-
tend to the target timbre, not to the location. Moreover, lis-
teners were able to select the proper keywords based on their
timbre, as proven by the high percentage of trials in which
they reported both keywords correctly in the timbre condi-
tion. Thus, on trials in which listeners were actively trying to
attend to timbre, either �1� spatial separation helped listeners
to properly stream the target and masker or �2� in the trials
where attention to timbre failed, listeners attended to loca-
tion, instead.

Even if listeners were sure that the color they reported
was from the masker stream, there was little external moti-
vation for them to switch to reporting the target color.
Whether they made a switch �resulting in a mix error� or not
�giving a masker error�, they would receive a “wrong” score.
However, listeners did make mix errors. Moreover, the pat-
terns of these mix errors varied systematically with cue con-
dition and spatial separation. For all three conditions, CMNT

mix errors were far more likely than CTNM mix errors �or
CTNX drop errors�. This suggests that even without being
explicitly rewarded for reporting one of the two target key-
words, listeners adopted a response strategy in which they
reported as many target keywords as possible. In particular,
the asymmetry in mix errors suggests that listeners often re-
alized when they reported the wrong color and switched their
attention to the target stream and reported the proper number.
In the location and timbre-and-location conditions, masker
errors were less likely than CMNT mix errors at large spatial
separations, and the likelihood of masker errors decreased
with increasing spatial separation. This result suggests that
spatial cues allowed the listener to detect their initial error
and switch attention between streams when they knew the
target location. In contrast, masker errors were roughly
equally as likely as CMNT errors for all spatial separations in
the timbre condition, suggesting that when listeners attended
to timbre, the spatial separation between target and masker
was relatively unlikely to help them correct any initial error
if they incorrectly reported the masker color.

In all three conditions, increasing spatial separation re-
duced drop errors �reporting words not from the target or the
masker, Fig. 3�b��, suggesting that spatial separation also im-
proves target audibility and/or short-term segmentation of
auditory objects at the level of syllables, even when attention
is not spatially directed.

C. Spatial gains

The influence of spatial separation on performance var-

ied from subject to subject; however, an analysis of indi-
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vidual results shows that spatial separation influences perfor-
mance in a consistent way across the population of subjects.
For each subject in each condition and response category, we
computed spatial gains. For percent correct performance, the
spatial gain was computed as the increase in the probability
of responding correctly when target and masker separation
increased from 10° to 90°. Spatial gains in the error condi-
tions were computed as the decrease in the percentage of
each type of error as target and masker separation increased
from 10° to 90°. From the resulting distribution of spatial
gains, we computed the across-subject 95% confidence inter-
vals of the mean spatial gain to determine whether there was
a consistent effect of spatial separation across the subject
population �see solid horizontal and vertical bars near the x-
and y-axes in Fig. 4�.

Figure 4 directly compares the spatial gains for different
combinations of cue conditions for each individual subject
�shown as individual points in each plot�. Each row shows
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FIG. 4. Individual subject spatial gains �see text for definition� in correct
performance, and masker, CTNM mix, CMNT mix, and drop errors contrasted
across task conditions. Individual subjects all show large improvements in
overall performance with spatial separation of the target and masker when
they know the target location but not when they are attending to the target
timbre. Overall, spatial separation of target and masker reduces response
errors of all kinds �produces positive spatial gains�; however, when listeners
attend to the timbre, there is no significant reduction in masker errors. Each
row compares the reduction in errors with spatial separation for one type of
response error �correct performance, masker, CTNM mix, CMNT mix, and
drop errors in top, second, third, fourth, and bottom rows, respectively�.
Within each panel, each point compares results for one of the nine individual
subjects across two different task conditions. The horizontal and vertical
bars within each panel show the 95% confidence intervals for the group
mean of the spatial gain in the corresponding dimension. Left column:
timbre-and-location vs location. Center column: timbre vs timbre-and-
location. Right column: location vs timbre.
results for a different aspect of performance �overall percent
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correct, masker errors, mix errors, and drop errors, respec-
tively, from top to bottom in the figure�. In each panel within
a row, the spatial gains in two cue conditions are plotted
against each other to allow an assessment of the relative size
and direction of the spatial effects in the different cue con-
ditions.

The absolute magnitude of the spatial gains differed
from subject to subject �within each panel in Fig. 4, the 95%
confidence intervals are on the order of 10%; see horizontal
and vertical bars near abscissas and ordinates�. However,
there were consistent patterns in the relative size of the spa-
tial gains in the different conditions across subjects �within
each panel in Fig. 4, circles tend to cluster within one oc-
tant�.

The spatial gain in overall performance is significantly
greater than zero for all subjects and roughly equal in the
location and timbre-and-location conditions �data fall near
the diagonal and above and to the right of the origin in Fig.
4�a��, but there is no significant spatial gain in percent cor-
rect for the timbre condition �see Figs. 4�b� and 4�c�, where
spatial gains in the timbre condition cluster near zero�.

The size of the spatial gains in the errors depends
strongly on which target attribute the listener is instructed to
attend to. The reduction in masker errors with spatial sepa-
ration is consistently larger for location than for timbre-and-
location conditions �data generally fall below the diagonal in
Fig. 4�d��, while in the timbre condition there is no consis-
tent spatial gain �spatial gains in the timbre condition in Fig.
4�e�, vertical axis, and Fig. 4�f�, horizontal axis, cluster near
zero�. Spatial gains for mix errors tend to be positive in all
conditions �most of the data points in Figs. 4�g�–4�m� are
positive�. However, the size of this gain depends on the cue
condition. The spatial gain is smaller in the timbre-and-
location condition than in the location condition �data fall
below the diagonal in Fig. 4�g�� and smaller for CTNM mix
errors in the timbre condition than in the timbre-and-location
condition �data fall below the diagonal in Fig. 4�h��. The
spatial gains for CMNT errors tend to be largest for the
timbre-and-location condition �data tend to fall above the
diagonal in Fig. 4�k� and below the diagonal in Fig. 4�l�� and
slightly larger for the timbre condition than for the location
condition �data tend to fall below the diagonal in Fig. 4�m��,
although these trends are less consistent across subjects than
the trends for the CTNM mix errors. Finally, the spatial gains
for drop errors are generally greater than zero for all three
conditions �in Figs. 4�n�–4�p�, data points tend to be posi-
tive� and are comparable in the different conditions �data in
Figs. 4�n�–4�p� tend to fall around the diagonal�.

IV. CONDITIONAL RESPONSE PROBABILITIES

In order to better understand how much of these spatial
effects could be accounted for simply through spatially di-
rected attention versus what improvements may come from
automatic improvements in the perceptual segregation of the
messages with spatial separation even when attention is not
explicitly spatially directed, we analyzed conditional re-
sponse probabilities �see the diagram in Fig. 5�. This proba-

bilistic analysis determined whether the color and number
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responses were independent of one another or whether the
probability of responding with the correct number depended
on whether listeners reported the target color �see also Cu-
sack et al., 2004�. Specifically, we were interested in whether
increasing the spatial separation between target and masker
not only increases the likelihood of selecting the correct
color and number when listeners know where the target is
located, but also increases the probability of properly linking
the keywords in the target and in the masker �increasing the
perceptual segregation of the target and masker streams�.

Target selection and across-time linkage of keywords are
likely to occur at the same time, influencing each other. If
each utterance is perceived correctly as one stream, the lis-
tener may only need to make one decision and report either
both of the target words or both of the masker words. In-
stead, some mix errors occur, suggesting that, at least on
some trials, the listener �1� makes two independent selections
�selecting a color and then, separately, selecting a number�,
�2� decides to switch to the other stream upon hearing the
color �i.e., decides, possibly incorrectly, that she was listen-
ing to the masker stream and therefore switches to the other
stream�, or �3� does not stream the target and masker prop-
erly and therefore makes a single decision, but the ‘stream’
she chooses to report is a mixture of target and masker.

If a listener independently selects color and number
based on top-down attention and if there is no influence of
across-time streaming �1, above�, the initial choice of what
color to report will be statistically independent of the second
choice �the number reported�. In other words, the probability
of making a correct choice for the number will be the same
for a given condition and spatial separation, independent of
the color reported.6 In contrast, if there is some automatic
streaming of color and number across time, the probability of
answering with the correct number should depend on
whether or not the listener selected the correct color, regard-
less of what strategy the listener adopts �i.e., reporting the
correct stream, switching attention to the other stream after
reporting the color, or attending to an improperly formed
stream�. However, this analysis is not definitive. Dependen-
cies between performance on color and number can arise for
other reasons. Listeners’ attention may lapse on some trials,
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FIG. 5. Illustration of the model underlying the probabilistic analysis. Spa-
tial cues may affect speech identification both through spatially directed
attention and through automatic across-time linkage.
so that the probability of missing the color and number both
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increase together in those trials. Some trials may be inher-
ently easier than others, even though they are analyzed to-
gether �for instance, a spatial separation of 10° may provide
a stronger perceptual cue when target and masker are on the
front rather than on the side�. If so, the probability of being
correct on the color and number will also be dependent.
Nonetheless, it is worth examining whether such dependen-
cies exist.

These ideas can be formulated through a simple proba-
bilistic analysis. In general, whether or not color and number
selections are independent,

P�NT�CT� = P�CTNT�/P�CT� , �1�

where P�NT �CT� is the conditional probability of reporting
the target number in those trials where the target color was
reported, P�CTNT� is the probability of responding correctly,
and P�CT� and P�NT� are the marginal probabilities of re-
porting the target color and number, respectively. Analo-
gously, it is generally true that

P�NT�CM� = P�CMNT�/P�CM� . �2�

If the selection of the number keyword is independent of the
selection of the color keyword, then

P�CTNT� = P�CT�P�NT� . �3�

This also implies that when color and number choices are
independent,

P�NT�CT� = P�NT� = P�NT�CM� . �4�

Thus, if P�NT �CT� is greater than P�NT �CM� for a given
stimulus configuration, this reflects a bias to report both tar-
get keywords over reporting a mix of target and masker key-
words. The difference between P�NT �CT� and P�NT �CM� is
expected to increase with increasing strength of perceptual
across-time continuity, or streaming, between target color
and target number.

For each subject, condition, and spatial separation,
P�NT �CT� and P�NT �CM� were estimated from the observed
percentages of responses. Figure 6 plots the means of the
individual subject estimates of P�NT �CT� and P�NT �CM� as a
function of the spatial separation between target and masker
for the various conditions �dotted and dashed lines, respec-
tively�.

For all cue conditions, on trials when listeners properly
reported the target color, listeners were also very likely to
report the number from the target stream �solid lines are
consistently above 50% in Figs. 6�a�–6�c��. In contrast, lis-
teners are much less likely to report the target number if they
reported the masker color �dashed-dotted lines are between
36% and 70% in Figs. 6�a�–6�c��. The mean difference be-
tween P�NT �CT� and P�NT �CM�, averaged across the three
spatial separations from 10° to 90° and averaged across lis-
teners, is 40.1%, 29.7%, and 25.6% in the timbre, location,
and timbre-and-location conditions, respectively. Thus, Eq.
�4� is violated at each spatial separation and in each cue
condition, proving that the color and number reports are not
independent. Instead, the likelihood of reporting the target
number depends on whether listeners reported the target or

the masker color, with listeners more likely to get the target
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number correct when they correctly report the target color.
This suggests that listeners are likely to stay with the same
stream for both color and number, either because they heard
color and number from one source as a single perceptual unit
or because the stimulus conditions were favorable for report-
ing both target keywords, regardless of whether they were
streamed or not.

When listeners are told to attend to the target location,
P�NT �CT� and P�NT �CM� both increase as the spatial sepa-
ration between target and masker increases. In contrast, when
listeners attend to the target timbre, the likelihood of report-
ing the target number is essentially independent of spatial
separation or even tends to decrease with increasing spatial
separation �P�NT �CM�, dashed line in Fig. 6�c��. For each
subject, we computed the difference in P�NT �CT� when
sources were 90° apart minus P�NT �CT� when sources were
10° apart, and the corresponding effect of spatial separation
on P�NT �CM�. The across-subject averages of these differ-
ences are shown in Figs. 6�d�–6�f� �error bars show the 95%
confidence intervals�.

In the location condition, spatial separation significantly
increases the probability that listeners select the proper target
number, both when they reported the target color and when
they reported the masker color �both gains are positive in
Fig. 6�d��. In the timbre-and-location condition, spatial sepa-
ration also improves the likelihood of reporting the proper
color, but the effects are smaller, perhaps in part because of
ceiling effects �in Fig. 6�e�, gains are also positive�. In con-
trast, spatial separation has little effect on the probability of
reporting the proper number when listeners attend to timbre
�in Fig. 6�f�, gains are not significantly different from zero�,
as if spatial separation improves streaming and makes it less
likely that listeners switch streams.

Together, these results suggest that when attending to the
target location �both in the location and the timbre-and-
location conditions� and when target and masker are close
together, listeners report the target and masker color and
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number in proper pairs and have difficulty detecting when
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they made a wrong color selection. As a result, at small spa-
tial separations, they fail to switch to the target stream when
they initially listen to the masker. In contrast, in the timbre
condition, when target and masker are close together, listen-
ers are better able to select between the target and masker,
presumably using nonspatial features, and are also more
likely to switch streams when there is an initial error. This
trend changes when target and masker are well separated in
space: when listeners know the location of the target utter-
ance �in the location and the timbre-and-location conditions�,
they are more likely to realize that they have reported the
masker color and switch over to the target message than
when they are attending to the target timbre. While this
analysis cannot provide direct proof that the keywords of
each source are more likely to be perceived in well formed
streams when the competing sources are spatially separated,
it is interesting to note that the conditional probabilities show
patterns that differ across cue conditions. Future studies are
needed to study more directly the automatic influence of spa-
tial separation on object formation in the absence of spatially
directed attention.

V. DISCUSSION

Most past studies of the effects of spatial cues on audi-
tory perception show that listeners are more likely to report
the target message correctly when competing sources arise
from different directions compared to when they are at the
target location �Bronkhorst, 2000�. Multiple factors contrib-
ute to this effect, as considered below.

If a salient nonspatial acoustic attribute �e.g., timbre�
differentiates the target from the masker �Brungart et al.,
2001; Darwin et al., 2003� and the main form of interference
is “energetic masking,” spatial separation reduces peripheral
interference between the target and masker and improves the
effective target-to-masker energy ratio �Zurek, 1993; Shinn-
Cunningham, 2005�. This spatial effect does not require spa-
tially directed attention �Edmonds and Culling, 2005a; Ed-
monds and Culling, 2005b; Culling et al., 2006; Allen et al.,
2008� and appears to operate primarily by making it possible
to detect near-threshold portions of the target �Shinn-
Cunningham, 2005; Zurek, 1993�.

Many studies point out that spatial cues carry little
weight in enabling the segregation of sound locally in time at
the level of syllables �Kubovy, 1981; Culling and Summer-
field, 1995a; Darwin, 1997; Darwin and Hukin, 1997; Shinn-
Cunningham et al., 2007�. While spatial cues provide little
aid in segregating sources at a local time scale, spatial sepa-
ration of competing sources improves the ability to selec-
tively attend to a target when target location is the main cue
differentiating the target from the other sources in the mix-
ture �Freyman et al., 2001; Gallun et al., 2005; Shinn-
Cunningham et al., 2005a; Ihlefeld and Shinn-Cunningham,
2008�. However, no past study has directly addressed
whether spatial cues only allow a listener to select the proper
object from the sound mixture or whether spatial separation
automatically causes the competing messages to group prop-
erly across time and form more distinct auditory streams.

Indeed, in discussing the effects of spatial cues on listening
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in complex environments, studies typically either acknowl-
edge only one of these possibilities or use language that con-
founds the two.

The current results indicate that reports of color and
number keywords are statistically dependent in all condi-
tions. Moreover, when listeners were told to attend to the
target location, the likelihood of selecting the proper key-
words increased with increasing spatial separation for both
the color and the number reports. Performance in the loca-
tion and timbre-and-location conditions was biased toward
reporting color and number keywords of one stream �as
shown by differences in the conditional probabilities plotted
in Figs. 6�a� and 6�b��. An increase in the efficacy of spa-
tially directed attention with increasing spatial separation be-
tween target and masker could account for the pattern of
responses in these conditions. In contrast, when listeners
were told to select the target based on a nonspatial feature,
the likelihood of switching between streams decreases with
increasing spatial separation, causing both an increase in
masker errors and a decrease in mix errors. This suggests
that the perceptual separation between the target stream and
the masker stream increases with spatial separation �and per-
haps that streaming itself becomes stronger as target and
masker are displaced from each other in space�. Of course, if
timbre cues had been harder or easier to discern, the ob-
served spatial effects might have differed. However, the cur-
rent results show that when listeners were able to use timbre
cues but were not perfect at it, spatial differences between
target and masker influenced responses even when attention
was not spatially directed. Overall, the effects of spatial
separation were much smaller in the timbre condition than in
the other two cue conditions. To the extent that these differ-
ences in the conditional probabilities are indicative of
streaming, we conclude that the dominant contribution of
spatial cues to understanding sources in a complex scene
�with little energetic masking� comes through spatially di-
rected attention, not through improvements in auditory
streaming. As noted above, other possibilities for the depen-
dency between color and number reports could also contrib-
ute to this effect. Further experiments are necessary to de-
finitively address this question.

Recent physiological evidence suggests that spatial at-
tention can modulate midbrain sensory responses
�Winkowski and Knudsen, 2006�. This result hints that sen-
sory representations are altered by spatially directed attention
in a manner that will tend to enhance the representation of a
source at a desired location. This physiological mechanism
could account for the observed psychophysical improve-
ments in performance when listeners attended to a target at a
known location.

The current results confirm that spatial attention can be
directed toward the known location of a target, increasing the
likelihood that the desired target source is selected and
brought to the attentional foreground. Specifically, we see
that spatially directed attention causes overall performance to
improve with increasing spatial separation between target
and masker when listeners attend to location or both timbre
and location �Fig. 2�. The importance of this selective spatial

attention is greatest when space is the only acoustic feature
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that a listener can use to identify the target �e.g., the spatial
gain for masker errors is greater in the location and timbre-
and-location conditions than in the timbre condition�. When
other features also aid in source selection, spatial information
becomes wholly or partially redundant and thus less influen-
tial on performance.

It is worth noting that although having multiple cues
identifying the target �timbre and location� reduces the influ-
ence of spatial configuration on performance, both of the
redundant features contribute to the ability to report the tar-
get message �overall percent correct is generally higher for
the timbre-and-location condition than for the corresponding
single-feature conditions; see Fig. 2�. At first glance, this
result may seem at odds with visual theories that suggest that
conjunctions of features do not provide large performance
benefits �Treisman and Gelade, 1980; Wolfe and Bennett,
1997�. However, most visual studies measure the time it
takes to search for and detect a target in a complex visual
scene. In contrast, in the current study, the auditory messages
must be attended to and processed over time, so that the
main factors affecting performance are the degree to which
the target and masker are perceptually separated and how
well a listener can maintain attention on the target, not how
rapidly the target can be detected.

Among vision researchers, it has long been recognized
that objects vie for attention in a complex scene and that
top-down selection works in concert with bottom-up stimu-
lus salience to determine which object will be processed and
perceived �Desimone and Duncan, 1995; O’Craven et al.,
1999; Scholl, 2001; Serences and Yantis, 2006�. A similar
ability to selectively attend to a desired auditory stream nor-
mally enables communication in complex settings, where
there are multiple talkers vying for attention �Shinn-
Cunningham, 2008�. This may help explain why listeners
using hearing aids or wearing cochlear implants often find
communication relatively easy in one-on-one settings but
frequently experience communication difficulties or even
communication breakdown in social settings such as at a
restaurant �Gatehouse and Noble, 2004; Noble and Gate-
house, 2006; Harkins and Tucker, 2007�. In a one-on-one
conversation, there is no need to segregate the target source
from a confusing sound mixture in order to process and un-
derstand it. However, in a noisy setting, sources must be
segregated so that selective attention can be directed to
whichever object is to be processed. In general, the acoustic
cues critical for object formation �such as fine spectrotempo-
ral resolution, robust timing information in the neural re-
sponse in the auditory nerve, etc.� are degraded or absent in
the signals many impaired listeners receive. These listeners
may not be able to segregate and stream the sound mixture
properly in complex settings and therefore may not be able
to selectively attend to a desired sound source. Supporting
this view, a high percentage of hearing-aid users is dissatis-
fied with their aids �Kochkin, 2005; but see also Edwards,
2007�. Such descriptions are consistent with an inability to
selectively attend to a desired source. This realization under-
scores the importance of further studies into the roles that
various acoustic features �including location� play in both

forming auditory objects and directing auditory attention.
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VI. CONCLUSIONS

When trying to understand sources in a complex scene
�with little energetic masking�, spatial differences between
target and masker improve the ability to select the target
source from the mixture only when spatial location defines
which object is the target. However, spatial separation affects
listeners’ responses as if spatial continuity helps to form
streams even when attention is not spatially directed. The
dominant contribution of spatial cues to listening selectively
in a sound mixture comes through spatially directed atten-
tion, not through improvements in auditory streaming. Future
work is needed to further delineate the different ways in
which spatial cues affect object formation and object selec-
tion when listening in a sound mixture.
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1Note that computational models of binaural processing can predict spatial
release from masking for tasks dominated by energetic masking �e.g.,
Zurek, 1993�. However, less is known about the role of spatial cues when
informational masking limits performance �Kidd et al., 2008�. Here, we
designed our stimuli to emphasize the role of informational masking and
to de-emphasize the role of energetic masking �see also Arbogast et al.,
2002; Kidd et al., 2005b; Gallun et al., 2005; Brungart et al., 2005; Shinn-
Cunningham et al., 2005a; Ihlefeld and Shinn-Cunningham, 2008�.

2Each color-number pair and each cue word were carefully time windowed
from recordings of talker 0 in the original corpus, using a routine pro-
gramed in MATLAB 6.5 �both time-domain and short-term Fourier trans-
form representations were used to monitor the quality of the resulting
signal�. Each color is preceded by the vowel /./ from “go to.” This change
from harmonic to inharmonic structure made it fairly easy to classify the
beginning of the utterance. Similarly, each color in the CRM corpus is
followed by “now,” a syllable whose energy builds up slowly over time.
Thus, even if a small bit of /n/ was left attached to the number, the intel-
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tions, this would require considerably more data to be collected than was
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