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Abstract

Anticipatory effects mediated by epigenetic changes occur when parents modify the phenotype of their offspring bymaking epigenetic
changes in their gametes, guided by information from an environmental cue. To investigate when do anticipatory effects mediated by
epigenetic changes evolve in a fluctuating environment, I use an individual-based simulation model with explicit genetic architecture.
The model allows for the population to respond to environmental changes by evolving plasticity, bet hedging, or by tracking the envi-
ronment with genetic adaptation, in addition to the evolution of anticipatory effects. The results show that anticipatory effects evolve
when the environmental cue provides reliable information about the environment and the environment changes at intermediate rates,
provided that fitness costs of anticipatory effects are rather low. Moreover, evolution of anticipatory effects is quite robust to different
genetic architectures when reliability of the environmental cue is high. Anticipatory effects always give smaller fitness benefits than
within-generation plasticity, suggesting a possible reason for generally small observed anticipatory effects in empirical studies.
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Introduction
Some organisms are able to prime their offspring for future envi-
ronmental challenges that the offspring are likely to face. These
effects have been called anticipatory parental effects, between-
generation plasticity, induced epigenetic changes, or transgen-
erational effects in the literature [1–3]. From now on, I will use
the term anticipatory effects following [2], to focus on the pheno-
typic consequences and to remain agnostic about the molecular
mechanism responsible for the effect. The clearest examples of
anticipatory effects have been observed in plants; if parents have
encountered pathogens or herbivores, they prime their offspring
to have elevated levels of defense against pathogens [4–6] or her-
bivores [7]. Offspring can also be prepared to deal with abiotic
factors such as drought and osmotic stress [8, 9] or shading [10].
Anticipatory effects are not restricted to plants, but have been
observed in many animals as well. Particularly, there are exam-
ples of fish responding to temperature during development in
subsequent generations [11–13], water fleas developing differ-
ent morphs in response to predators [14], nematodes respond-
ing to viral infection and starvation in subsequent generations
[15–19], and fruit flies responding to diet through metabolic
changes in offspring [20]. A general principle in these examples
is that the parents experience a particular environment, and as a
result they change the phenotype of their offspring in a presum-
ably adaptive manner, priming the offspring to better cope with

this particular environmental challenge, even if the offspring have
not yet encountered this environment themselves.

Anticipatory effects require a mechanism that makes it pos-

sible, for example, for offspring to upregulate the expression of
possibly costly defense-related genes, even if they have not yet
encountered a particular pathogen. There are different mecha-

nisms that may accomplish this, such as provisioning of nutrients
or hormones to eggs, transfer of antimicrobial peptides or anti-

bodies to the offspring, or epigenetic inheritance. In some cases,
the mechanistic basis of anticipatory effects based on epigenetic
inheritance has been worked out in great detail. The specifics vary

by taxon: in the plantArabidopsis thaliana certain genes aremethy-
lated by the RNA-dependent methylation pathway as a response

to osmotic stress, and thesemethylation patterns can be inherited
via seed but not by pollen [8]. In the nematode Caenorhabditis ele-
gans environmental stress induces the production of small RNAs
that are inherited, and these RNAs subsequently direct chromatin
conformation and gene expression changes in their target genes
[16, 21]. In fruit flies epigenetic inheritance was dependent on the
polycomb repressive complex silencing machinery [20], and small
RNAs may be involved in fruit flies as well [22].

In ordinary phenotypic plasticity organisms use some sort
of environmental cue to inform developmental decisions. For
instance, changes in day length predict the change of seasons
and thus temperature. Conceptually, anticipatory effects closely
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resemble ordinary phenotypic plasticity that happens within a
generation, but the inducing environmental signal has been per-
ceived by the parent rather than the focal organism. In order for
anticipatory effects to occur, there needs to be a genetic path-
way already present that can sense, transduce, and respond to
an environmental signal, like in normal within-generation pheno-
typic plasticity. Intuitively, the evolution of the capability to use
anticipatory effects seems to be contingent on the environmental
cue having some predictive power on what the environment will
be like in the next generation.

Several previous theoretical studies have investigated the evo-
lution ofmaternal effects that are transmitted usingmodels based
on phenotypic memory, where the phenotype of the parent is
partially passed on to the offspring [23–29]. Because genes influ-
ence the phenotype of the parent and the phenotype is passed
partially to offspring, phenotypic memory can be considered a
special case of indirect genetic effects, which can then cascade
over multiple generations [25, 27]. Previous studies indicate that
the evolution of anticipatory effects is favored in fluctuating envi-
ronments [23,24,28,29]. Degree of environmental autocorrelation
and predictive accuracy of environmental cues influence whether
maternal information is used [29]. However, some models give
different results as to what has to be the timescale of environ-
mental fluctuations [30]. Moreover, the evolution of anticipatory
effects has been studied in the context of population structure,
andmoderate levels of gene flowwere found to favor the evolution
of anticipatory effects [28,29,31].

While the previous models have shed light on the condi-
tions where anticipatory effects should evolve, there are still
some uncertainties. First, it has been suggested that organisms
can use different types of strategies to adapt to environmental
changes that happen at different timescales [32]. Environmental
changes that happen within a generation should favor the evo-
lution of within-generation plasticity, slightly longer fluctuations
could favor anticipatory effects, and populations should adapt
to environmental changes over long periods of time by genetic
adaptation. Yet, the exact conditions that favor the evolution of
anticipatory effects in fluctuating environments when alterna-
tive strategies are also possible are unclear at the moment. There
could be regions of the parameter spacewhere anticipatory effects
would evolve only if investigated in isolation but not when alter-
native strategies are also possible, as they might have a higher
fitness preventing the evolution of anticipatory effects. Therefore,
it is important to investigate the evolution of anticipatory effects
in combination with alternative strategies, as done for phenotypic
plasticity by [33]. Furthermore, a recent meta-analysis found that
anticipatory effects are mostly weak [34]. Whether it is the case
that conditions for the evolution of anticipatory effects are restric-
tive such that they are rare in nature or that those taxa that live
in conditions that are favorable for the evolution of anticipatory
effects are underrepresented in studies or that anticipatory effects
are generally to be expected to be low is not known. By having
a clear picture of the conditions where anticipatory effects are
expected to evolve, empirical studies can focus on those species
that live in such environments.

Second, previous models have mainly investigated the evolu-
tion of maternal or anticipatory effects using greatly simplified
genetic architectures, either based on a few loci with restricted
allelic effects or a quantitative genetic framework, where the
assumption is that traits are determined by infinitely many small-
effect loci. While this is likely to be a reasonable assumption for
many phenotypes, there are certainly examples of large genetic
contributions of single loci to the phenotype for a number of

different traits, and if genetic architecture is based on a few large
effect loci, this can change the observed evolutionary dynamics
[35]. There could be constraints on the evolution of anticipatory
effects if, for example, mutational effects size and the number of
loci are important factors for the evolution of the genetic traits
that govern the induction of anticipatory effects.

Furthermore, while it is certainly possible that epigenetic
changes and indirect genetic effects based on phenotypicmemory
will conceptually work in a similar manner, this is not completely
clear. In the case of epigenetic inheritance, parents can pass on
information about their current environment in the form of chem-
ical modifications of DNA or associated histone proteins, and this
information about the current environment can be different than
the current phenotype of the parents.

I ask the question: in what kind of fluctuating environments do
anticipatory effects evolve? Imainly focus on investigating how do
the predictability of the environment and the frequency of envi-
ronmental fluctuations affect the evolution of anticipatory effects
and what is the effect of relaxing the assumption of infinitely
many loci of small effects. Furthermore, I investigate what effects
do costs of phenotypic plasticity and anticipatory effects have on
their evolution, and does genetic architecture constrain the evo-
lution of anticipatory effects? To answer these questions I use
an individual-based simulationmodel adapted andmodified from
[33]. In the model, each individual has a linear reaction norm that
is determined by an explicit genetic architecture with arbitrary
mutational effects. The model allows the population to evolve
either reversible phenotypic plasticity where phenotype can be
adjusted multiple times per generation, developmental plasticity
where phenotype is adjusted only once, increased developmental
variation as a type of bet-hedging strategy, or simple genetic adap-
tation to the environment by tracking the environmental optimum
by changing reaction norm intercept. Finally, the population can
also evolve epigenetic modification, allowing anticipatory effects,
where information from the parents is passed on to the offspring
that can adjust their phenotype in early development.

Methods
Simulation model
I used an individual-based Wright–Fisher model with non-
overlapping generations and random mating. The model keeps
track of explicit genetics of each individual. Phenotype is deter-
mined by multiple loci and environmental effects. Environment
changes at different rates and individuals can potentially use
an environmental cue to respond by plasticity or by anticipatory
parental effects mediated by epigenetic changes. Developmental
variation is also partially under genetic control, which makes it
possible to evolve increased variation as a bet-hedging-type strat-
egy. The model is based on a model of phenotypic plasticity used
by [33] with some modifications. The events in the model are
shown in Fig. 1.

Environmental changes
In the simulation, there are L timesteps in each generation,
amounting to a total of t= ngL timesteps, where ng is the num-
ber of generations. The number of timesteps in each generation
was set to 5. The environment, E, changes cyclically according to:

Et = sin
(
2πt

LR

)
(1)

where R is a parameter that determines how fast the environment
changes relative to generation time. Supplementary Fig. S1 shows
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Fig 1. Events in the simulation model. Each individual lives for five timesteps. In the first timestep, individuals can use epigenetic changes inherited
from their parents to modify their phenotype and pay a fitness cost of ke for this action. Epigenetic modifications are reset at the end of this step. In
the next timestep, individuals can use developmental plasticity to adjust their phenotype based on an observed environmental cue, with a fitness cost
of kd. In Timesteps 3–5, individuals can use reversible plasticity to further adjust their phenotype based on the observed cues, with a fitness of cost of
ka for each adjustment. After Timestep 5, any potential epigenetic modifications are set based on an observed environmental cue from Timestep 5.
Then, fitness is calculated for each individual, individuals produce offspring in proportion to their fitness, population regulation happens, and next
generation is formed. Then, new mutations are produced in those individuals and the cycle starts again.

how changing R affects the speed of environmental fluctuations.
Small values of R cause the environment to fluctuate fast, and
large values of R mean slow fluctuations. The values of R that
were used in the simulations were 1, 3.2, 10, 31.6, 100, 316.2, 1000,
3 162.3, and 10000. In subsequent plots, these values are plotted
as their base 10 logarithms: 0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, and 4.

There is also an environmental cue, C, that individuals can
potentially use to anticipate changes in the environment. The
distribution of the cue is Gaussian: Ct ∼ N(EtP,(1− P)/3), where
P is a parameter that determines the predictability of the envi-
ronment. When P=1 the cue predicts the environment perfectly,
and when P=0, cue is randomly distributed around 0 with stan-
dard deviation of 1

3 . Simulations were run for values of P from 0
to 1 at 0.1 intervals. While the environment changes in a deter-
ministic manner, the environment is not necessarily predictable
from the point of view of the organism as the environmental cue
that the organisms observe has randomness built in. Furthermore,
the offspring do not necessarily experience the same environ-
ment as their parents did if the rate of environmental change is
moderate relative to generation time. [33] also tried other func-
tions for E than a sine wave and observed that similar results
were obtained, as the ability to predict the environment based
on the cue is more important than the form of fluctuations that
E has.

Genetics, development, and phenotype
Individuals’ phenotype, Z, is determined as in a standard quanti-
tative genetic model, but with explicit loci. As the model allows

for plasticity, the phenotype for individual i at time point t is
determined by a linear reaction norm

Zi,t = Ga,i +Gb,iCt + ϵi, (2)

where Ga is the genotypic value for the intercept, Gb is the geno-
typic value for the slope by which an individual changes its phe-
notype as a reaction to the environmental cue, and ϵ which is
a random developmental variation in the phenotype. The ran-
dom variation in development is distributed as ϵ∼ N(0,σR), where
σR = σE +Gh,i and σE is the environmental component of random
variation and Gh the genotypic component of random develop-
mental variation. Thus, the amount of random developmental
variation can potentially evolve. There are la loci that determine
the intercept, lb loci that determine the slope, ld loci that deter-
mine the probability of plastic adjustment of the phenotype, lh
loci that determine the genotypic component of random devel-
opmental variation, and le loci that determine the probability of
epigenetic modification of slope loci. Genotypic values are always
the sum of individual allelic effects for each locus, for example
Ga,i =Σla

n=1αa,n. However, genotypic values for adjustment prob-
ability, Gd, and probability of epigenetic modification, Ge, were
restricted between 0 and 1. The genotypic values for random
developmental variation, Gh, were restricted to between 0 and 3.
Restricted genotypic values were adjusted by setting values of
G<0 to 0 and G>1 to 1. The underlying allelic effects could evolve
freely andwere not restricted—thismeans that a population could
evolve a robust probability of either 0 or 1, which seems biologi-
cally reasonable for probabilities. For Gh the limit was placed so
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that biologically completely unrealistic values could not evolve,
and I never observed values close to the upper limit in the sim-
ulations. There were no nonadditive allelic effects. The number
of loci for each category was set to 10 unless otherwise stated. At
the start of the simulation, a genetic map was randomly gener-
ated, with all loci distributed randomly and uniformly across nc
linkage groups (chromosomes).

Individuals live for five timesteps (stages): during the first stage
an individual has a chance to adjust its phenotype based on epi-
genetic modifications received from parents, but it cannot yet use
environmental cues on its own. The anticipatory effect G∗

bCt−1 is
calculated over slope loci if they are epigenetically modified; G∗

b

denotes an epigenetic slope effect. The phenotype of an individ-
ual that uses epigenetic information in its first life stage is Zi,t =

Ga,i +G∗
b,iCt−1 + ϵi. Modified alleles incorporate the allelic effect of

slope and the cue experienced by the parents in Timestep t−1.
In other words, modified alleles store in cue information experi-
enced by the parents in the previous timestep. For an individual
that has no epigenetic modifications the phenotype at first life
stage is Zi,t = Ga,i + ϵi. In the second life stage, individuals can use
developmental plasticity according to Equation (2). In the third,
fourth, and fifth life stages, individuals can use reversible plastic-
ity to adjust their phenotype based on environmental cues with
a probability of Gd at each step, so individuals phenotype follows
Equation (2) if it adjusts and Zi,t = Ga,i + ϵi if it does not. In the
fifth and final life stage, individuals epigenetically modify all of
their slope alleles with a probability of Ge. For each slope allele
two values are stored: its allelic effect and epigenetic modifica-
tion. If an individual modifies its alleles epigenetically it modifies
all of them, setting the epigenetic modification to the value of Ct.
Then, events of the model—reproduction and mutation—happen
as in Fig. 1. Then in the next generation at first life stage individu-
als have a chance to use the stored epigenetic information, which
will be from Time Point Ct−1, as explained above.

Fitness and selection
Fitness for each individual over its entire life span is calculated
as the sum of phenotypic deviations from the environmental
optimum at each life stage:

Wi = exp

(
−τ

L∑
t=1

|Et −Zi,t|
)
− neke − ndkd − naka, (3)

where τ is a parameter for intensity of selection which was set to
0.25, ke is the fitness cost of adjusting the phenotype using epige-
neticmodifications, ne ∈ {0,1} is the number of such adjustments,
kd is the fitness cost for adjusting the phenotype by developmen-
tal plasticity, nd ∈ {0,1} is the number of such adjustments, ka is
the fitness cost for adjusting the phenotype by reversible pheno-
typic plasticity, and na ∈ {0,1,2,3} is the number of such adjust-
ments. Any negative values for fitness due to costs of phenotypic
plasticity were set to 0.

Reproduction and population regulation
The number of offspring produced by individual i is drawn from a
Poisson distribution with mean of WiNR, where NR is the number
of offspring produced on average by a perfectly adapted indi-
vidual (that has a relative fitness of 1). Since individuals are
hermaphrodites that cannot self, offspring are generated for Indi-
vidual i so that for each offspring the other parent is picked ran-
domlywith replacement from the populationweighted by their fit-
ness. Thus, fitness affects how many offspring an individual pro-
duces and the probability to participate in matings. Gametes are

produced bymeiosis, and the number of crossovers for each pair of
homologous chromosomes has a distribution of nxo ∼ Pois(λ)+ 1,
so that the minimum number of crossovers is always 1. The λ

parameter was set to 0.56, which corresponds to 1.56 crossovers
for each pair of homologous chromosomes in meiosis. This is the
number of chiasmata per chromosome pair that on average is
observed across eukaryotes [36]. Crossover positions are drawn
from a uniform distribution along the chromosome, with no inter-
ference. If and only if the total number of offspring produced by
all individuals was larger than the population carrying capacity, K,
then offspringwere removed randomly until K offspring remained.
Generally carrying capacity was reached in the simulations. Pre-
liminary tests were also done with a different method of density
regulation, where fitness affects the probability that individuals
get to reproduce and then how many individuals they produce
according to a logistic growthmodel. Method of density regulation
had no significant effect on the results.

Mutation
After the next generation of individuals has been produced, muta-
tions are generated. Each locus has a per-locus mutation rate, µ.
Since there are 2Nl alleles in a population, the mean number of
mutations per generation is 2Nlµ. Each mutation generates a new
allele, and the allelic effect is drawn from a Gaussian distribu-
tion, α∼ N(0,σα). Standard deviation of mutational effects, σα,
was set to 1. Mutational variance, which describes how much
genetic variation is contributed by mutation in each generation,
can be calculated as σ2

m = 2µlσ2
α, and mutational heritability can

be calculated by standardizing mutational variance with environ-
mental variance, h2m = σ2

m/σ
2
E [37]. Substituting values used in the

simulation to these equations leads to a mutational heritability
of 0.2 for the reaction norm intercept or slope. This value is one
to two orders of magnitude higher than typical mutational her-
itabilities that have been measured experimentally [37–39], pre-
sumably because per locus mutation rate used in the simulation,
µ= 10−4, is much higher than realistic mutation rates. However,
these values of mutational parameters were used because of the
relatively small population sizes that could be used in the simula-
tion without extending the computational time beyond feasibility.
Increased mutation rate may cause the simulations to reach an
evolutionary optimum faster than would naturally happen, but
this is not certain as population size in the simulations is much
lower than in natural populations. Furthermore, mutation rates
that are relevant for adaptation also depend on mutational target
sizes, which are difficult to estimate. A largemutational target will
cause the per-locus mutation rate to be much higher than the per-
base-pair rate. Robustness of the results to mutation rates will be
examined below.

Simulations and data analysis
Simulations were written in R [40]. Replicate simulations were run
in parallel on a computer supercluster utilizing the “snow” pack-
age. To examine in which conditions anticipatory effects evolve,
I ran 100 replicate simulations for each combination of R and P.
Costs of plasticity were set to kd = ke = 0.02 and ka = 0.01, which
correspond to values used by [33] for the costs of developmental
and reversible plasticity. Each replicate simulation lasted for 3000
generations. After these simulations, it was clear that 3000 gen-
erations was more than enough for the populations to adapt, so
in subsequent simulations 1500 generations were used to reduce
computational time. The simulationswere initialized so that there
was no genetic variation present at the start. Each simulation
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Table 1. Parameters used in the simulation model.

Parameter Explanation Value

L Number of timesteps in each generation 5
ng Number of generations 3000 or 1500
R Parameter determining rate of environ-

mental change relative to generation
time

Varied

P Predictability of the environment Varied
σE Standard deviation of random environmen-

tal variation
0.1

la Number of loci for intercept effect 10
lb Number of loci for slope effect 10
ld Number of loci for probability of plastic

adjustment
10

le Number of loci for probability of epigenetic
modification

10

lh Number of loci for genetic component of
developmental variation

10

nc Number of linkage groups 5
τ Intensity of selection 0.25
ke Fitness cost of phenotypic adjustment by

epigenetics
Varied

kd Fitness cost of developmental plasticity Varied
ka Fitness cost of reversible plasticity Varied
NR Mean number of offspring produced by an

individual
5

K Population carrying capacity 5000
nxo Mean number of crossovers between

homologous chromosomes
1.56

µ Mutation rate per locus per generation 10−4

σα Standard deviation of mutational effects 1

started with 2000 individuals. Results were reported as the values
of the different variables at the end of the simulation. All simu-
lation parameters are shown in Table 1. Then I tested how costs
of plasticity affect the evolutionary outcomes. I ran simulations
where there were no costs of phenotypic plasticity or anticipa-
tory effects kd = ke = ka = 0 and simulations where the costs were
twice as high as in the original simulations kd = ke = 0.04 and
ka = 0.02.

Sensitivity analysis
To examine if the results were robust to different genetic archi-
tectures, I ran a sensitivity analysis of the simulation. Hundred
replicate simulations for each parameter combination of P and
R were run. For each replicate, random values were drawn for
parameters σE, number of different loci, linkage groups, muta-
tion rate, and σα. Costs of plasticity were kd = ke = 0.02 and ka =
0.01. Other parameters were the same as in previous simula-
tions (Table 1). Values were drawn from the following uniform
distributions: σE ∼ U(0.01,0.5), µ∼ U(10−6,10−3), σα ∼ U(0.01,2);
number of loci was randomly selected from [4,25] and was the
same for each type of loci, and number of linkage groups was
selected from [1,10]. Loci were distributed evenly across the link-
age groups, and the remainder was always assigned to linkage
group 1.

Results
Phenotypic plasticity
When costs of plasticity were ke = kd = 0.02 and ka = 0.01, some
sort of plasticity consistently evolved when the parameter-
determining rate of environmental change, R, was less than 100

(log10 R< 2) and environmental predictability, P, was 0.3 or greater
(Fig. 2). Reversible plasticity (Supplementary Fig. S2) evolves
when rate of environmental change is fast, that is when R is
10 (log10 R= 1) or smaller. Higher values of R favored the evo-
lution of developmental plasticity (Supplementary Fig. S3), thus
when environmental change is slow enough the costs of reversible
plasticity outweigh its fitness benefits. Developmental plasticity
evolved in some replicates when R was 100 (log10 R= 2) and pre-
dictability was high, but slower environmental change did no
longer favor the evolution of plasticity. Instead the population
tracked themoving environmental optimumby changing the reac-
tion norm intercept (Supplementary Fig. S4). When environmental
change was unpredictable (P<0.3) and fast (R=1, log10 R= 0),
the reaction norm of the population remained flat with an inter-
cept of 0 (Fig. 2). This represents a conservative strategy where
individuals are just tolerating environmental changes. However,
when environmental changes were slower (R=10, log10 R= 1)
but still unpredictable, the population evolved increased devel-
opmental variation (Supplementary Fig. S5). This represents a
bet-hedging strategy where individuals benefit from producing
offspring with different phenotypes in order for some of them
to be adapted to the unpredictable environment. Overall, the
results regarding plasticity are very similar as those obtained by
[33], despite some differences in the genetic architecture of the
traits. Here, the conditions favoring the evolution of a diversify-
ing bet-hedging strategy are more restrictive than in [33], but in
their model it was possible to evolve a phenotype that produced
two distinct morphs, rather than only increased developmental
variation.

Anticipatory effects
Anticipatory effects mediated by epigenetic changes evolved con-
sistently when the environment did not change too fast or too
slow, 1< R< 100 (0< log10 R< 2), and environmental predictabil-
ity was 0.4 or larger (Fig. 2). Very fast environmental changes do
not favor the evolution of anticipatory effects, because the envi-
ronment can change between when the effects are induced in
the parents and when offspring develop. Very slow environmental
changes also do not favor anticipatory effects as the fitness costs
of anticipatory effects do not outweigh their benefits. Finally, the
environment has to be rather predictable, which is understand-
able, since not being able to predict what the offspring environ-
ment will be can result in maladaptive anticipatory effects. Antic-
ipatory effects evolved together with either reversible plasticity
(Supplementary Fig. S6) when 3.2≤ R≤ 10 (0.5≤ log10 R≤ 1), or
together with developmental plasticity (Supplementary Fig. S7)
when 10≤ R≤ 32 (1≤ log10 R≤ 1.5).

The probability of individuals using epigenetic modifications
to mediate anticipatory effects was highest when environmen-
tal predictability was more than 0.5 and when 10≤ R< 100 (1≤
log10 R< 2) (Fig. 3). Lower values of P and R gave slightly lower
probabilities of epigenetic modification, until their epigenetic
modification no longer happened.

Anticipatory effects increased the final mean fitness of indi-
viduals within a population. In the simulation, fitness is defined
as how close individual’s phenotype is to the environmental opti-
mum, and as the environment changes populationmean in fitness
can change or oscillate. Therefore, I used the geometric mean
of the last 500 generations of mean fitness. For example, when
R=31.6 (log10 R= 1.5) and P=0.8, the 95% quantiles for geomet-
ric mean fitness for the last 500 generations in the simulation
was 0.72 [0.6,0.74] for simulations where evolution of anticipatory
effects was impossible, that is there were no loci that coded for
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Fig 2. Simulation results for ke = kd = 0.02 and ka = 0.01. For each small panel, the environmental cue is on the x-axis and phenotype on the y-axis.
Each reaction norm is the population mean for one replicate simulation, and 100 replicates were performed for each combination of P and R. Red color
shows reaction norms, where the population evolved reversible plasticity (Gb > 0.1 or Gb < −0.1, and Gd > 0.1). Orange color shows reaction norms
where reversible and anticipatory effects evolved (in addition Ge > 0.1), blue color indicates that only developmental plasticity evolved (Gb > 0.1 or
Gb < −0.1, and Gd ≤ 0.1), purple color indicates that both developmental plasticity and anticipatory effects evolved (in addition Ge > 0.1), green color
indicates that increased developmental variation evolved (Gh > 0.1), and black color indicates that there was no major change in reaction norm slope
(−0.1 ≤ Gb ≤ 0.1). Note the logarithmic scale for R.

epigenetic modification, and 0.76 [0.6,0.77] for a simulation where
anticipatory effects could freely evolve. This difference means a
relative fitness of 1.05 in favor of anticipatory effects, which is
more than enough to drive their evolution.

Costs of plasticity and anticipatory effects
Fitness costs of plasticity had a large effect on what strategy the
population evolved in a particular environment. When fitness
costs were assumed to be zero, reversible phenotypic plastic-
ity with anticipatory effects was very common throughout the
parameter space (Fig. 4A). Clearly if there is no cost of anticipa-
tory effects or plasticity, they should be very common, even if
environmental cues predict the environment poorly. In Fig. 4A
there is a strip at R=316.2 (log10 R= 2.5) where no anticipatory
effects evolve but they seem to evolve at higher values of R. This
can actually be explained by dynamic alternation of plasticity
and genetic assimilation. When R>100 (log10 R> 2) and P>0.3
the environment changes slowly, so that the population tracks
the environment mainly by genetic adaptation. However, when
there are no costs of plasticity, the population evolves transient
plasticity and anticipatory effects during those periods that the
environment is moving to one direction. Then when the environ-
mental change slows, the slope of the reaction norms evolves
toward zero, only to depart from zero again when the environ-
ment starts moving again (Supplementary Fig. S8). These types of
dynamics have been observed before in models of plasticity and
maternal effects, where there is an extraordinary environmental
change that the population has to adapt to [25, 41]. Plastic and

anticipatory effects help speed up adaptation. So this region of
parameter space is characterized by transient anticipatory effects
and genetic assimilation. Evolutionary changes tend to happen
in reaction norm slope; the probability of epigenetic modifica-
tion changes occasionally, but evolves to moderate or high value.
The fitness benefits of these transient changes in plasticity are
small, as any costs of plasticity prevented this type of dynamic
from occurring (Fig. 4). The strip at R=316.2 (log10 R= 2.5) is
due to environmental fluctuation being in a phase where genetic
assimilation has happened and slope is zero in these populations
(Supplementary Fig. S8A).

However, there was a region of parameter space where antic-
ipatory effects did not evolve even without costs. If P=0 antic-
ipatory effects did not evolve, or if R≥ 100 (log10 R≥ 2) and P≤
0.3 no plasticity or anticipatory effects evolved (Fig. 4A). In this
region of parameter space, anticipatory effects are likely to be
either neutral or possibly deleterious as preparing offspring to a
wrong environment can be maladaptive. Increasing fitness costs
of plasticity and epigenetic modification reduces the range where
anticipatory effects evolve (Fig. 4B) and when both plasticity and
epigenetic modification have high enough costs, only reversible or
developmental plasticity evolves (Fig. 4C).

Influence of genetic architecture
To test whether the results were robust to genetic architecture
of the phenotype, I ran a sensitivity analysis where parame-
ters describing the genetic architecture of the population were
randomly selected. The results of sensitivity analysis show
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Fig 3. Heat map for mean probability of epigenetic modification from 100 replicate simulations with each combination of P and R. Costs of plasticity
were ke = kd = 0.02 and ka = 0.01.

Fig 4. Simulation results with different costs for phenotypic plasticity and anticipatory effects. For each parameter combination of P and R, 100
replicate simulations are represented as colored tiles, with colors corresponding to different strategies evolved in that replicate. Costs are
(A) ke = kd = ka = 0, (B) ke = kd = 0.02 and ka = 0.01, (C) ke = kd = 0.04 and ka = 0.02.

that genetic architecture does influence the outcome of the
simulations, but similar broad patterns are still recovered as with
the initial simulations (Fig. 5). Anticipatory effects do evolve, but
now higher environmental predictability is generally required,
P≥ 0.6. Moreover, anticipatory effects now do not evolve as cer-
tainly as in the original simulation even if plasticity evolves when
3.2≤ R≤ 31.6 (0.5≤ log10 R≤ 1.5) (Fig. 5). Since the fitness benefits
of anticipatory effects are smaller than within-generation plas-
ticity, sometimes genetic architecture does not allow fine-tuning

of the anticipatory effects, which is seen especially in lower val-
ues of environmental predictability where lower probability of
epigenetic modification evolves (Fig. 3). In some cases the popu-
lation goes extinct because there is not enough genetic variation
for adaptation, but this was not common as only 51 extinction
events were observed, which is 0.5% of the total simulations. In
the sensitivity analyses, the parameter space where increased
developmental variation or a bet-hedging-type strategy could
evolve was actually larger than in the original simulations. If the
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Fig 5. Sensitivity of results to genetic architecture. Hundred replicate simulations were run for each combination of R and P, where parameter values
for the random environmental effects, number of loci, number of chromosomes, mutation rate, and mutational effects were drawn randomly. Costs of
plasticity were ke = kd = 0.02 and ka = 0.01. Colored tiles show which strategy evolved in the population or if it went extinct.

environmental component of randomvariationwas small orwhen
other strategies weremore restricted, there wasmore opportunity
to sometimes evolve increased developmental variation (Fig. 5).

To investigate further the influence of specific parameters of
genetic architecture on the evolution of anticipatory effects, I ran
simulations changing the number of loci that were responsible
for the phenotypic traits or the standard deviation of mutational
effects. The number of loci had the strongest effect on the evo-
lution of reversible plasticity. When the slope of the reaction
norm and probability of adjustment were both determined by
only one locus, evolution of reversible plasticity was prevented
in an environment that completed its cycle in every generation,
R=1 (log10 R= 0). Anticipatory effects evolved when P≥ 0.6 and
R≥ 3.2 (log10 R≥ 0.5) (Fig. 6). Moreover, increased developmen-
tal variability evolved when environmental predictability was low,
P≤ 0.1, and rate of environmental change was intermediate, 10≤
R≥ 32 (1≤ log10 R≥ 1.5). When the number of loci was increased
to 5, reversible plasticity evolved also in environments that fluc-
tuated every generation (Fig. 6B). Further increasing the number
of loci to 20 allowed reversible plasticity to evolve in more unpre-
dictable environments (Fig. 6C). Increasing the number of loci did
allow anticipatory effects to evolve when P=0.5 in cases where
developmental plasticity had evolved. In general, the number
of loci had only small effect on the evolution of anticipatory
effects.

Next I investigated the role of mutational effects in the evo-

lution of anticipatory effects. I ran simulations with different
standard deviation for mutational effects. When σα = 0.01 no
plasticity of any kind evolved (Fig. 6D). When this was increased to
σα = 0.1, anticipatory effects did evolve when P≥ 0.6 and R≥ 3.2
(log10 R≥ 0.5) (Fig. 6E). However, no reversible plasticity evolved
in simulation when R=1 (log10 R= 0). The reason plasticity did
not evolve in these conditions was that rate of evolution was too
slow relative to the rate of environmental change due to the small

mutational effects. When σα = 0.01 and R is small there is no evo-
lution of plasticity (Supplementary Fig. S9A), but when R is large,
R=3162.3 (log10 R= 3.5), so that the population evolves a strat-
egy to track the environmental optimum by genetic adaptation,
there is enough time to reach a stable state for the genotypic val-
ues of the intercept (Supplementary Fig. S9B). Therefore, it is not
the case that there is no time to reach equilibrium during the 1500
generations, but that selection pressure changes too fast relative
to the slow rate of evolution that would be enough time for the
small effects to build up. This is also seen for σα = 0.1, but in
less extreme form, as only R=1 (log10 R= 0) is too fast to prevent
adaptation (Supplementary Fig. S9C), while R=3.2 (log10 R= 0.5)
already allows stable states to be reached (Supplementary Fig.
S9D). Furthermore, increased developmental variation evolved in
up to P≤ 0.3 and 3.2≤ R≥ 32 (0.5≤ log10 R≥ 1.5) (Fig. 6E), which
represents a much larger parameter space than with larger muta-
tional effects (Fig. 6F). When mutational effects were double the
default value, σα = 2, reversible plasticity evolved as normal,
and anticipatory effects evolved also when predictability of the
environment was slightly lower, P=0.5 in cases where develop-
mental plasticity had evolved. In the case where anticipatory
effects did not evolve, substituting the parameter values used in
the simulation gives a mutational variance of σ2

m = 2µlσ2
α = 2×

10−7 and mutational heritability of h2m = σ2
m/σ

2
E = 2× 10−5. These

values are orders of magnitude lower than the values observed
empirically for many phenotypic traits. In summary, anticipatory
effects evolved unless mutational effects were very small, and it
seems that genetic architecture is unlikely to completely prevent
evolution of anticipatory effects if they are ecologically favored.

Discussion
The results reported here largely agree with previous modeling
results concerning maternal effects in phenotypic memory type
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Fig 6. Effects of number of loci (A–C) and standard deviation of mutational effects (D–F). Hundred replicate simulations were run for each
combination of R and P, but only those values of R were used where I had previously observed the evolution of plasticity when plasticity had a cost.
Cost of plasticity were ke = kd = 0.02 and ka = 0.01. Colored tiles show which strategy evolved in the population. (A) la = lb = ld = le = lh = 1,
(B) la = lb = ld = le = lh = 5, (C) la = lb = ld = le = lh = 20, (D) σα = 0.01, (E) σα = 0.1, (F) σα = 2.

of models, in that anticipatory effects can evolve as long as envi-
ronmental cues can predict the environment of the offspring to
some degree [25,27–29,42]. The predictive power of environmen-
tal cues does not have to be perfect as anticipatory effects still
evolved when environmental predictability was rather low. The
costs of anticipatory effects influence the threshold of minimum
predictability, since when there were no costs for any type of
plasticity, anticipatory effects evolved even with minimal pre-
dictability. As usefulness of environmental cues in predicting the

offspring environment decreases, less and less fitness benefit can
be gained from anticipatory effects, and therefore only such antic-
ipatory effects that have very low costs or no costs at all can evolve
in rather unpredictable environments. Only a predictability of zero
meant that there was no evolution of any kind of anticipatory
effects.

Anticipatory effects evolved only when frequency of envi-
ronmental fluctuations was slow enough that cues perceived
by the parents still meant something when the offspring were
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developing, but fast enough there could be differences between
the parent and offspring environments. So, if environmental
change was slow enough, there is little point in paying the poten-
tial costs of anticipatory effects if the fitness benefit gained from
such an effect is small. In contrast to intermediate fluctuation fre-
quencies favoring anticipatory effects, in certain models pheno-
typicmemory is favored in very fast fluctuations [23, 24]. However,
this can be explained regarding how these models were defined;
in [23] and [24] the environment fluctuated between two discrete
states. Thus, it makes sense that faster fluctuations might favor
anticipatory effects in thesemodels. Othermodels of environmen-
tal epigenetic induction have substituted temporal environmental
fluctuations for spatial heterogeneity in the environment, and
if one considers temporal and spatial variation as analogous, at
least qualitatively similar results emerge that migration between
populations has to be moderate for anticipatory effects to evolve
[31].

The evolution of anticipatory effects is obviously dependent
on the magnitude of the fitness benefit they give relative to their
costs. In the simulation when anticipatory effects had high costs,
ke = 0.04, the evolution of anticipatory effects was completely pre-
vented. Understandably so, as in this model anticipatory effects
gave only amoderate fitness benefit overall andwithin-generation
plasticity was much more beneficial. This phenomenon has also
been observed by [27], as using direct information about the cur-
rent environment is always going to be better than using incom-
plete information about future environment. Therefore, in real
populations one could expect anticipatory effects to be smaller
in magnitude or rarer than within-generation plastic effects; this
smaller fitness benefit possibly explains why anticipatory effects
seem to be generally weak [34]. Most theory about the evolution
of plasticity in general assumes that there are some costs of plas-
ticity [43]. However, while some studies have detected costs of
plasticity [44, 45], in general costs of plasticity have been noto-
riously difficult to document in nature and we have a poor idea if
we expect costs of anticipatory effects to be generally the same or
somehow different. As fitness benefits of anticipatory effects are
smaller than for within-generation plasticity, it may be that costs
of anticipatory effects are an important component limiting their
evolution.

Certain organisms seem to exhibit a lot of anticipatory effects,
such as nematodes [46]. This may reflect an experimental bias,
as many people are studying these model organisms. However,
another explanation is that there is something in their ecology
that favors the evolution of anticipatory effects. Environments
change at different rates from the perspective of different organ-
isms since generation times can be vastly different. What are
fast environment changes for long-lived multicellular organisms
can be rather slow changes from the perspective of unicellular
microbes. It may be, perhaps somewhat counterintuitively, that
anticipatory effects can be more common in smaller organisms
that are short-lived. Moreover, the implication also is that organ-
isms which have a long period between zygote formation and
emergence of live offspring, such asmammals with long gestation
periods, are expected to have less anticipatory effects than organ-
isms where there is a shorter time between zygote formation and
emergence. The longer the time between setting the epigenetic
marks in gametes and offspring birth, the smaller the correlation
between the environment of the offspring and the environment
of the parent. In plants it is known that anticipatory effects are
sometimes transmitted through seed but not by pollen [8, 47],
presumably because pollen can disperse over much longer dis-
tances, diminishing the correlation between parent and offspring

environment. Unequal resetting of epigenetic marks in male and
female gametes should apply as well to species where the time
of gamete production and the time of fertilization are decoupled,
such as certain insects, reptiles, and birds that are capable of
storing sperm for long periods of time [48, 49].

Another important ecological question is how predictable real
environments are from the perspective of organisms. Are there
environmental cues that organisms can potentially use to pre-
dict future environments? The most obvious cues are related to
changes in day length which does reliably predict seasons in high
and low latitudes. Many environmental variables can also func-
tion as cues themselves, such as temperature. For example, high
temperatures today can predict that temperature will also be high
in the short term. Furthermore, there are some indications that
many environmental variables are autocorrelated in nature [50]
and that this autocorrelation often tends to be positive [51, 52],
meaning that temporally close observations tend to be similar.
Moreover, there seem to be differences in terrestrial and marine
ecosystems; autocorrelation in terrestrial systems seems to be
closer to zero, whilemarine ecosystems tend to havemore positive
autocorrelations [51, 52]. It will be interesting to see if anticipatory
effects are more prevalent in marine organisms. Nevertheless,
environments in nature tend to be at least somewhat autocor-
related, so there should be some opportunity for evolution of
anticipatory effects.

In some empirical studies of epigenetically mediated antici-
patory effects, the effects induced by the environment last for
several generations. This has been particularly observed in nema-
todes [46]. The question remains whether thesemultigenerational
effects are adaptive in nature or rather a consequence of some
developmental constraint? In the model used in this study, it is
difficult to see how multigenerational effects could be adaptive,
as this would require the environment of the grandparents to pre-
dict the environment of the offspring better than the environment
of their parents. In the model, epigenetic modifications were reset
at every generation, but relaxing this assumption would likely not
change the results, as it makes sense for the parents to overwrite
any previous epigenetic marks using the current environmental
cue to maximize the correlation between their environment and
the offspring environment. This assumption of course depends on
the mechanistic details on how the epigenetic modification sys-
tem works, and if there is asymmetry in the way the epigenetic
mark can influence the phenotype this could potentially change
the results. For example, if the epigenetic change induces some
antipredator defenses and predation risk remains elevated for sev-
eral generations even in the absence of the initial environmental
cue about predator presence, then multigenerational effects that
maintain antipredator defenses for several generations could be
adaptive. A model investigating the incomplete resetting of epi-
genetic marks found that incomplete resetting was favored when
the environment changed infrequently and environmental cues
were unreliable [53]. In the model studied here, costs of anticipa-
tory effects generally prevented their evolution in these kinds of
conditions. Therefore, it seems that multigenerational effects will
be dependent on very specific ecological conditions and are more
likely to occur in organisms with very short generation times.

Conclusions
Simulations with a genetically explicit model generally support
many of the results obtained previously: anticipatory effects can
evolve when the environment changes at moderate speeds rel-
ative to generation time, and there is some environmental cue
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that can be used to predict the environment. However, if antic-
ipatory effects have fitness costs, these costs limit their evolution
only to situations where environmental cues are reliable. If fit-
ness costs are very low, anticipatory effects also help genetic
adaptation to large environmental changes, in a manner simi-
lar to within-generation plasticity and maternal effects. In terms
of novel results, this model shows that the evolution of antici-
patory effects is quite robust to different genetic architectures,
although genetic architecture can cause the need for environmen-
tal cues to be very reliable. Unless mutational effects were very
small, anticipatory effects could readily evolve. In order to test
assumptions of the model, future empirical studies could bene-
fit from characterizing the predictability of environmental cues
or the autocorrelation structure of the environmental variable
that induces the possible anticipatory effects. The fitness costs
of anticipatory effects remain another puzzle. It has been diffi-
cult to determine fitness costs of within-generation plasticity, so
getting estimates of costs of anticipatory effects will undoubtedly
be challenging. The model presented here could be tested exper-
imentally by evolving eukaryotic microbes in environments that
fluctuate at different frequencies and investigating whether the
populations evolve plastic or anticipatory responses mediated by
epigenetic changes.
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