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Abstract

Background: Internet provides different tools for communicating with patients, such as social 

media (e.g., Twitter) and email platforms. These platforms provided new data sources to shed 

lights on patient experiences with health care and improve our understanding of patient-provider 

communication. Several existing topic modeling and document clustering methods have been 

adapted to analyze these new free-text data automatically. However, both tweets and emails 

are often composed of short texts; and existing topic modeling and clustering approaches have 

suboptimal performance on these short texts. Moreover, research over health-related short texts 

using these methods has become difficult to reproduce and benchmark, partially due to the absence 
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of a detailed comparison of state-of-the-art topic modeling and clustering methods on these short 

texts.

Methods: We trained eight state-of- the-art topic modeling and clustering algorithms on short 

texts from two health-related datasets (tweets and emails): Latent Semantic Indexing (LSI), Latent 

Dirichlet Allocation (LDA), LDA with Gibbs Sampling (GibbsLDA), Online LDA, Biterm Model 

(BTM), Online Twitter LDA, and Gibbs Sampling for Dirichlet Multinomial Mixture (GSDMM), 

as well as the k-means clustering algorithm with two different feature representations: TF-IDF 

and Doc2Vec. We used cluster validity indices to evaluate the performance of topic modeling 

and clustering: two internal indices (i.e. assessing the goodness of a clustering structure without 

external information) and five external indices (i.e. comparing the results of a cluster analysis to an 

externally known provided class labels).

Results: In overall, for number of clusters (k) from 2 to 50, Online Twitter LDA and GSDMM 

achieved the best performance in terms of internal indices, while LSI and k-means with TF-IDF 

had the highest external indices. Also, of all tweets (N=286,971; HPV represents 94.6% of tweets 

and lynch syndrome represents 5.4%), for k = 2, most of the methods could respect this initial 

clustering distribution. However, we found model performance varies with the source of data and 

hyper-parameters such as the number of topics and the number of iterations used to train the 

models. We also conducted an error analysis using the Hamming loss metric, for which the poorest 

value was obtained by GSDMM on both datasets.

Conclusions: Researchers hoping to group or classify health related short-text data can expect 

to select the most suitable topic modeling and clustering methods for their specific research 

questions. Therefore, we presented a comparison of the most common used topic modeling and 

clustering algorithms over two health-related, short-text datasets using both internal and external 

clustering validation indices. Internal indices suggested Online Twitter LDA and GSDMM as the 

best, while external indices suggested LSI and k-means with TF-IDF as the best. In summary, our 

work suggested researchers can improve their analysis of model performance by using a variety of 

metrics, since there is not a single best metric.

Keywords

Topic modeling; Clustering; Internal cluster indices; External cluster indices; Natural language 
processing

1 Introduction

Several social networking and microblog platforms have emerged exponentially in the last 

decade. Social networks such as Twitter enable users to interact with each other and share 

information on a wide range of different topics. Twitter is one of the most popular social 

media platforms intersecting all types of contents, including health-related texts. Twitter 

enables users to write short messages, called “tweets”, composed of 280 characters (140 

characters before September 2017). Tweets are often adopted to share opinions, feelings, 

thoughts, and personal activities. With over 500 million tweets posted each day, Twitter 

has become a very valuable data resource to get real-world insights. In healthcare domain, 

Twitter has also been adopted by users to share their personal health status, their experience 

with the care and treatment options with other users with similar conditions/diseases 
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and symptoms as well as more broadly sharing and seeking health information of their 

interest, attracting the attention of clinical and biomedical researchers with the ultimate 

goal to improve patients’ outcomes [130,40,154,139]. There have been various existing 

studies that demonstrated the use of Twitter as a low-cost data source for public health 

surveillance [138,108], such as for influenza vaccination [61], mental health [32,155], 

human papillomavirus (HPV) vaccination [153], tobacco [99,31], opioid [83], public mood 

[104], suicide [23], etc.

Furthermore, email is becoming popular in health care to establish and improve interactions 

between patients and healthcare professionals [36]. Emails allow patients to participate 

more actively in their health care, which can improve the quality and accessibility of 

health services [20,18]. Indeed, patient-physician email communication has been addressed 

in various studies [13], such as for detection of depression [137], rural family health 

practice [27], multiple sclerosis [51], disease prevention [126], coordination of healthcare 

appointments [18], communication between healthcare professionals [106], among others. 

Several of these studies found positive effects in the use of emails such as the improvement 

of clinic efficiency and cost-effectiveness [39,48,27].

As a result, Twitter and emails have created a vast amount of short texts. Several natural 

language processing (NLP) methods, such as topic modeling and clustering, have been 

adopted to digest and assess these short texts, allowing us to infer patients’ interests, 

track new health-related stories, and identify emerging health topics. Clustering seeks 

to split documents into a certain number of groups based on a similarity metric. Topic 

modeling seeks to discover latent topics that describe the collection of documents. A topic 

represents a group of words that frequently occur together. There are numerous works 

that have used classic clustering methods (e.g., k-means) on short texts such as tweets 

[120,86,90,148]. Diverse topic modeling methods also have been proposed to analyze 

short texts from different fields. Two of the most popular methods are the latent dirichlet 

allocation (LDA) [22] and latent semantic indexing (LSI) [56]. There exist various LDA-

based techniques applied to text from various domains, including biomedicine [67]. Also, 

several recent approaches have adopted the Dirichlet Mixture Model for short text clustering 

[149,150,75]. Despite the abundance of NLP techniques available in the literature, there are 

several challenges when analyzing tweets [10]: significant noise and inconsistent tweeting 

behaviours of user prevent researchers from leveraging the full potential information carried 

in tweets.

Moreover, health research using Twitter and emails are difficult to measure because of 

the lack of comparisons between the various existing applications. As December 2020, 

we identified two recent studies that compared several topic modeling and clustering 

methods on several short text datasets. The first study [117] evaluated nine topic modeling 

based on DMM, global word co-occurrence, and self-aggregation. They found that simpler 

methods such as GSDMM [149] and BTM [147,30] were the most suitable with respect 

to effectiveness and efficiency. The second study [33] evaluated the performance of four 

classic clustering algorithms (with four different feature representations such as TF-IDF 

and Doc2Vec) and a topic modeling method (LDA). The experiments showed that the best 

performance was achieved by k-means with Doc2Vec representation. However, there exist 
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several gaps in these two studies: (1) [117] did not consider LSI or any LDA-based method, 

(2) [117] did not consider any classic clustering algorithm, (3) [33] considered only LDA as 

topic modeling, (4) both used small datasets (≤ 30K docs), (5) both used external validity 

indices only (i.e., comparing the results of a cluster analysis to an externally known provided 

class labels), and (6) both used a predefined number of topics for the evaluation, since each 

dataset was previously annotated.

In this paper, we seek to fill the gaps previously mentioned in order to discover how 

effectively several standard topic modeling and clustering methods perform on health-related 

tweets and emails. Therefore, we evaluate the performance of several state-of-the-art topic 

modeling and clustering algorithms (including those suggested in [117,33]) on short texts 

from two health-related datasets. The first dataset is composed of tweets (≤ 290K docs) 

and the second is composed of emails (50K docs). We consider individual tweets and 

emails as single documents, respectively. We include seven topic modeling approaches 

including LSI, LDA, GibbsLDA [142], Online LDA [57], BTM [147, 30], Online Twitter 

LDA [76], and GSDMM; as well as the k-means clustering algorithm with two different 

feature representations: TF-IDF and Doc2Vec. We use cluster validity indices to evaluate the 

performance of topic modeling and clustering: two internal (i.e., assessing the goodness of a 

clustering structure without external information) and five external validity indices.

The remainder of the paper is organized as follows. We will review the literature in the 

“Related work” section. We will explain our approach in the “Methods” section. The results 

of the experiments and evaluations of the topic modeling and clustering applications will be 

presented in the “Experiments and results” section. We will discuss the obtained findings 

in the “Discussion” section. Finally, we will conclude the current work and present future 

directions in the “Conclusions” section.

2 Related work

In this section, we review related work from short text clustering, topic modeling, and 

validity indices.

2.1 Clustering of short texts

Clustering is an unsupervised machine learning method that seeks to partition objects 

into a certain number of clusters (i.e., groups or subsets) based on a similarity metric. 

Generally, clustering methods applied on text data are based on vector representations; such 

as bag-of-words (BoW) or term frequency-inverse document frequency (TF-IDF); and then 

grouping texts based on their similarity [85,89,90,21,84]. These techniques are frequently 

applied to several information retrieval tasks such as event detection [65,93,115,82] and text 

summarization [105,128,86,148]. There are several works using classic clustering methods 

on short texts, such as tweets, for instance, a study [120] compared three well-known 

clustering algorithms: k-means, Singular Value Decomposition, and Affinity Propagation on 

over 600 tweets, and found that Affinity Propagation [46] had better performance. However, 

its complexity associated with the number of documents was quadratic, thus Affinity 

Propagation is not suitable for larger datasets. Other approaches focused on variations of 
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classic clustering techniques considering several tweet components such as texts, hashtags, 

users, and temporal aspect (e.g., stream clustering) [129,86,75].

Short text clustering represents a big challenge due to the data sparsity, since most words co-

occur once or twice in the dataset [10]. Several sparseness-resistant methods were proposed 

to face this challenge such as text augmentation [19,156], topic modeling [147,30], neural 

networks [145,52], and Dirichlet Mixture Model [149,150,75]. Data augmentation methods 

seek to enrich data representation with external resources, such as Wikipedia [19,146]; or 

similar words by exploiting related text documents [69,133,35,156]; or the incorporation 

of semantic features from ontologies, terminologies, and dictionaries, such as WordNet, 

DBpedia, Freebase [59,45,26,141].

Moreover, recent approaches based on low-dimension representations with neural network 

[145] proved to be effective to tackle the sparsity problem in short text clustering 

[135,38,47,52], for instance using word embeddings [96,110], sentences embeddings [77,72] 

and document embeddings [34]. Also, several studies explored sophisticated models for 

short text clustering. For instance, a work proposed a Dirichlet Multinomial Mixture model-

based approach for short text clustering (GSDMM) [149] which also infers the number of 

clusters and obtained the best performance when compared with clustering algorithms such 

as k-means [92], Hierarchical Agglomerative Clustering (HAC) [94], and DMAFP [60].

2.2 Topic modeling

Topic Modeling is also an unsupervised machine learning method mainly based on statistical 

properties of the data to discover “topics” that describe the collection of documents. Topic 

modeling methods seek to extract topics from a set of documents based on statistical 

techniques. Each topic is defined as a distribution over a set of words. Diverse topic 

modeling methods have been proposed to analyze texts from different fields including 

politics, medicine, and psychology. Two of the most popular methods are the latent dirichlet 

allocation (LDA) [22] and latent semantic indexing (LSI, a.k.a. LSA) [56]. A recent work 

has exhaustively listed LDA-based techniques proposed from 2003 to 2016 applied to text 

from various domains, including biomedicine [67].

Some topic modeling algorithms were proposed to work on general health and medical text 

[70,71]. Moreover, other proposed methods specifically aimed to predict therapy outcomes 

from emails sent by patients under treatment for a social anxiety disorder [58]; predict 

protein-protein [17], gene-drug [143] relations from biomedical literature; discover concepts 

in patients’ health records [16]; detect depression [124,137]; recognize genuine suicide notes 

from notes written by healthy subjects [111]; classify patient issues from their experience 

and the result of using a particular drug [68]; improve the automating classification of 

patient portal messages through the use of semantic features and word context [132]; 

identify patterns of events from medical reports of brain cancer patients [15]; treatment 

behaviors [62,63]; treatment activities [28]; determine patient mortality [49]; discover 

models of disease and phenotypes [112]; extract biological terminology [97]; discover 

biological processes [81]; among others. Topic modeling methods have also been applied 

over health-related tweets to identify latent health topics [107]. Hybrid approaches have 

also allowed to extract health trends in tweets by the integration of visualization approaches 
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with classical topic models [114,113]. Also, diverse studies addressed specific tasks such as 

grouping opinions about HPV vaccines leveraging also community structure methods [134]; 

identify common obesity-related themes through a combination of geographic information 

systems and topic modeling methods [50]; identify the associations of Zika-related topics, 

such as attitudes, knowledge, and behaviors [44].

As clustering methods, topic modelling can also be used for clustering by giving a 

probability distribution over a number of topics for each document. Indeed, clustering 

and topic modeling methods have been used for clustering tasks and have been compared 

in different studies. For instance, the authors in [117] proposed three categories for topic 

modeling based on: (1) DMM, (2) global word co-occurrence, and (3) self-aggregation. 

Then they compared nine different topic modeling techniques from these categories: (1) 

GSDMM [149], LF-DMM [102], GPU-DMM [80], GPU-PDMM [79], (2) BTM [30], 

WNTM [158], and (3) SATM [118], PTM [157]. They found that: (i) strategies that 

use word embeddings (LF-DMM, GPU-DMM, and GPU- PDMM) are very promising in 

short text topic modeling, (ii) the highest computation costs were obtained with LF-DMM 

and GPU-PDMM (i.e., they are not suitable for large datasets), and (iii) simpler methods 

(GSDMM and BTM) are the most suitable with respect to effectiveness and efficiency. For 

the clustering task, GSDMM achieved the best results. Another related work [116] described 

an approach with Gibbs sampling called PYPM. This model was tested on four short text 

datasets and compared with five well-known techniques (Non-negative Matrix Factorization 

[78], LDA, DMAFP, GSDMM, and FGSDMM [151]). Results showed that PYPM had the 

best results followed by GSDMM.

Moreover, another recent study [33] evaluated the performance of four clustering algorithms 

(k-means, k-medoids, Hierarchical Agglomerative Clustering, and Non-negative Matrix 

Factorization) and a topic modeling method (LDA) on short texts from social networks 

such as Twitter and Reddit. The paper also evaluated four different feature representations 

including TF-IDF, Word2Vec, Word2Vec weighted with the top 1,000 TF-IDF scores, and 

Doc2Vec. The experiments showed that the best performance was achieved by k-means with 

Doc2Vec on both datasets.

Of note, topic modeling methods can be evaluated from several aspects such as from cluster 

evaluation, topic coherence, and classification evaluation. To compare clustering and topic 

modeling methods, we need to apply cluster validity indices. For this purpose, after using 

topic modeling to compute topic probabilities, the maximum topic probability of each 

document is selected to get the cluster label of each document [24,88,144,147,116,117]. 

Then, cluster validity indices are applied to evaluate their performances.

2.3 Validity indices

Cluster validity indices are metrics to validate clustering results and to find natural structures 

for a given dataset [152,14]. In other words, validity indices seek to find optimal partitions 

that are well compacted and well-separated from other partitions [54]. There are two kinds 

of cluster evaluation metrics which are called external and internal validation indices [53]. 

External indices measure the quality based on ground-truth labels, for instance Rand [119], 

Adjusted Rand Index [64], Fowlkes–Mallows, Variation of Information [11]. Internal indices 
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evaluate the result on information intrinsic to the data alone. The latter is useful when there 

is no annotated dataset available and the usual approach focus on evaluate the compactness 

and separation of clusters, such as Dunn [37], Calinski–Harabasz [25]. Several studies on 

cluster validity indices concluded that there is not a single best metric [42,95,14]. Also, they 

found that the performance of cluster validity indices decrease considerably when there is 

noise or clusters overlap.

Recent works have compared topic modeling and clustering methods on short text 

clustering. Most of them used annotated datasets for the experiments, therefore, they 

mainly used external indices to measure the quality of clusters, such as Homogeneity 

(H) [122], Completeness (C) [122], V-Measure (V) [122], Adjusted Rand Index (ARI) 

[64], Normalized Mutual Information (NMI) [29], Adjusted Mutual Information (AMI), 

Accuracy (ACC), F-measure, Entropy, Purity. For instance, the authors that introduced 

GSDMM [149] used five external indices such as H, C, ARI, NMI, and AMI to evaluate 

their model. Another study proposed an online semantic-enhanced Dirichlet model for 

short text clustering (OSDM) [75] and considered several indices such as NMI, V, H, 

and ACC to validate their results. In [52] the authors reported the evaluation of various 

text representations and self-training methods with ACC and NMI. A recent study [117] 

compared nine topic modeling techniques in clustering tasks using two external metrics: 

NMI and Purity. Moreover, a recent work evaluated one topic modeling and fours classic 

clustering methods [33] using three external indices such as NMI, AMI, ARI.

On the other hand, there are also several commonly used internal indices when assessing 

the goodness of short text clustering such as Calinski-Harabasz (CH) [25], Silhouette 

Coefficient (SC) [123], Dunn [37], Duda [43], Elbow [136], among others. The internal 

indices can also be used to determine the optimal number of clusters in the data [98]. 

Internal indices in comparison to external ones usually detect improvements in the clustering 

distribution which have positive implications in the system evaluation [66]. In our previous 

work [87], we evaluated topic modeling and clustering methods using only tweets and 

two internal indices (CH and SC). However, most studies previously cited that compared 

topic modeling and clustering methods did not use internal validity indices to evaluate their 

results.

Therefore, in this paper, we use seven validity indices: five external (NMI, ARI, H, C, and 

V) and two internal (CH and SC). We selected the five most common external indices used 

in the literature that are also independent of the absolute values of the labels in comparison 

to F-measure, ACC, among others. Moreover, we included two internal indices: CH index 

which has demonstrated in several works to be effective [12], and SC which is one of the 

most well-known measures and provides graphical representations of how well each element 

has been classified. We used the implementation of these metrics in sklearn [109] in the 

experimental study.

3 Methods

This section describes our study for evaluating state-of-the-art topic modeling and clustering 

methods to automatically extract relevant topics from health-related tweets and emails. 
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Figure 1 outlines our approach with the basic steps for this evaluation. In this section we 

describe: (1) the two datasets used: tweets and emails; (2) the applications based on topic 

modeling and clustering algorithms; and (3) the validity indices used to assess the clusters 

defined by the algorithms we studied.

3.1 Datasets

3.1.1 Tweets dataset—Our tweets dataset is an unbalanced collection composed of two 

subsets: human papillomavirus (HPV) and lynch syndrome. The HPV represents 94.6% 

of all tweets while lynch syndrome represents 5.4% of all tweets. The extraction strategy 

considered keywords and hashtags1 containing common generic HPV and lynch syndrome 

names and colloquial terms. Table 1 shows a description of our tweets collection. This 

dataset contains a total of 286,971 tweets containing at most 140 characters. Table 2 shows 

a sample of eight tweets related to HPV and lynch syndrome extracted from our tweets 

dataset. The average of number of characters per tweet is 60.6 and the average of number 

of tokens is 5.5. We applied several rules to preprocess the tweets collection: 1) text was 

changed to lowercase; 2) suppression of duplicated tweets; 3) suppression of stop-words; 

and 4) omission of links from the tweets.

Annotation of tweets:  We only annotated tweets that contained hashtags, thus, a total of 

126,083 tweets were labeled (115,859 HPV and 10,224 lynch syndrome). The annotation 

was semi-automatically performed. First, we selected the most frequent hashtags. We then 

manually selected the most relevant hashtags and grouped them by their semantic similarity, 

for instance “#vaccine”, “#vaccines”, and “#vax” represented a single group. We then 

manually selected the top 50 more frequent hashtag groups. Table 3 shows a sample of the 

top 10 groups of hashtags. Finally, we created a script to automatically annotate the tweets 

with the groups (labels) previously created. Of note, for our evaluation, the dataset was 

annotated into a different number of topics: first, the dataset was annotated into 2 topics, 

then 3, until 50 topics.

3.1.2 Emails dataset—We accessed the 50,000 available emails sent by patients with 

prostate cancer to their health care providers. The emails are apart of a clinical data 

warehouse at a tertiary academic care center from 2010 to 2019 [127]. Table 4 shows a 

description of the emails collection. We processed the emails to preserve the confidentiality, 

integrity, and availability of protected health information (PHI). Thus, we arbitrarily 

formatted text emails into uniformly formatted emails such that: 1) all text was lowercase; 2) 

generic tokens for dates, days, time, email address, and URLs replaced specific occurrences; 

3) named entities such as people, organizations, and locations were replaced with generic 

tokens.

Annotation of emails:  We annotated the vast unstructured, free-text emails by labeling 

each document with the topics with a similar method as we annotated the tweets. After 

thoroughly reading several hundred emails, we defined 2, then 3, up to 50 topics by 

grouping tokens with significant semantic information together (e.g. germ, infection) and 

1Hashtag is a word or phrase preceded by a hash sign (#) to identify messages on a specific topic.
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then labeled the emails based on the most frequent token(s) corresponding to the topics that 

we defined. Table 5 lists 10 of the most frequently occurring topics. We removed 13 emails 

from the analysis because they did not contain enough meaningful tokens after processing to 

assign them one of our external labels.

3.2 Applications

We used several available online implementation of topic modeling2 and clustering methods. 

To cover every aspect, we briefly describe all used systems along with our experiments.

3.2.1 Topic modeling—We set up seven well-known available methods used for short 

texts.

• Latent Semantic Indexing (LSI): a well-known information retrieval algorithm 

[41, 6]. LSI has been applied to a wide variety of learning tasks, such as search 

and retrieval, classification and filtering. LSI uses singular value decomposition 

of vector space spanned by the documents to describe latent semantics within the 

collection of documents.

• Latent Dirichlet Allocation (LDA): is a generative probabilistic model seeking 

to describe a set of observations as a mixture of distinct categories [22,5]. An 

observation is a document which represents a mixture of topics. Each topic is 

represented as a mixture of distributions of words. With these distributions, one 

can compute the probability that a document part of topic based the words used 

in that document. LDA uses a Bayesian [22] approach to learn the distributions: 

set of topics, word probabilities, etc.

• LDA with Gibbs Sampling (GibbsLDA): Gibbs Sampling is another technique 

for parameter estimation and inference of the distributions defined in the LDA 

model [142,3]. It was designed to analyze hidden and latent topic structures from 

large-scale datasets including large collections of documents from the Web. The 

LDA method with Gibbs Sampling has been shown to be comparable to k-means 

in terms of computational costs and execution time.

• Online LDA: the online variational Bayes algorithm for LDA (Online LDA) is 

based on online stochastic optimization [57,7], which has been shown to find 

good parameter estimates much faster than batch algorithms on large datasets. 

Online LDA analyzes a massive number of documents without storing the 

documents in a dataset; each can arrive in a stream and then be discarded after 

one look.

• Biterm (BTM): topics are learnt from short texts by directly modeling the 

generation of word co-occurrence patterns (i.e., biterms) in the text corpus 

[147,1]. Each latent topic is presented as a significance probability as well as 

a probability distribution over a vocabulary. The experimental results showed 

2Most of the implementations were extracted using gensim version 3.8.3 [121], an opensource library for unsupervised topic 
modeling.
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that BTM produces discriminative topic representations as well as more coherent 

topics for short texts.

• Online Twitter LDA: tracks emerging events in microblogs [76,8]. In contrast 

to other LDA algorithms, this method employs a built-in update mechanism 

that uses time slices and creates a dynamic vocabulary. In every update, words 

that do not reach a frequency threshold are removed and a new word is added 

when it reaches the threshold. This allows the model to study the topic evolution 

and detect emerging topics over time. The input is discretized time slices and 

documents partitioned into these slices. Thus, the model is able to process the 

input and update the model periodically; generate comparable topics throughout 

different time slices that allows topic shift evolution measurement; ensure 

sensitivity to the changes of topic over time. There are two main differences 

with Online LDA. First, the convergence is handled by the introduction of a 

new parameter called contribution factor, which reduces the influence from the 

previous model. Second, while Online LDA assumes a fixed vocabulary, Online 

Twitter LDA considers that it is not possible to calculate the vocabulary ahead of 

time and, thus, constructs a dynamic vocabulary.

• GSDMM: is a collapsed Gibbs Sampling algorithm for the Dirichlet 

Multinomial Mixture model (DMM) applied to short text [149,101]. DMM is 

a probabilistic generative model for documents, and embodies two assumptions 

about the generative process [103]: (1) the documents are generated by a 

mixture model, and (2) there is a one-to-one correspondence between mixture 

components and clusters. Thus, GSDMM assumes each document belongs to a 

single topic, which is a suitable assumption for some short texts. Given an initial 

number of topics, this algorithm groups documents and extracts topic structures 

that are present in the datatset. If the number of topics is set to a high value, then 

the model will be able to automatically learn the number of topics.

3.2.2 Clustering—In this study, we use one of the most well-known algorithms, k-means 

(with k-means++ initialization) [91,4], with two different dataset representations: TF-IDF 

and Doc2Vec.

• TF-IDF: [125,9] term frequency-inverse document frequency, is a statistic 

measure intended to reflect how important a word is for a document in a 

collection of documents.

• Doc2Vec: is a simple extension of word2vec to include the learned embedding of 

word sequences rather than words alone [77,2]. It has been shown to out perform 

similar embedding techniques in terms of accuracy and computational cost.

3.3 Analysis of applications

Note that to evaluate the performance of clustering and topic modeling methods we need 

to apply cluster validity indices. Thus, after executing topic modeling to compute topic 

probabilities, the highest probability of each document is selected to get the cluster label of 

each document [117]. Then internal and external validity indices are applied to assess their 
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performances. Therefore, we performed an evaluation of all topic modeling and clustering 

applications in terms of: 1) experiments and results over the tweets dataset, a complete 

calculation of two internal and five external indices, and 2) experiments and results over 

the emails dataset, also a comparison of the internal and external indices. In the paragraph 

below, we explain the configuration for our evaluation, as well as the seven indices used.

3.3.1 Configuration—For topic modeling, “k” (i.e., number of topics) will range from 

2 to 50. In our work, topic modeling results are used to classify tweets and emails to a 

particular topic. Each tweet/email is represented by a feature vector, where each component 

of the vector is the probability of the tweet/email to belong to a given topic. For instance, 

k=2 implies the size of the feature vector is 2 while for k=50 is 50. We then use the argmax 
function to determine the most prominent topic of each tweet.

The clustering algorithm, k-means, uses two document representations: TF-IDF and 

Doc2Vec. We tested various sizes of feature vectors (bag-of-words): 100, 200, 500, and 

1,000 most frequent words after preprocessing (stop-words removal, deletion of punctuation, 

and correction of misspelled words) and considering only noun words. We determined that 

results were very similar using the four variations. Therefore, in this paper, we consider the 

100 most frequents words as the number of features for TF-IDF and Doc2Vec, with a “k” 

(i.e., number of clusters) also ranging from 2 to 50.

Parameters of topic modeling are set as suggested in previous studies to get the optimal 

performance on short texts. For LDA, the hyper-parameters are set to α = 0.05 and β = 0.01 

as suggested in [147]. For GibbsLDA [147], α = 0.05 and β = 0.01. For BTM [147], the 

parameters settings are α = 50/k and β = 0.01, where k represents the number of topics. 

Online LDA [57] uses α = 1.0/k, β = 0.01, and θ = 1. Online Twitter LDA [76] sets α = 

0.001, β = 0.01, and c (contribution factor) = 0.5. GSDMM [149] is set with α = 0.1 and β = 

0.1. Note that there is no distinction in the use of “k” when discussing the number of clusters 

and topics.

We evaluated all topic modeling and clustering algorithms using 100, 500, and 1,000 

iterations. The initial number of iterations is recommended in [55] and is a default value 

in the applications.

3.3.2 Internal indices—We used two internal measures: Calinski-Harabasz index (CH) 

[25] and Silhouette Coefficient (SC) [123]. CH index has demonstrated in several works 

to be an effective measure for determining the most appropriate number of clusters [12]. 

On the other hand, SC is one of the most well-known measures and provides graphical 

representations of how well each element has been classified. Next, we explain the 

principles of the internal indices.

• Calinski-Harabasz: also known as the Variance Ratio Criterion. A higher CH 
value indicates the model has well defined clusters. The CHk value is given by 

the ratio between average inter-cluster dispersion matrix (Bk) and intra-cluster 

dispersion matrix (Wk) as defined in Formula 1.
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CHk = Bk
Wk

× n − k
k − 1 (1)

where n is the total number of points and k the number of clusters. The Bk value is based on 

the distance between clusters and is defined as:

Bk = ∑
i

k
ni ⋅ dist2 ci − c

where ni is the number of elements of cluster Ci, ci is the center of Ci, and c is the center of 

the complete dataset. Wk is based on the distance within clusters and is defined as:

Wk = ∑
i = 1

k
∑

x ∈ Ci
dist2 ci, x

where x is a point of cluster Ci. Note that to obtain well separated and compact clusters, Bk 

is maximized and Wk minimized. Therefore, the maximum value of CH indicates a suitable 

partition for the dataset.

• Silhouette Coefficient: describes the separation distance between clusters. A 

width is computed for each point, which depends on its membership cluster. The 

widths are then averaged over all observations for each k. The SC value has a 

range of [−1,1], where −1 represents poor clustering quality or poorly defined 

clusters and 1 high clustering quality or well-defined clusters. The SCk value for 

a single sample is defined in Formula 2.

SCk = 1
n × ∑

i

n bi − ai
max ai, bi

(2)

where n represents the total number of elements in a cluster, ai is the average distance 

between an element i of the cluster and all other elements within the same cluster, bi 

represents the average distance between the element i of the cluster and all other elements in 

the nearest cluster.

In summary, higher clustering quality of a particular algorithm tends to yield higher 

predictive performance on information retrieval tasks. For this reason, we seek to identify 

the algorithms that maximize the overall clustering quality (i.e., internal indices).

3.3.3 External indices—Note that external evaluation measures can be applied when 

class labels for each data point in some evaluation set can be determined a priori. We used 

five well-known external measures for evaluation over the annotated dataset: Normalized 

Mutual Information (NMI) [131], Adjusted Rand Index (ARI) [64], V-measure (V) [122], 

Homogeneity (H) index [122], and Completeness (C) score [122].
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• Normalized Mutual Information: is a normalization of the Mutual Information 

score, which scales the results between 0 (no mutual information) and 1 (perfect 

correlation) as defined in Formula 3.

NMI(Y, C) = 2 × I(Y ∣ C)
[H(Y ) + H(C)] (3)

where Y represents the class values, C the cluster labels, H the entropy, and I(Y,C) is the 

Mutual Information between Y and C, and is defined as:

I(Y, C) = H(Y ) − H(Y ∣ C)

where H(Y) is the entropy of class labels, and H(Y|C) is the entropy of class labels within 

each cluster.

• Adjusted Rand Index: the rand index (RI) computes a similarity measure 

between two clusterings by considering all pairs of samples and counting pairs 

that are assigned in the same or different clusters in the predicted and true 

clusterings. RI gives a value between 0 and 1, where 1 indicates that the data in 

clusterings are the same. This measure can be seen as the percentage of correct 

decisions made by the algorithm, it can be expressed as:

RI = TP + TN
TP + TN + FP + FN

where TP is the number of true positives, TN is the number of true negatives, FP is the 

number of false positives, and FN is the number of false negatives. The Adjusted Rand Index 

rescales the RI, considering that random chances will cause some objects to occupy the same 

clusters. The ARI is calculated using the Formula 4.

ARI = RI − Expected−RI
(max(RI) − Expected_RI) (4)

• V-measure: is an entropy-based measure which explicitly measures how 

successfully the criteria of homogeneity and completeness have been satisfied. 

V-measure is computed as the harmonic mean of distinct homogeneity and 

completeness scores,

• Homogeneity: a cluster has perfect homogeneity if all members of that cluster 

have the same external label. That is, the class distribution within each cluster 

contains only one class or equivalently has zero entropy. We determine how close 

a given clustering is to this ideal by examining the conditional entropy of the 

class distribution given the proposed clustering.

• Completeness: : is similar to homogeneity as it also describes how well the 

elements of the same external class are assigned to a single cluster. To evaluate 
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completeness, we examined the distribution of cluster assignments within each 

class. Completeness is formally defined as the conditional entropy of the 

proposed cluster distribution given the external class label.

4 Experiments and results

The focus of this study is to compare the performance of the applications cited below 

using internal and external indices over the tweets and emails datasets. Thus, next sections 

presents the results obtained for k={2,5,10,50}.

4.1 Results on the tweets dataset

4.1.1 Internal indices—We perform experiments using CH and SC to measure the 

performance of the topic modeling and clustering algorithms. Tables 6, 7, 8 and 9 show 

the CH and SC results for the seven topic modeling methods and k-means algorithm with 

Doc2Vec and TF-IDF for 2, 5, 10, and 50 number of clusters/topics (“k”) respectively. Of 

note, CH and SC seek to evaluate the clusters/topics based on two aspects: the similarity of 

tweets within the same cluster (cohesion), and the difference between the tweets of different 

clusters.

In addition, Figure 2 shows a general overview of the performance of the applications based 

on SC and CH for 100, 500, and 1,000 iterations; and for “k” ranging from 2 to 50. In all 

cases, the best values are obtained by Online Twitter LDA followed by GSDMM.

4.1.2 External indices—We perform experiments using the five external indices (NMI, 

ARI, V, H, and C) to measure the performance of the topic modeling and clustering 

algorithms. Tables 10, 11, 12 and 13 depict the NMI, ARI, V, H, and C values obtained 

with all topic modeling and clustering methods for 2, 5, 10, and 50 number of clusters/topics 

(“k”) respectively. Of note, external indices measure the extent to which cluster labels match 

externally supplied class labels.

We also plotted the values obtained with NMI, ARI, V, H, and C with 100 iterations only 

as shown in Figure 3. In general, the best values are obtained by LSI followed by k-means 

with TF-IDF. Also, note that Online Twitter LDA significantly decreased its performance in 

comparison to the values obtained in the internal indices evaluation. It obtained the lowest 

performance, while other algorithms such as LSI, BTM, and techniques such as TF-IDF 

improved and in general, they are the three methods with the best performance.

4.2 Results on the emails dataset

4.2.1 Internal indices—We trained each model for integer values of k ranging from 

2 to 50, for 100 iterations and measured each model’s performance with SC and CH 

scores. Online Twitter LDA was initially the best performing model both in terms of CH 

and SC scores of 8.2 million and 0.94, respectively, but in contrast to the results of the 

previous experiments, we saw a greater decrease in the model’s performance, relative to 

LDA and Online LDA, as k increased. The GSDMM model had the most stable, high level 

performance, with a SC that never dropped below 0.86, well above the next best performing 

model, LDA, which had a SC score of 0.65 (for k = 50). LDA and Online LDA achieved the 
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second and third best SC scores once k exceeded 30. LSI model had the worst performance, 

achieving negative SC values for almost all values of k.

The CH scores rapidly and substantially decreased with increasing values of k for all 

models. The rates of decreases performance were not uniform as the Online Twitter LDA 

stated out well above the rest at 8.2 million for k = 2 and dropped to 5,719 for k = 50 

behind the LDA model, which had a CH score of 8,062. The GSDMM model became the 

best performing model once k exceeded 12 and was the only model for which all CH scores 

were greater than 10,000.

Table 14 lists the values of the SC and CH scores for the models with 2, 5, 10, and 50 

clusters/topics while Figure 4 illustrates the SC and CH values for all values of k.

4.2.2 External indices—We also analyzed the same email clustering/topic models for 

external validity indices. Table 15 displays the NMI, ARI, V, H, and C for models with 

2, 5, 10, and 50 clusters/topics. It is worth noting that all metrics of external validity 

range between 0 and 1. Figure 5 illustrates our findings for all values of k between 2 

and 50. Notably, we see that the k-means with TF-IDF embedding and LSI the are best 

performing algorithms across all metrics while Online Twitter LDA and k-means with 

Doc2Vec embedding showed the worst performance consistently across all 5 metrics of 

external validity. Overall, we see that all models improve along measures of external validity 

with increasing values of k. This trend is rather gradual starting at values 0.01–0.05 and 

increasing by one or two hundredths, with each value of k, reaching values between 0.04 

and 0.08. Two exceptions to this trend are the best models: LSI and k-means with TF-IDF, 

which start at 0.01–0.02 for k = 2, quickly increase to vales 0.12–0.20 for k = 10, and then 

gradually increase to reach values 0.18–0.30. Another two exceptions are the worst models: 

Online Twitter LDA and k-means with Doc2Vec, which start at vales less than or equal to 

0.01 and never grow larger than 0.02 for any value of k.

5 Discussion

5.1 Tweets dataset

A popular area of study is supervised algorithms using unbalanced datasets. However, 

skewed distributions also affect the learning process in unsupervised methods, especially in 

clustering [100] that are based on centroids [140,73]. Despite enormous solutions, there is 

a reduced effectiveness when the groups have highly different sizes [74], however, most of 

the models we used proved capable of creating a group of tweets bigger than the other that 

reflected the unbalanced nature of the tweets data set (94.6% and 5.4% of tweets related to 

HPV and lynch syndrome, respectively).

Online Twitter LDA followed by GSDMM obtained the highest values of SC and CH, which 

indicates that those clusterings were more compact, more dense (within the cluster), and 

better separated than all other models. In general, topic models out performed clustering 

methods in terms of CH and SC, which provides insights into the interconnected nature of 

medical communication. This problem is well suited for LDA proposed as improvements of 

LDA such as Online LDA.
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For the evaluation of the external indices, a subset of tweets with hashtags was used. 

The external indices showed that LSI followed by k-means with TF-IDF obtained the best 

results. Note that Online Twitter LDA significantly decreased its performance in comparison 

to the values obtained in the internal indices evaluation. We did not find an obvious 

relationship between the number of iterations and the performance each of the different 

experimental configurations. In several cases, the performance is proportional to the number 

of iterations, although this is not a common pattern for all algorithms.

Several findings from the applications of topic modeling and clustering methods confirmed 

that many in society are using Twitter to share past and current experiences of a disease 

(HPV and lynch syndrome in our case), symptoms, treatment information, side effects, 

emotions, research, among others, as depicted in Table 2 and Figure 6. Figure 6 shows the 

most important topics extracted from two clusters created with k-means and Table 2 presents 

tweets extracted from these two clusters.

5.2 Emails dataset

In contrast to the tweets, the emails in our dataset characterize a smaller and more 

homogeneous domain of language. Each email was sent by a patient with prostate cancer (or 

their caregiver) to a health care provider. Careful consideration of the broader context of our 

modeling task can explain the findings of our experiments using emails as well as shed light 

on the results of our experiments with the tweets data.

The questions and concerns that arise as patients undergo treatment for prostate cancer, from 

scheduling procedures to managing a sudden crisis, are rarely discrete issues. This poses 

a substantial problem for clustering algorithms that search for perfectly separated clusters. 

k-means (with either embedding) is such an algorithm, which helps explain why it did not 

find internally meaningful clusters for any value of k. The nature of the emails may also 

help explain why the LSI model, which searches for a fixed low dimensional representation, 

generated internally inconsistent labels. In contrast, the LDA approach models document as 

a mixture of topics and seems to naturally represent an email that is primarily about family 

member introducing himself as the patient’s new primary care giver while also mentioning 

several previously unreported health issues, for example. We see in our results that the three 

best performing models, with respect to internal indices, were a variation of LDA.

Despite the dramatic difference model performance over tweets and emails with respect to 

internal indices, we observed very similar patterns in performance with respect to external 

indices. Notably, LSI and k-means with TF-IDF, performed very well despite have mostly 

negative or near zero SC scores, respectively. BTM was always among the top 3 or 4 

models while Online Twitter LDA had the best and worst measures of internal and external 

consistency, respectively in both experimental designs.

Comparison to related studies: Recent works compared topic modeling and clustering 

methods on short text clustering using the same external validity indices. In [117], GSDMM 

obtained the highest values, thus, one of the best suggested by external indices (NMI and 

Purity); while in our work GSDMM was suggested to be one of the best by internal indices 

(SC and CH) and the best for tweets only by an external index (C). In [117], GSDMM was 
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the best on 3 out of 6 datasets. NMI values for GSDMM varied from 0.3 to 0.8. Also, for 

a given partition, in several cases, GSDMM obtained the highest results in terms of NMI; 

while other external indices (e.g., Purity) obtained the highest results for another method.

In [33], k-means+Doc2Vec was suggested to be one of the best by external indices (NMI 

and ARI), while in our work it was suggested to be one of the worst with also external 

indices (NMI, ARI, H, C, and V). In [33], k-means+Doc2Vec was one of the best on the 

3 datasets used. NMI and ARI values varied from 0.03–0.69 and 0.03–0.71 respectively. In 

[33] k-means+TF-IDF achieved the worst results, while in our work it was one of the best 

when evaluating external validity indices.

Both studies used small datasets (≤ 30K docs). Both used a fixed number of topics for 

comparisons, since each dataset was already annotated. Both studies did not consider LSI 

(the best by external indices) or Online Twitter LDA (the best by internal indices).

Note that several studies showed that there is not a unique metric to validate clustering 

results [42,95,14], and the performance of metrics notably lowers with noise or overlapping 

clusters. Also, internal indices in comparison to external ones usually detect improvements 

in the clustering distribution which have positive implications in the system evaluation [66]

5.3 Error analysis

We also conducted an analysis of the types of error patterns found on short text clustering 

tasks. For this, we used the Hamming loss metric, which is a loss function, so the optimal 

value is zero (i.e., closer Hamming distance to the external classes and better performance) 

and its upper bound is one. Hamming loss measures the fraction of wrong labels to the 

total number of labels. Hamming Loss is relevant for an unbalanced classification tasks 

and relevant for multi-label classification. Thus, we computed the Hamming loss on the 

tweets and emails datasets. Note that this function depends on the labels of each document 

(tweet/email), thus, the interpretation of the output is very similar to the external validity 

indices.

For instance, Figure 7 illustrates the Hamming loss for emails for all models trained with 

100 iterations. We found remarkably stable values of loss for all models for values of k > 15. 

The sable values of loss are consistent with the other external indices of validity: LSI and 

k-means with a TF-IDF representation being the first and second best performing models, 

and the variants of LDA along with GSDMM among the poorest performing models.

We then manually evaluated a group of tweets and emails to assess the assignment of 

clusters. There are several factors that caused errors when assigning emails or tweets to their 

respective clusters: (1) most of the tweets and emails contained misspellings, that received 

a part-of-speech category of “noun” or “unknown”, thus, considered for the clustering 

tasks; (2) tweets and emails contain terms created by patients such as “onco” instead of 

“oncology” which also affected the groups of texts; (3) most of tweets contain hashtags 

composed of two or more words, for instance “#hpvvaccine”; (4) lack of more context (e.g., 

semantic information), indeed, n-gram terms (n ≥ 2) as features provide more context for 

clustering than a single word terms, for instance “hpv vaccination” and ”flu vaccination” 
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rather than “vaccination”; (5) the subjectivity to tell for a tweet/email to what cluster it 

belongs, the more number of cluster the more subjective become this task; among others.

Our study has known limitations. First, the annotation of both datasets was semi-

automatically performed which directly affected the values of the external indices compared 

to the internal indices. We selected the most frequent hashtags (tweets) and words (emails), 

we then manually selected the most relevant hashtags/words and grouped them by their 

semantic similarity, finally, we executed a script that automatically annotated the tweets/

emails for each number of clusters, (i.e., dataset labeled with two groups only when k = 

2, then, dataset labeled with three groups only when k = 3, until k = 50). Second, for the 

external validation of the tweets dataset, we have only considered those containing hashtags 

which potentially affected the different results between internal and external indices. A 

possible solution could be to also consider visualization methods that can intuitively reflect 

the validity of clustering results.

6 Conclusions

In this paper, we conducted a detailed comparison of different topic modeling techniques 

and a document clustering method on short texts from two health-related datasets. The 

first composed of tweets and the second of emails. We set up LSI, LDA, GibbsLDA, 

Online LDA, BTM, Online Twitter LDA, GSDMM, and k-means based on TF-IDF and 

Doc2Vec document vectorizations. We evaluated our models with two internal indices 

and five external indices. The two internal indices included Calinski-Harabasz index and 

Silhouette Coefficient. Online Twitter LDA obtained the best results, which indicates it 

created more consistent clusters of topics for tweets and emails. The five external indices 

included Normalized Mutual Information, Adjusted Rand Index, V-measure, Homogeneity, 

and Completeness. These indices were evaluated using a ground truth dataset. Methods 

based on term and document frequencies such as LSI and k-means with TF-IDF obtained 

the best performance. Overall, this comparison provides encouraging results towards the 

application of topic modeling and clustering over short health-related texts from tweets and 

emails.

As a rapidly growing number of machine learning methods for natural language processing 

are becoming easier to implement for experts and novices alike, our study showed us that 

thoughtful analysis of language models along several dimensions is essential to know if one 

has arrived at a significant result. We observed notable variation in performance metrics 

attributable to sometimes subtle differences in model assumptions or computational methods 

alone. Moreover, we showed additional variation in performance when using data generated 

from a different process but within the same domain. For us, one or two cutoffs would 

not have given us sufficient information to evaluate model performance. Our work suggests 

researchers can improve their analysis of model performance by using a variety of metrics.

We provide this benchmark over different datasets to help other researchers determine 

whether their topic modeling and clustering methods are well suited to investigate healthcare 

questions such as: what health topics are most often discussed in tweets and email threads or 

what kinds of conversations are occurring between healthcare professionals and patients.

Lossio-Ventura et al. Page 18

Artif Intell Med. Author manuscript; available in PMC 2022 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



As future work, different other methods could be considered for evaluation, such as recent 

methods based on data augmentation and deep neural networks. Given the error patterns 

found in the clustering process, we also shall further investigate how to better leverage the 

selection of more informative features. For example, we shall include n-gram terms (n ≥ 2) 

and adjectives as features for the methods. For the emails dataset, it would be interesting 

to consider the features of the people writing the emails: is the patient, the patient’s family/

caretaker, their age, how topics vary with course of disease. Finally, given the limitations 

associated with the dataset annotation, we shall annotate a subset of tweets and emails, 

compute the inter-annotator agreement, in order to manually assess the validity indices as 

well as the error within the clustering process.
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Abbreviations

ARI Adjusted Rand Index

BOW Bag-of-Words

BTM Biterm

C Completeness

CH Calinski-Harabasz

FN False Negatives

FP False Positives

H Homogeneity

HPV Human Papillomavirus

LDA Latent Direchlet Allocation

LSI Latent Semantic Indexing

NLP Natural Language Processing

NMI Normalized Mutual Information

PHI Protected Health Information

RI Rand Index

SC and Silhouette Coefficient

TF-IDF Term Frequency-Inverse Document Frequency

TN True Negatives
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TP True Positives

V V-measure
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Fig. 1. 
Workow of our approach to compare state-of-the-art topic modeling and clustering methods 

over health-related tweets and emails.
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Fig. 2. 
Silhouette Coefficient and Calinski-Harabasz metrics with 100, 500, and 1,000 iterations, for 

“k” ranging from 2 to 50.
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Fig. 3. 
Normalized Mutual Information, Adjusted Rand Index, V-measure, Homogeneity, and 

Completeness metrics with 100 iterations for “k” ranging from 2 to 50 over the tweets 

dataset.
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Fig. 4. 
Silhouette Coefficient and Calinski-Harabasz metrics over the emails dataset with 100 

iterations, for “k” ranging from 2 to 50.
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Fig. 5. 
Normalized Mutual Information, Adjusted Rand Index, V-measure, Homogeneity, and 

Completeness indices with 100 iterations for “k” ranging from 2 to 50 over the email 

dataset.
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Fig. 6. 
Most important topics extracted from two clusters created with k-means with TF-IDF.
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Fig. 7. 
Hamming loss for topic modeling and clustering methods trained for 100 iterations and “k” 

ranging from 2 to 50 over emails dataset.
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Table 1

Details of our health-related tweets dataset.

Subset HPV Lynch syndrome

No. of tweets 271,533 15,438

No. of users 99,227 4,492

Collection period Jan 2014 - Mar 2016 Oct 2016 - Nov 2017

No. of unique hashtags 14,875 1,649

No. of tweets with hashtag 115,859 10,224

No. of tokens before preprocessing 1,767,920 147,144

No. of tokens after preprocessing 1,042,063 96,437

Tokens per tweet after processing (mean ± SD) 9.55 ± 3.85 8.86 ± 3.01
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Table 2

Examples of tweets with HPV and lynch syndrome as contents in our tweets dataset.

Dataset Example of tweets

HPV Continue to have incapacitating symptoms and remain unable to attend school or work

HPV This is Cervical Health Awareness Month! Good news- HPV, the main cause of cervical cancer, is vaccine-preventable

HPV You learn something new every day! Did you know that the cells of the cervix change with age in women? Immunity...

HPV Earlier HPV vaccination may be more beneficial

Lynch Research: Pain evaluation during gynaecological surveillance in women with Lynch syndrome

Lynch #LynchSyndrome is an inherited condition which can predispose women to an increased risk of #endometrial #cancer 
#Lynchsyndr…

Lynch Exact happened to my hubs– all symptoms kidney stone, no visual– get cultured urine test, test 4 Lynch Syndro…

Lynch FDA apprvd Keytruda #immunotherapy- 1st drug to treat cancer based on #tumorgenetics

Artif Intell Med. Author manuscript; available in PMC 2022 July 01.



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Lossio-Ventura et al. Page 38

Table 3

Top 10 groups of the most frequent hashtags from our tweets dataset.

Top Group of similar hashtags

1 #hpv, #hpvrelated, #hpvfacts, #humanpapillomavirus, #hpvassociated, #knowhpv

2 #lynch, #lynchsyndrome, #lynchsyndromeawareness, #lynchs

3 #vaccine, #vaccines, #vax, #vaxxed, #vaccination, #vaccinations

4 #cancer, #cancers

5 #cervical, #cervicalhealth, #cervicalcancer, #cervicalcancerawareness, #cervicalhealthawareness

6 #gardasil, #gardasil9, #gardasilvaccine

7 #health, #healthcare, #salud, #publichealth, #healthy

8 #learntherisk

9 #study

10 #cdc, #cdcwhistleblower
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Table 4

Details of our emails dataset.

No. of emails 50,000

No. of patients 4,535

Collection period Jan 2010 - Jan 2019

No. of unique tokens before processing 74,988

No. of unique tokens after preprocessing 42,868

Tokens per email after preprocessing (mean ± SD) 31.78 ± 32.72
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Table 5

Top 10 groups of similar words of the most frequent topics in emails.

Top Groups of similar words

1 psa, test, results, scan, hba1c

2 surgery, prostate, urology

3 blood, pain, rash, nausea, symptoms, uti

4 prescription, mg, dose, ml, injection

5 obesity, nutritionist, weight

6 cancer, oncology, mass, masses

7 appointment, date, times

8 thank, thanks, dear, hello, hi, sincerely

9 germ, sick, infection

10 doctors, doctor, nurse
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Table 6

Internal index results for k=2.

100 iterations 500 iterations 1,000 iterations

CH SC CH SC CH SC

LSI 86,260 0.41 86,260 0.40 86,260 0.40

BTM 634,412 0.74 661,242 0.75 604,629 0.72

LDA 515,737 0.68 486,522 0.68 521,198 0.69

GibbsLDA 10,767,060 0.97 10,514,730 0.98 9,932,722 0.97

Online LDA 849,068 0.77 834,351 0.76 938,428 0.78

Online Twitter LDA 50,110,500 0.99 53,291,260 0.99 50,730,260 0.99

GSDMM 16,232,540 0.97 18,030,810 0.97 17,961,280 0.97

k-means+Doc2Vec 31,196 0.20 31,196 0.20 31,196 0.20

k-means+TF-IDF 5,764 0.04 5,764 0.04 5,764 0.04
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Table 7

Internal index results for k=5.

100 iterations 500 iterations 1,000 iterations

CH SC CH SC CH SC

LSI 50,641 0.40 51,961 0.40 51,961 0.40

BTM 165,515 0.60 171,041 0.60 175,937 0.61

LDA 69,526 0.37 71,240 0.38 71,741 0.38

GibbsLDA 967,683 0.91 1,016,640 0.93 1,010,773 0.92

Online LDA 173,255 0.61 170,659 0.60 185,005 0.62

Online Twitter LDA 6,554,339 0.98 10,117,270 0.98 10,989,530 0.99

GSDMM 2,208,731 0.91 2,660,268 0.92 2,302,045 0.91

k-means+Doc2Vec 13,998 0.04 13,998 0.04 13,998 0.04

k-means+TF-IDF 4,722 0.07 4,722 0.07 4,722 0.07
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Table 8

Internal index results for k=10.

100 iterations 500 iterations 1,000 iterations

CH SC CH SC CH SC

LSI 25,346 0.34 25,539 0.34 25,532 0.35

BTM 55,110 0.41 61,790 0.43 67,856 0.53

LDA 24,498 0.27 24,102 0.27 24,860 0.27

GibbsLDA 239,457 0.83 266,065 0.85 272,035 0.86

Online LDA 70,824 0.54 69,418 0.55 69,892 0.55

Online Twitter LDA 1,400,045 0.96 1,925,903 0.97 2,035,547 0.97

GSDMM 878,294 0.88 957,856 0.89 955,849 0.89

k-means+Doc2Vec 7,617 0.02 7,617 0.02 7,617 0.02

k-means+TF-IDF 3,758 0.07 3,758 0.07 3,758 0.07
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Table 9

Internal index results for k=50.

100 iterations 500 iterations 1,000 iterations

CH SC CH SC CH SC

LSI 3,894 0.21 3,925 0.22 3,907 0.19

BTM 9,501 0.35 10,089 0.37 10,507 0.37

LDA 3,006 0.14 2,801 0.12 2,960 0.14

GibbsLDA 18,188 0.65 21,256 0.68 22,014 0.69

Online LDA 9,835 0.44 10,322 0.45 10,299 0.46

Online Twitter LDA 39,014 0.79 62,749 0.85 66,051 0.87

GSDMM 162,280 0.88 173,979 0.88 169,109 0.89

k-means+Doc2Vec 2,028 −0.02 2,028 −0.02 2,028 −0.02

k-means+TF-IDF 2,200 0.17 2,200 0.17 2,200 0.17
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Table 10

External index results for k=2.

100 iterations 500 iterations 1,000 iterations

NMI ARI V H C NMI ARI V H C NMI ARI V H C

LSI 0.05 −0.02 0.09 0.16 0.07 0.05 −0.02 0.09 0.16 0.07 0.05 −0.02 0.09 0.159 0.07

LDA 0.00 0.02 0.01 0.01 0.01 0.05 0.07 0.09 0.16 0.07 0.00 0.01 0.00 0.00 0.00

GibbsLDA 0.02 0.01 0.03 0.05 0.02 0.02 0.01 0.04 0.08 0.03 0.02 −0.00 0.04 0.07 0.03

Online LDA 0.03 0.06 0.07 0.12 0.05 0.00 0.00 0.00 0.00 0.00 0.06 0.09 0.12 0.21 0.09

BTM 0.11 0.23 0.24 0.38 0.17 0.11 0.23 0.23 0.37 0.17 0.09 0.14 0.18 0.30 0.13

Online Twitter 
LDA

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

GSDMM 0.17 0.13 0.17 0.12 0.28 0.16 0.12 0.16 0.11 0.26 0.05 −0.06 0.05 0.04 0.08

k-means + 
Doc2Vec

0.00 −0.01 0.00 0.00 0.00 0.00 −0.01 0.00 0.00 0.00 0.00 −0.01 0.00 0.00 0.00

k-means + TF-
IDF

0.04 −0.04 0.09 0.14 0.06 0.04 −0.04 0.09 0.14 0.06 0.04 −0.04 0.09 0.14 0.06
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Table 11

External index results for k=5.

100 iterations 500 iterations 1,000 iterations

NMI ARI V H C NMI ARI V H C NMI ARI V H C

LSI 0.27 0.09 0.19 0.21 0.17 0.28 0.09 0.19 0.22 0.18 0.28 0.09 0.19 0.22 0.18

LDA 0.10 0.03 0.07 0.08 0.07 0.13 0.04 0.09 0.09 0.08 0.13 0.03 0.09 0.09 0.08

GibbsLDA 0.09 0.03 0.07 0.08 0.06 0.13 0.05 0.09 0.10 0.09 0.14 0.05 0.09 0.11 0.09

Online LDA 0.09 0.03 0.07 0.07 0.06 0.08 0.02 0.05 0.06 0.05 0.07 0.01 0.05 0.06 0.05

BTM 0.35 0.15 0.25 0.27 0.25 0.37 0.15 0.27 0.28 0.26 0.35 0.14 0.26 0.27 0.25

Online Twitter 
LDA

0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.01 0.01

GSDMM 0.23 0.11 0.23 0.21 0.25 0.24 0.13 0.24 0.22 0.26 0.24 0.14 0.24 0.23 0.25

k-means + 
Doc2Vec

0.01 −0.01 0.01 0.01 0.01 0.01 −0.01 0.01 0.01 0.01 0.01 −0.01 0.01 0.01 0.01

k-means + TF-
IDF

0.47 0.29 0.36 0.36 0.35 0.47 0.29 0.36 0.36 0.35 0.47 0.29 0.36 0.36 0.35
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Table 12

External index results for k=10.

100 iterations 500 iterations 1,000 iterations

NMI ARI V H C NMI ARI V H C NMI ARI V H C

LSI 0.59 0.17 0.31 0.37 0.27 0.59 0.17 0.32 0.37 0.28 0.58 0.17 0.31 0.36 0.27

LDA 0.16 0.02 0.08 0.10 0.07 0.16 0.02 0.08 0.10 0.07 0.19 0.03 0.09 0.12 0.08

GibbsLDA 0.14 0.02 0.07 0.09 0.06 0.19 0.04 0.10 0.12 0.08 0.21 0.04 0.10 0.13 0.09

Online LDA 0.16 0.03 0.08 0.10 0.07 0.16 0.02 0.08 0.10 0.07 0.12 0.02 0.06 0.08 0.05

BTM 0.40 0.08 0.21 0.25 0.18 0.42 0.09 0.22 0.26 0.19 0.44 0.11 0.24 0.28 0.21

Online Twitter LDA 0.01 0.00 0.00 0.01 0.00 0.03 0.00 0.01 0.02 0.01 0.04 0.00 0.02 0.02 0.01

GSDMM 0.24 0.12 0.24 0.21 0.27 0.22 0.10 0.22 0.19 0.26 0.22 0.12 0.22 0.20 0.25

k-means + Doc2Vec 0.04 0.00 0.02 0.02 0.01 0.04 0.00 0.02 0.02 0.01 0.04 0.00 0.02 0.02 0.01

k-means + TF-IDF 0.53 0.18 0.29 0.33 0.26 0.53 0.18 0.29 0.33 0.26 0.53 0.18 0.29 0.33 0.26
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Table 13

External index results for k=50.

100 iterations 500 iterations 1,000 iterations

NMI ARI V H C NMI ARI V H C NMI ARI V H C

LSI 0.87 0.10 0.30 0.38 0.25 0.87 0.11 0.31 0.38 0.26 0.84 0.09 0.29 0.37 0.24

LDA 0.40 0.01 0.13 0.17 0.10 0.47 0.01 0.15 0.20 0.12 0.44 0.01 0.15 0.19 0.12

GibbsLDA 0.40 0.01 0.13 0.17 0.10 0.44 0.01 0.14 0.19 0.11 0.45 0.01 0.14 0.20 0.11

Online LDA 0.36 0.01 0.11 0.16 0.09 0.36 0.01 0.11 0.16 0.09 0.34 0.00 0.11 0.15 0.09

BTM 0.62 0.03 0.21 0.27 0.17 0.64 0.02 0.22 0.28 0.18 0.63 0.02 0.21 0.28 0.17

Online Twitter LDA 0.19 0.00 0.06 0.08 0.04 0.28 0.00 0.09 0.12 0.07 0.34 0.00 0.11 0.15 0.08

GSDMM 0.22 0.04 0.22 0.18 0.28 0.22 0.04 0.22 0.19 0.28 0.23 0.04 0.23 0.19 0.30

k-means + Doc2Vec 0.15 0.00 0.05 0.07 0.04 0.15 0.00 0.05 0.07 0.04 0.15 0.00 0.05 0.07 0.04

k-means + TF-IDF 0.69 0.04 0.23 0.30 0.18 0.69 0.04 0.23 0.30 0.18 0.69 0.04 0.23 0.30 0.18
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Table 14

Internal index results after 100 iterations.

k = 2 k = 5 k = 10 k = 50

CH SC CH SC CH SC CH SC

LSI 1,316 0.06 529 −0.19 696 −0.22 517 −0.24

BTM 121,814 0.62 19,884 0.33 9,200 0.24 1,173 0.11

LDA 237,684 0.74 118,955 0.75 54,848 0.75 8,062 0.65

GibbsLDA 59 0.04 1,128 −0.02 706 −0.02 103 −0.07

Online LDA 222,296 0.76 128,584 0.78 47,653 0.70 7,974 0.64

Online Twitter LDA 8,197,541 0.99 699,231 0.95 136,077 0.88 5,719 0.56

GSDMM 1,576,441 0.94 342,109 0.90 122,952 0.87 27,889 0.86

k-means+Doc2Vec 13 0.48 13 0.52 21 0.32 77 0.09

k-means+TF-IDF 556 0.01 401 0.01 260 −0.01 88 0.01
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Table 15

External index results after 100 iterations.

k = 2 k = 5 

NMI ARI V H C NMI ARI V H C

LSI 0.02 0.01 0.01 0.02 0.01 0.09 0.10 0.16 0.09 0.12

LDA 0.02 0.03 0.02 0.02 0.02 0.03 0.02 0.03 0.03 0.03

GibbsLDA 0.05 0.08 0.05 0.05 0.05 0.02 0.02 0.02 0.03 0.02

Online LDA 0.03 0.05 0.03 0.03 0.03 0.02 0.01 0.02 0.02 0.02

BTM 0.04 0.08 0.05 0.04 0.05 0.04 0.03 0.05 0.04 0.04

Online Twitter LDA 0.01 0.02 0.01 0.01 0.01 <0.01 <0.01 <0.01 <0.01 <0.01

GSDMM 0.03 0.06 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.02

k-means + Doc2Vec 0.01 0.01 0.01 0.01 0.01 <0.01 <0.01 <0.01 <0.01 <0.01

k-means + TF-IDF <0.01 <0.01 <0.01 <0.01 <0.01 0.08 0.07 0.14 0.08 0.1

k = 10 k = 50 

NMI ARI V H C NMI ARI V H C

LSI 0.18 0.19 0.24 0.18 0.20 0.21 0.21 0.30 0.21 0.25

LDA 0.06 0.04 0.06 0.06 0.06 0.06 0.02 0.07 0.07 0.07

GibbsLDA 0.05 0.02 0.05 0.05 0.05 0.08 0.02 0.08 0.09 0.08

Online LDA 0.03 0.01 0.03 0.03 0.03 0.03 0.01 0.04 0.04 0.04

BTM 0.09 0.03 0.10 0.09 0.09 0.13 0.04 0.14 0.14 0.14

Online Twitter LDA <0.01 <0.01 <0.01 <0.01 <0.01 0.02 <0.01 0.02 0.02 0.02

GSDMM 0.05 0.02 0.05 0.05 0.05 0.02 0.06 0.09 0.06 0.08

k-means + Doc2Vec 0.01 <0.01 0.01 0.01 0.01 0.01 <0.01 0.02 0.02 0.02

k-means + TF-IDF 0.13 0.12 0.18 0.13 0.15 0.21 0.08 0.22 0.21 0.22
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