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ABSTRACT

Zophobas Morio and Tenebrio Molitor are popular larvae as feed ingredients that are
widely used by animal lovers to feed reptiles, songbirds, and other poultry. These two
larvae share a similar appearance, however; the nutritional ingredients are significantly
different. Zophobas Morio is more nutritious and has a higher economic value compared
to Tenebrio Molitor. Due to limited knowledge, many animal lovers find it difficult to
distinguish between the two. This study aims to build a machine learning model that
is able to distinguish between the two. The model is trained using images that are
taken from a standard camera on a mobile phone. The training is carried on using a
deep learning algorithm, by adopting an architecture through transfer learning, namely
VGG-19 and Inception v3. The experimental results on the datasets show that the
accuracy rates of the model are 94.219% and 96.875%, respectively. The results are
quite promising for practical use and can be improved for future works.

Subjects Artificial Intelligence, Computer Vision, Data Mining and Machine Learning
Keywords Classification, Zophobas Morio, Tenebrio Molitor, Transfer learning, VGG-19

INTRODUCTION

Computer vision has been used in various fields of life, such as agriculture, animal
husbandry, health, smart cities, and others (Pratondo et al., 2014; Rizqgyawan et al., 2020).
In agriculture and animal husbandry, the use of computer vision for the classification and
detection of various objects has been widely practiced (Abd Aziz et al., 2021; Thai, Nguyen
¢ Pham, 2021). The detection and classification of similar objects are challenging tasks for
researchers to provide the best possible accuracy.

Zophobas Morio and Tenebrio Molitor are two kinds of larva that share the same
morphology. However, Zophobas Morio is more nutritious compared to Tenebrio
Molitor (Purnamasari et al., 2018; Santoso, Afrila ¢ Fitasari, 2017). These nutritional
advantages from Zophobas Morio make it preferable for animal lovers. Zophobas Morio
can be used as feed for various animals, especially for chirping birds. The comparison of
the two larvae in term of their ingredients is presented in Table 1 as previously studied in
Benzertiha et al. (2019). It can be seen that Zophobas Morio has more nutrition ingredients,
such as dry matter, protein, and ether extract; than Tenebrio Molitor has. Only chitin is the
exception.

Because of the similar morphology of the two larvae, people with limited knowledge
are often unable to distinguish between them. Several buyers may spend money as high
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Table 1 Nutrition ingredients for the two larvae (Benzertiha et al., 2019).

Item Tenebrio Molitor Zophobus Morio
Dry matter (DM, %) 95.58 96.32

Crude protein (% of DM) 47.0 49.3

Ether extract (% of DM) 29.6 33.6

Chitin (% of DM) 89.1 45.9

g if '?r

Figure 1 Images of Zophobas Morio (upper) and Tenebrio Molitor (lower).
Full-size tal DOI: 10.7717/peerjcs.884/fig-1

as the price of Zophobas Morio; however, the purchased larva is actually Tenebrio Molitor.
Figure 1 shows several samples of Zophobas Morio and Tenebrio Molitor images.

This study aims to build an application that is able to distinguish Zophobas Morio and
Tenebrio Molitor larvae based on images obtained from mobile phone cameras. The images
are then analyzed for further classification based on the model which is built using a
machine learning algorithm. Through the model, the difficulty of distinguishing the two
larvae can be resolved.

The remainder of this paper will discuss how the model is developed and evaluated. In
section 2, a literature review will be discussed for the methods that are related and used
to build the classification model. In section 3, we will discuss the experiments carried out
which include dataset preparation, experimental settings, and experimental results. In
section 4, discussions on the experimental results and the possibility of further research in
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the future will be elaborated. Section 5 will provide more related works in detail. Finally,
conclusions will be presented in section 6.

METHODS

Traditionally, image classification can be performed by manually selecting features.
Features are designed and extracted from training images. However, selecting features is a
complicated task and often requires a high expertise. To date, the use of pixels as features
is widely employed for image classification. Original classification algorithms, such as
the Naive Bayesian, k-nearest neighbors(k-NN), and support vector machines (SVM),
are commonly used before the era of deep learning, which is basically developed from
the artificial neural networks (Bishop, 2006). These traditional classification algorithms,
nevertheless, are still implemented in baseline experiments with classification tasks.

This study employs transfer learning which is an advanced development of the artificial
neural networks method. The theoretical background is presented successively from
artificial neural networks, followed by deep learning, and finally, transfer learning.

Artificial neural networks
The artificial neural network is a mathematical model of problem-solving inspired by
the functioning of human nerves (Bishop, 1995; Haykin, 2010). The simplest model of an
artificial neural network is a single-layer perceptron, which is diagrammatically presented
in Fig. 2.

Mathematically, the single-layer perceptron is expressed as follows:

xX:?WiXH-b (1)
x=1

where w;j, x; and b denote weight —1, feature —i and bias consecutively. The single perceptron
receives information on attribute/feature values and assigns a weight to each feature. The
final result is determined by passing the sum of the values to the activation function. Several
commonly used activation functions are sigmoid, hyperbolic tangent, and rectified Linear
Unit (ReLU).

Deep neural networks
The artificial neural network continues to develop. Researchers proceed to model it as a
multilayer perceptron (Goodfellow, Bengio ¢ Courville, 2016). Similar to the single-layer
perceptron, the multilayer perceptron receives input in the form of a set of feature values to
then be weighted and the final result is entered into the activation function. The difference
between single-layer perceptron and multilayer perceptron is that there is a hidden layer
that automatically adds the number of nodes and creates more complex connections.
Hence, multilayer perceptron can solve any problems that cannot be solved by using
single-layer perceptron.

The use of multilayer perceptron continues to grow, especially in the field of computer
vision. Hardware support enables more complex image operations, such as convolution
procedures. With the use of artificial neural networks that have many hidden layers and
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Figure 2 A single layer perceptron.
Full-size & DOI: 10.7717/peerjcs.884/fig-2

complex image operations, the era of deep neural networks that is more popularly known
as deep learning begins.

Related works on deep learning

The use of deep learning in classifying a collection of images becomes more popular due
to the explosion of data and the availability of the high-end computational platforms. The
classification of larvae images takes the advantage of the deep learning platform. To the
best of our knowledge, however, only a few studies have been proposed in this field.

The first related work is proposed in Fuad et al. (2018) that utilized transfer learning
technique, i.e., Google inception model (Szegedy et al., 2017), to identify the larvae of
Aedes Aegypti which are commonly found inside the clean liquid place. These larvae are
important to classify because it helps reduce the spread of dengue fever, especially in
tropical countries. There were enough pictures, i.e., more than five hundred, used in
this paper due to the assorted canvas and lightning within the liquid place. The paper
mentioned that the dataset was produced by laboratory work, however, it remains unclear
why the authors chose to have no data pre-processing required by the study. It is common
to have data pre-processing as an essential step in deep learning especially dealing with
real-world pictures, although most researchers skip the explanation in their reports. The
authors claimed that the less the learning rate is the better the classification accuracy. It can
be understood because there are only two classes are produced, i.e., larva or not larva. In
detail, the accuracy in the paper achieved 99.98% and 99.90% for learning rate 0.1, 99.91%
and 99.77% for learning rate 0.01; and 99.10% and 99.93% for learning rate 0.001. The
cross-entropy error in the paper achieved 0.0021 and 0.0184 for learning rate 0.1, 0.0091
and 0.0121 for learning rate 0.01; and 0.0513 and 0.0330 for learning rate 0.001. Although
the metrics of accuracy and cross-entropy errors are presented, the significance of the
experiments could not be justified due to the goal of the paper is to provide informative
accuracies and learning errors with three learning rates. It would be interesting to see the
baseline of the accuracy performed by this paper with different kinds of the larva.
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Aedes Aegypti is the most popular larva to be deeply classified from its images. Another
work on this larva is proposed in Azman ¢ Sarlan (2020) that examined whether particular
water storage is the suitable place for the mosquitoes to lay their larva or not. Although it is
not explicitly mentioned, it can be assumed that the paper provides two different types of
larva from the mosquitoes that spread the lethal epidemic of dengue fever and three other
types of larvae from different mosquitoes. These five types of the larva are sorted based
on the prediction accuracy by utilizing a general convolution neural network algorithm,
although there is no further explanation in detail on how to implement this algorithm with
specific techniques. The result shows the unbalanced accuracies for each type of larvae that
varies from 0.7% to 73%. It remains unclear why the gap between the two types of dengue
fever mosquito larva and three other types is huge.

The authors in Asmai et al. (2019) also analyzed Aedes Aegypti larvae. The testing
was conducted from ten images of Aedes Aegypti larvae and ten images of non Aedes
Aegypti larvae. Various methods of convolution neural networks were utilized, such as
VGG16 (Zhang et al., 2015), VGG-19 (Zhang et al., 2015), ResNet-50 (Koonce, 2021), and
InceptionV3 (Szegedy et al., 2017). The results showed that Resnet-50 outperforms other
methods in terms of the implementation on mobile devices, although its performance
in terms of accuracy and loss was lower than VGG-19 (Zhang et al., 2015). However,
combining the mobile performance from two regular metrics, such as accuracy and
loss, with other provided metrics, such as file size and training time, should be further
investigated because it is not commonly used in deep learning.

A different kind of larva is analyzed in Shang, Lin ¢ Cong (2020) that addressed the
issue of a low number of pictures with high-quality tags. Another issue tackled by this
paper was that the picture of Zebrafish larva usually contains the fuzzy classification for ten
types of the larva, such as deceased, regular, and short bottom. Hence, the deep learning
is non-trivial in classifying this larva. The result showed that there was an improvement
of classification performance between the proposed two-layered classification technique
and other deep learning methods, such as GoogLeNet (Szegedy et al., 2015), VGG-19
(Zhang et al., 2015) and AlexNet (Krizhevsky, Sutskever ¢ Hinton, 2012), by reproducing
the previous researches with the same dataset. The improvement compared to the baseline
reached 22%. The obtained accuracy mean was 91% for overall types and the obtained
maximum accuracy was 100% for deceased and skin types. However, it remains unclear
how to obtain these numbers since there is no exact numbers provided by the paper.
Moreover, it should have been more interesting to see how the technique operates, since
running two layers of classification in a single workflow is obviously better than running
one layer, regardless of the image characteristics.

The latest work from aquaculture researchers in Kakehi et al. (2021) presented the use of
deep learning in identifying oyster larvae. The work was important for the oyster farmers to
speed up the process of larva identification during the oyster growing time. The result was
claimed to have high performance with more than 80% for precision, around 90% or recall,
and therefore around 86% for F-score. However, the overall process was not completely
automatic, since human intervention was required during the process of identification.
It is interesting to note that the difficulty was due to the characteristics of oyster larva
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that occasionally mixed with other objects that produce several layers on the images. This
paper also provided three-dimension graphs of shell height, long side, and short side to
help understand the dataset. These three measures were estimated by using the coordinate
system of PyTorch (Ketkar, 2017b).

Another latest work was proposed in Ong, Ahmad ¢ Majid (2021) that provided a deep
learning model to predict the teemingness of the larvae of house flies. The experiments were
conducted with different angles of picture shooting. The variation also includes various
colors and textures. The final result of the proposed method performance was precision
between 88.44% and 92.95%, recall between 88.23% and 94.10%, accuracy between 87.56%
and 92.89%, and F-score between 88.08% and 93.02%. Another interesting result from
this paper is that the image with green and white lighting performed the best while the
images with red lighting performed the worst. However, it should be further researched
whether the result from this larva remains the same as the results from other kinds of larvae.
Another critical thinking on this paper is that the benefits of the classification result on
house fly larva to the real world remain questionable, except for the sake of experimental
laboratory. In addition, it would be more interesting to see the specific technique of deep
learning used in the paper instead of explaining convolution neural networks in general.

Overall, the presented literature review shows that the use of deep learning in classifying
larva images is eminent. However, none of the papers, to the best of our knowledge, handled
the images of Zophobas Morio and Tenebrio Molitor larvae. These larvae are important for
feeding broiler chicken in emerging countries; hence, the classification of the larvae can be
an additional feature for other presented larva automatic detection systems. This is also
due to the fact that the detection for two different larvae by naked eyes has lower accuracy
as been identified by biologists (Benzertiha et al., 2019).

Transfer learning
Several transfer learning algorithms have been proposed, including VGG-19, Resnet-50,
and InceptionResnetV2 (Goodfellow, Bengio ¢ Courville, 2016; Simonyan ¢ Zissermarn,
20145 He et al., 2016), to enhance deep learning with less amount but significant enough
dataset. Instead of using deep learning from scratch for the two specific larvae, transfer
learning is more suitable because the previous works have been proposed for various larvae.

VGG-19 isamore advanced development of VGG-16 (Zhang et al., 2015). It has 19 layers,
which is quite a contrast compared to Resnet-50 that has 50 layers, and InceptionResnetV?2
which that 164 layers. The architecture for VGG-19 can be seen in Fig. 3.

For practical purposes, two pre-trained models are selected in the experiment, namely,
VGG-19 and Inception v3. The first model has lower layers than the second one has.

Since there is no previous research related to the classification of Zophobas Morio and
Tenebrio Molitor larvae classification, two traditional classification algorithms, specifically,
k-NN and SVM, are employed (Géron, 2019). The results from these two algorithms are
used as a reference for the baseline. In other words, the result of the pre-trained models is
compared to the traditional classifiers.
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Figure 3 The architecture of VGG-19.
Full-size & DOI: 10.7717/peerjcs.884/fig-3

RESULTS

Research preparation, especially how to get the dataset, and parameter settings on the
model, as well as the experimental results of the model on the dataset are presented as
follows.

Datasets

The datasets are obtained using a standard mobile phone camera commonly available on
the market. In this experiment, we use a mobile phone with specifications: Memory 6 GB,
Processor Exynos 9611 Octa-core, Camera: Quad camera 48 MP+12 MP ultrawide+5 MP
macro+5 MP depth. The images were taken with the use of flash. These specifications are
important for reproducing the research in the future.

Larva image samples were obtained from the animal market. The captured larvae are
expected to be alive, although several larvae are generally mixed with skins and dead larvae.
The total number of samples was 640 equally distributed for each Zophobas Morio and
Tenebrio Molitor. Each sample was placed on a white paper sheet and subsequently captured
with a distance of approximately 10 centimeters from the larvae as previously displayed in
Fig. 1. Since the images are designed with homogeneous background, i.e., white paper, and
the size of the larva is various, it is not necessary to perform an image augmentation on the
dataset.

The dataset is divided into 10 folds during the experiment. Each fold is chosen as a testing
set while the remaining folds are utilized as a training set. Moreover, the distribution of
each class in the fold is considered identical for all folds. This split is known as stratified
cross-validation (CV) (Breiman et al., 2017). We summarize the distribution of the dataset
in Table 2. Each class consists of 320 images which is divided into 10 folds. One fold
containing 32 images per class is assigned as data testing while the remaining ones are as
data training. It is also important to note that each fold is assigned as testing data only once.
After 10 folds are iteratively evaluated, the testing set will completely contain 320 images.
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Table 2 Image distribution for 10-CV.

Species Total Training per CV Testing per CV
Zophobas Morio 320 288 32
Tenebrio Molitor 320 288 32

Model implementation

We carried out experiments for the above datasets using deep learning. The model used is
taken from another model that has been tested and has the same objective characteristics,
namely image classification. As stated in section 2, two transfer learning methods are
employed in building the classification model, namely VGG-19 (Zhang et al., 2015) and
Inception v3 (Szegedy et al., 2016).

The transfer learning using VGG-19 is implemented in Python programming language
and run on Google Colab (Paper, 2021). The library for implementing the transfer learning
is Keras (Gulli & Pal, 2017) which is imported from Tensorflow (Abadi et al., 2016). In
VGG-19, the number of layers has been defined as 19. The number of layers is fixed for
this model. However, there are still several parameters that we set based on the number of
datasets used. First, the trainable parameter is set to false because the network will not be
trained again. Then, the last classification layer is set to 2 because in this experiment there
are only two labels, namely Zophobas Morio and Tenebrio Molitor. On the initial layer, the
image is adjusted to the size of (224 x 224 x 3). The batch size is set to 32 while the epoch
is 25.

Similarly, Inception v3 is implemented in Python and executed on Google Colab.
Inception v3 has 48 layers and the trainable parameter is set to false. In order to provide a
fair comparison, the batch and the epoch parameters are set to the same setting as VGG-19.

Experimental results

The testing data are utilized in the final evaluation to determine the performance of the
built model. As previously mentioned, two traditional classification algorithms, namely
k-NN and SVM, are selected. The results serve as a baseline because no previous study
exists on the classification of the two larvae to the best of our knowledge.

The detailed results for k-NN with various k values are listed in Table 3. The image size
is scaled down to 224 x 224. The value of k is set at an odd number since the classification
is binary. The results of k-NN and SVM are used as the baseline. The best results on a
particular k in k-NN are chosen and subsequently considered a reliable representation of
k-NN in general.

Similar to k-NN, SVM is performed on resized images, i.e., 224 x224. The selected
kernel is linear due to its simplicity. The results of SVM, as well as k-NN, are subsequently
compared to the two transfer learning algorithms used in this research, i.e., VGG-19 and
Inception v3. The comparison of accuracy per fold between k-NN, SVM, VGG-19, and
Inception v3 is presented in Table 4. Please note that the assignment of k =1 for the k-NN
is obtained from the previous experimental result as listed in Table 3
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Table 3 Experimental results using k-NN.

Testing fold Training fold Accuracy Average
k=1 k=3 k=5 k=7 k=9

1 2-9 90.625 84.375 82.812 84.376 76.562 83.750
2 1,3-10 84.375 81.250 79.688 76.562 71.875 78.750
3 1-2,4-10 81.250 81.250 76.562 76.562 75.000 78.125
4 1-3,5-10 81.250 82.812 82.812 76.562 75.000 79.687
5 1-4,6-10 82.812 76.562 71.875 73.438 68.750 74.687
6 1-5,7-10 82.812 78.125 75.000 75.000 71.875 76.562
7 1-6,8-10 75.000 73.438 68.750 67.188 65.625 70.000
8 1-7,9-10 92.188 81.250 75.000 73.438 71.875 78.750
9 1-8,10 89.062 82.812 79.688 79.688 76.562 81.562
10 1-9 75.000 78.125 76.562 75.000 70.312 75.000

Average 83.437 80.000 76.875 75.781 72.344 77.687
Table 4 Accuracy of various models.
Testing fold Training fold Accuracy

k-NN SVM VGG-19 Inception v3
1 2-9 90.625 96.875 89.625 98.438
2 1,3-10 84.375 95.313 95.313 98.438
3 1-2,4-10 81.250 92.188 98.438 96.875
4 1-3,5-10 81.250 92.188 95.313 100.000
5 1-4,6-10 82.812 90.625 96.875 92.188
6 1-5,7-10 82.812 95.313 95.313 98.438
7 1-6,8-10 75.000 93.750 92.188 89.438
8 1-7,9-10 92.188 95.313 90.625 89.063
9 1-8,10 89.062 87.500 90.625 98.438
10 1-9 75.000 90.625 95.313 98.438
DISCUSSIONS

The main objective of the proposed classification model is to determine whether an

observed larva image is categorized as a Zophobas Morio or not. Since there are only two

classes, the model can be considered a binary classification. Hence, Zophobas Morio can be

viewed as a positive class while Tenebrio Molitor can be a negative class.

There are several available performance metrics in binary classification. However,

we prefer to use the most common ones, such as precision, recall, and accuracy. Let
TP,TN,FP, and FN be True Positive, True Negative, False Positive, and False Negative,
respectively. Precision, recall, and accuracy can be expressed as:

. TP
Precision = ———, (2)
TP +FP
TP
Recall = ——, (3)
TP +FN
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Figure 4 Classification results using k-NN and SVM.
Full-size Gal DOI: 10.7717/peerjcs.884/fig-4
TP+ TN
Accuracy = x 100%. (4)
TP+ FP+FP+FN

By employing Eqs. (2), (3) and (4), the performance for each model are visually
expressed in a confusion matrix as shown in Figs. 4A and 4B, 5A and 5B consecutively.
Table 5 provides a more detailed performance comparison by including precision, recall,
and accuracy. It can be seen that the chosen transfer learning models outperform the
commonly used traditional models. Moreover, the best performance is achieved by the
Inception v3 model where the precision and recall are 0.972 and 0.966 respectively, while
the accuracy is 96.875%.

The highest precision value is 0.972, which means that 97.2% of positive predictions
are true. Meanwhile, the recall value is 0.966, which indicates that 96.6% of positive data
are correctly detected. We are quite confident of the positive prediction result obtained
in this research. Furthermore, the final result of accuracy is 96.875%. This high accuracy
score is significantly promising for future practical use. Especially, when these results are
compared to other studies previously reviewed. Table 6 compares the previously reviewed
papers to our approach. It can be argued that our work outperforms the others in term of
general performance metrics.

Several techniques can be applied to improve the existing performance in the future.
An alternative of general solution for the classification problem is usually to increase
the dataset. It is expected that the addition of the dataset can increase the number of
recognizable patterns. Another alternative is to use more complex transfer learning
methods, such as Resnet-50 (Koonce, 2021) and Efficient Nets model (Tan ¢ Le, 2020).
Compared to those models, the methods of VGG-19 and Inception v3 used in this study
have a simpler architecture, and therefore, they can be used as a baseline of transfer learning
approach for the two larvae research.
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Figure 5 Classification results using VGG-19 and Inception v3.
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Table5 Performance metrics for binary classification.

Method TP FP N FN Precision Recall Accuracy
k-NN 319 105 215 1 0.752 0.997 83.438
SVM 310 35 285 10 0.899 0.969 92.969
VGG-19 298 15 305 22 0.952 0.931 94.219
Inception v3 309 9 311 11 0.972 0.966 96.875

Table 6 Related works comparison.

Work Larva types Methods Results

(Fuad et al., 2018) Aedes Aegypti Google inception model 99.77-99.98% accuracy,

(Azman & Sarlan, 2020)

Aegypti, Albopictus,
Anopheles, Armigeres, Culex

Convolution neural network

0.21-5.13% cross-entropy error

0.7-73% accuracy

(Asmai et al., 2019) Aedes Aegypti VGG16, VGG-19, ResNet-50, 77.31-85.10% accuracy,
InceptionV3 0.31-0.66% loss
(Shang, Lin & Cong, 2020) Zebrafish GoogLeNet, VGG-19, AlexNet 91-100% accuracy
(Kakehi et al., 2021) Oyster coordinate system of PyTorch 82.4% precision, 90.8% recall, 86.4% F-score
(Ong, Ahmad & Majid, 2021) House flies Convolution neural network 88.44-92.95% precision,
88.23-94.10% recall, 87.56-92.89% accuracy,
88.08-93.02% F-score
Ours Zophobas Morio, VGG-19, Inception v3 97.2% precision, 96.6% recall,
Tenebrio Molitor 96.876% accuracy
CONCLUSIONS

We built the complete models for the classification of Zophobas Morio and Tenebrio

Molitor larvae using two transfer learning methods, namely VGG-19 and Inception v3.

These models outperform the traditional ones, i.e., k-NN and SVM. The experimental
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results show that Inception v3 achieves the best accuracy, i.e., 96.875%. In addition, the
values of precision and recall are 0.972 and 0.966, respectively. These results are quite
promising for practical use. Several improvements to this model can still be made for
further research, such as increasing the dataset and combining more advanced transfer
learning methods.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding
This work is supported by Telkom University Publication Grant and Universiti Teknologi
Brunei sponsorship. The funders had no role in study design, data collection and analysis,

decision to publish, or preparation of the manuscript.

Grant Disclosures

The following grant information was disclosed by the authors:
Telkom University Publication Grant.

Universiti Teknologi Brunei sponsorship.

Competing Interests
The authors declare there are no competing interests.

Author Contributions

e Agus Pratondo conceived and designed the experiments, performed the experiments,
analyzed the data, performed the computation work, prepared figures and/or tables,
authored or reviewed drafts of the paper, and approved the final draft.

e Arif Bramantoro performed the experiments, analyzed the data, prepared figures and/or
tables, authored or reviewed drafts of the paper, and approved the final draft.

Data Availability
The following information was supplied regarding data availability:

The data is available at figshare: Pratondo, Agus; Bramantoro, Arif (2021): larva-
20211102T160758Z-001.zip. figshare. Dataset. https:/doi.org/10.6084/m9.figshare.
16918873.v1.

Supplemental Information
Supplemental information for this article can be found online at http:/dx.doi.org/10.7717/

peerj-cs.884#supplemental-information.

REFERENCES

Abadi M, Barham P, Chen J, Chen Z, Davis A, Dean J, Devin M, Ghemawat S, Irving
G, Isard M, et al. 2016. Tensorflow: a system for large-scale machine learning. In:
12th USENIX symposium on operating systems design and implementation (OSDI 16).
265-283.

Pratondo and Bramantoro (2022), PeerJ Comput. Sci., DOl 10.7717/peerj-cs.884 12/15


https://peerj.com
https://doi.org/10.6084/m9.figshare.16918873.v1
https://doi.org/10.6084/m9.figshare.16918873.v1
http://dx.doi.org/10.7717/peerj-cs.884#supplemental-information
http://dx.doi.org/10.7717/peerj-cs.884#supplemental-information
http://dx.doi.org/10.7717/peerj-cs.884

PeerJ Computer Science

Abd Aziz NSN, Mohd Daud S, Dziyauddin RA, Adam MZ, Azizan A. 2021. A review on
computer vision technology for monitoring poultry farm application, hardware, and
software. IEEE Access 9:12431-12445 DOIT 10.1109/ACCESS.2020.3047818.

Asmai S, Zukhairin M, Jaya A, Rahman A, Abas Z. 2019. Mosquito larvae detection
using deep learning. International Journal of Innovative Technology and Exploring
Engineering (IJITEE) 8(12):804-809.

Azman MIABZ, Sarlan AB. 2020. Aedes larvae classification and detection (ALCD)
system by using deep learning. In: 2020 International conference on computational
intelligence (ICCI). 179-184.

Benzertiha A, Kieroczyk B, Rawski M, Jzefiak A, Kozowski K, Jankowski J, Jzefiak D.
2019. Tenebrio molitor and zophobas morio full-fat meals in broiler chicken diets:
effects on nutrients digestibility, digestive enzyme activities, and cecal microbiome.
Animals 9(12):1128 DOI 10.3390/ani9121128.

Bishop CM. 1995. Neural networks for pattern recognition. Oxford: Oxford University
Press.

Bishop CM. 2006. Pattern recognition. Available at https://www.microsoft.com/en-us/
research/uploads/prod/2006/01/Bishop- Pattern- Recognition-and- Machine- Learning-
2006.pdf .

Breiman L, Friedman JH, Olshen RA, Stone CJ. 2017. Classification and regression trees.
Routledge.

Fuad MAM, Ab Ghani MR, Ghazali R, Izzuddin TA, Sulaima MF, Jano Z, Sutikno T.
2018. Training of convolutional neural network using transfer learning for Aedes
Aegypti larvae. Telkomnika 16(4):1894-1900 DOI 10.12928/telkomnika.v16i4.8744.

Géron A. 2019. Hands-on machine learning with Scikit-Learn, Keras, and TensorFlow:
concepts, tools, and techniques to build intelligent systems. Sebastopol: O’Reilly Media.

Goodfellow I, Bengio Y, Courville A. 2016. Deep learning. Cambridge: MIT Press.

Gulli A, Pal S. 2017. Deep learning with Keras. Birmingham: Packt Publishing Ltd.

Haykin S. 2010. Neural networks and learning machines, 3/E. Noisa: Pearson Education
India.

He K, Zhang X, Ren S, Sun J. 2016. Deep residual learning for image recognition.

In: Proceedings of the IEEE conference on computer vision and pattern recognition.
Piscataway: IEEE, 770-778.

Kakehi S, Sekiuchi T, Ito H, Ueno S, Takeuchi Y, Suzuki K, Togawa M. 2021. Identifica-
tion and counting of Pacific oyster Crassostrea gigas larvae by object detection using
deep learning. Aquacultural Engineering 95:102197
DOI10.1016/j.aquaeng.2021.102197.

Ketkar N. 2017b. Introduction to PyTorch. In: Deep learning with Python: a hands-on
introduction. Berkeley: Apress, 195-208 DOI 10.1007/978-1-4842-2766-4_12.

Koonce B. 2021. ResNet 50. In: Convolutional neural networks with swift for tensorflow.
New York: Springer, 63-72.

Pratondo and Bramantoro (2022), PeerJ Comput. Sci., DOl 10.7717/peerj-cs.884 13/15


https://peerj.com
http://dx.doi.org/10.1109/ACCESS.2020.3047818
http://dx.doi.org/10.3390/ani9121128
https://www.microsoft.com/en-us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-and-Machine-Learning-2006.pdf
https://www.microsoft.com/en-us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-and-Machine-Learning-2006.pdf
https://www.microsoft.com/en-us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-and-Machine-Learning-2006.pdf
http://dx.doi.org/10.12928/telkomnika.v16i4.8744
http://dx.doi.org/10.1016/j.aquaeng.2021.102197
http://dx.doi.org/10.1007/978-1-4842-2766-4_12
http://dx.doi.org/10.7717/peerj-cs.884

PeerJ Computer Science

Krizhevsky A, Sutskever I, Hinton GE. 2012. Imagenet classification with deep con-
volutional neural networks. Advances in Neural Information Processing Systems
25:1097-1105.

Ong S-Q, Ahmad H, Majid AHA. 2021. Development of a deep learning model from
breeding substrate images: a novel method for estimating the abundance of house
fly (Musca domestica L.) larvae. Pest Management Science 77(12):5347-5355
DOI 10.1002/ps.6573.

Paper D. 2021. Build your first neural network with google colab. In: TensorFlow 2.x in
the Colaboratory Cloud: an Introduction to Deep Learning on Google’s Cloud Service.
Berkeley: Apress, 25-45 DOI 10.1007/978-1-4842-6649-6_2.

Pratondo A, Nguyen BP, Chui C-K, Ong S-H. 2014. Vocal cord segmentation from
CT images using machine learning. In: Proceedings of the 10th Asian conference on
computer aided surgery (ACCAS 2014). 40-41.

Purnamasari K, Erwan , Syamsuhaidi , Wiryawan K, Nurmaya . 2018. Growth and
survival rate of larvae tenebrio molitor provided by different feed media. Jurnal
Peternakan Sriwijaya 7(2):17-23.

Rizqyawan MI, Munandar A, Amri MF, Korio Utoro R, Pratondo A. 2020. Quantized
convolutional neural network toward real-time arrhythmia detection in edge device.
In: 2020 International conference on radar, antenna, microwave, electronics, and
telecommunications (ICRAMET). 234-239
DOI 10.1109/ICRAMET51080.2020.9298667.

Santoso EP, Afrila A, Fitasari E. 2017. Peningkatan produksi ulat jerman melalui
kombinasi pemanfaatan limbah sayuran pasar pada formulasi media pakan yang
berbeda [Product improvement of German larvas through a combination of market
vegetables waste on different feed medium formulation]. Buana Sains 17(1):33—42
DOI 10.33366/bs.v17i1.576.

Shang S, Lin S, Cong F. 2020. Zebrafish larvae phenotype classification from bright-
field microscopic images using a two-tier deep-learning pipeline. Applied Sciences
10(4):1247 DOI 10.3390/app10041247.

Simonyan K, Zisserman A. 2014. Very deep convolutional networks for large-scale image
recognition. ArXiv preprint. arXiv:1409.1556.

Szegedy C, Ioffe S, Vanhoucke V, Alemi AA. 2017. Inception-v4, inception-resnet and
the impact of residual connections on learning. In: Thirty-first AAAI conference on
artificial intelligence. 4278-4284.

Szegedy C, Liu W, Jia Y, Sermanet P, Reed S, Anguelov D, Erhan D, Vanhoucke V,
Rabinovich A. 2015. Going deeper with convolutions. In: Proceedings of the IEEE
conference on computer vision and pattern recognition. Piscataway: IEEE, 1-9.

Szegedy C, Vanhoucke V, Ioffe S, Shlens J, Wojna Z. 2016. Rethinking the inception
architecture for computer vision. In: Proceedings of the IEEE conference on computer
vision and pattern recognition. Piscataway: IEEE, 2818-2826.

Tan M, Le QV. 2020. EfficientNet: rethinking model scaling for convolutional neural
networks. ArXiv preprint. arXiv:1905.1194.

Pratondo and Bramantoro (2022), PeerJ Comput. Sci., DOl 10.7717/peerj-cs.884 14/15


https://peerj.com
http://dx.doi.org/10.1002/ps.6573
http://dx.doi.org/10.1007/978-1-4842-6649-6_2
http://dx.doi.org/10.1109/ICRAMET51080.2020.9298667
http://dx.doi.org/10.33366/bs.v17i1.576
http://dx.doi.org/10.3390/app10041247
http://arXiv.org/abs/1409.1556
http://arXiv.org/abs/1905.1194
http://dx.doi.org/10.7717/peerj-cs.884

PeerJ Computer Science

Thai TTN, Nguyen TS, Pham VC. 2021. Computer vision based estimation of shrimp
population density and size. In: 2021 International symposium on electrical and
electronics engineering (ISEE). 145-148 DOI 10.1109/ISEE51682.2021.9418638.

Zhang X, Zou J, He K, Sun J. 2015. Accelerating very deep convolutional networks for
classification and detection. IEEE Transactions on Pattern Analysis and Machine
Intelligence 38(10):1943-1955.

Pratondo and Bramantoro (2022), PeerJ Comput. Sci., DOl 10.7717/peerj-cs.884 15/15


https://peerj.com
http://dx.doi.org/10.1109/ISEE51682.2021.9418638
http://dx.doi.org/10.7717/peerj-cs.884

