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Abstract

Purpose—A system architecture has been developed for integration of intraoperative 3D imaging 

[viz., mobile C-arm cone-beam CT (CBCT)] with surgical navigation (e.g., trackers, endoscopy, 

and preoperative image and planning data). The goal of this paper is to describe the architecture 

and its handling of a broad variety of data sources in modular tool development for streamlined 

use of CBCT guidance in application-specific surgical scenarios.

Methods—The architecture builds on two proven open-source software packages, namely the 

cisst package (Johns Hopkins University, Baltimore, MD) and 3D Slicer (Brigham and Women’s 

Hospital, Boston, MA), and combines data sources common to image-guided procedures with 

intraoperative 3D imaging. Integration at the software component level is achieved through 

language bindings to a scripting language (Python) and an object-oriented approach to abstract 

and simplify the use of devices with varying characteristics. The platform aims to minimize 

offline data processing and to expose quantitative tools that analyze and communicate factors 

of geometric precision online. Modular tools are defined to accomplish specific surgical tasks, 

demonstrated in three clinical scenarios (temporal bone, skull base, and spine surgery) that involve 

a progressively increased level of complexity in toolset requirements.

Results—The resulting architecture (referred to as “TREK”) hosts a collection of modules 

developed according to application-specific surgical tasks, emphasizing streamlined integration 

with intraoperative CBCT. These include multi-modality image display; 3D-3D rigid and 

deformable registration to bring preoperative image and planning data to the most up-to-date 

CBCT; 3D-2D registration of planning and image data to real-time fluoroscopy; infrared, 

electromagnetic, and video-based trackers used individually or in hybrid arrangements; augmented 

overlay of image and planning data in endoscopic or in-room video; and real-time “virtual 

fluoroscopy” computed from GPU-accelerated digitally reconstructed radiographs (DRRs). 

Application in three preclinical scenarios (temporal bone, skull base, and spine surgery) 

demonstrates the utility of the modular, task-specific approach in progressively complex tasks.

Conclusions—The design and development of a system architecture for image-guided surgery 

has been reported, demonstrating enhanced utilization of intraoperative CBCT in surgical 

applications with vastly different requirements. The system integrates C-arm CBCT with a 

broad variety of data sources in a modular fashion that streamlines the interface to application-

specific tools, accommodates distinct workflow scenarios, and accelerates testing and translation 

of novel toolsets to clinical use. The modular architecture was shown to adapt to and satisfy 

the requirements of distinct surgical scenarios from a common code-base, leveraging software 

components arising from over a decade of effort within the imaging and computer-assisted 

interventions community.

Keywords

Image-guided surgery; Cone-beam CT; Intraoperative imaging; Surgical navigation; System 
architecture; Open-source software
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Introduction

High-quality intraoperative imaging is recognized as essential to advancing the utility of 

surgical navigation across a broader spectrum of complex surgeries in which preoperative 

data alone is insufficient for guidance in the context of tissue deformation and excision. 

To this end, a prototype mobile C-arm for high-performance cone-beam CT (CBCT) has 

been developed [1], demonstrating sub-mm spatial resolution and soft-tissue visibility 

at low radiation dose. The system provides accurate information regarding the patient’s 

anatomy beyond that of preoperative images and models, as is usually the case with 

traditional image guidance techniques, and allows reacquisition and update in a near-real-

time manner to properly reflect anatomical change. Previous work using the prototype 

was found to improve performance in challenging surgical tasks [2] but relied solely on 

images (without navigational tools) and showed considerable room for improvement in 

workflow and surgical precision through integration of CBCT with tracking, registration 

with preoperative data, and improved visualization. This provides strong motivation to 

develop a streamlined, integrated guidance system in association with C-arm CBCT with 

a spectrum of application-specific capabilities. To accomplish this, a software architecture 

has been designed, featuring rigid and deformable 3D image registration, surgical trackers 

in single and hybrid arrangements, augmented reality methods using video and 3D model 

overlay, 3D-2D registration of preoperative data with real-time fluoroscopy, and graphical 

processing unit (GPU)-based digitally reconstructed radiographs (DRR). Although the 

software architecture was developed specifically for the C-arm CBCT system, it exercises 

a number of devices and toolkits (e.g., open-source software packages) and implements a 

variety of principles (e.g., modular binding of multiple data sources and complex numerical 

operations) that are pertinent to a broad scope of research and development efforts in image-

guided surgery, particularly those involving system integration for intraoperative imaging.

While conventional surgical navigation approaches based upon preoperative images alone 

enjoy relative simplicity in system integration and registration (since the underlying 

image context is fixed), they suffer significant limitations with respect to anatomical 

change imparted prior to and during the procedure. The continually updated context of 

intraoperative CBCT creates a challenge in management of various guidance technologies, 

but also offers a means of streamlining manual procedures (e.g., manual point-based 

registration) that have hampered conventional approaches [3]. These, in combination with 

guidance tools adapted to specific surgical applications, help better utilize the continually 

updating CBCT image data to convey information to the operating surgeon. Recognizing 

the disparate needs and clinical tasks associated with various surgical applications—e.g. 

head-and-neck versus orthopaedic surgery—the architecture furthermore provides a flexible, 

modular platform for task-specific tool embodiments and workflow.

The last decade has seen vast development in the field of image-guided surgery and 

computer-assisted interventions. A number of commercial solutions have been translated to 

the operation room with varying degrees of success, including the StealthStation (Medtronic, 

Minneapolis, MN) and the Kolibri and VectorVision (BrainLab, Feldkirchen, Germany) 

systems, which provide streamlined navigation functionality. Such systems were originally 

conceptualized in the context of navigation relative to preoperative image data and have, 
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more recently, been demonstrated in combination with intraoperative imagers such as 

the O-arm (Medtronic, Minneapolis, MN) and intraoperative CT and MRI [4–6]. These 

developments reflect the opportunity and increasing demand for use of intraoperative 

imaging beyond conventional reliance on preoperative images alone.

In parallel with such commercial products, academic research has actively pursued the 

development of technologies that can support improved integration, better workflow, and 

incorporation of new technologies. A variety of software packages have been developed 

to answer different aspects of computer-assisted interventions [7–11]. An example open-

source software toolkit is IGSTK [7] (Georgetown University, Washington, DC), which 

aims to simplify and accelerate the development of image-guided tracking and navigation 

systems, with emphasis on safety and robustness through its state machine architecture. 

A complementary, parallel development is represented by the cisst package [8] (Johns 
Hopkins University, Baltimore, MD) for interface to and integration of surgical trackers, 

video sources, and surgical robots. 3D Slicer focuses on visualization and image analysis [9] 

(Brigham and Women’s Hospital, Boston, MA), sharing the same underlying VTK [12] and 

ITK [13] (Kit-ware, Clifton Park NY) toolkits as IGSTK [7] and MITK [10]. With additions 

like the OpenIGTLink communication protocol [14], it is compatible with devices such 

as surgical trackers and cameras via network link to an external application that supports 

such devices. This network layer presents a potential drawback with possible performance 

bottlenecks and latency (e.g., in handling streaming stereo HD video), and such issues 

remain areas of active development.

The purpose of this paper is to describe a software architecture (referred to as “TREK,” 

connoting a general theme but not an acronym) motivated by the need for streamlined 

integration of C-arm CBCT with surgical navigation through the utilization of two popular 

open-source packages (the cisst package [8] and 3D Slicer [9]). The resulting platform 

leverages the strengths of each in realizing modular implementations for a variety of surgical 

applications centered on the use of C-arm CBCT. TREK is not intended as another toolkit, 

but rather is an application of open-source libraries that have grown from a decade of 

development throughout the imaging communities, instantiated in a form that emphasizes a 

number of novel aspects: (1) ease of development and rapid code prototyping through high-

level language bindings of its underlying components, (2) a modular architecture allowing 

rapid assembly of task-specific implementations for a variety of surgical applications 

(e.g., modules for multi-modality tracking, image registration, and video data handling), 

and (3) an emphasis on real-time use within a dynamic context of continually updated 

intraoperative images (viz., cone-beam CT). The work is presented with two potential 

readerships within the computer-assisted surgery community—computer scientists and 

clinicians—with technical details of software architecture motivated by clinical challenges 

in CBCT guidance and example application-specific embodiments presented in a manner 

that is hopefully of interest to each. The “Materials” section below describes the variety of 

data sources associated with CBCT-guided surgical applications, and the “Methods” section 

details the software architecture developed to support modular navigation functionalities. In 

the “Result” section, specific embodiments of the architecture are reported in the context of 

three clinically relevant scenarios (deployed in a preclinical research environment) that make 

use of these modular toolsets in a progressively complex manner, ranging from fairly simple 
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functions (e.g., rigid registration of surgical planning data to CBCT) to more sophisticated 

operations (e.g., deformable registration and video augmentation). The work concludes 

with a discussion of the results and the future directions in architecture development for 

accelerating the translation of novel technologies to clinical use.

Materials: data sources

A number of data sources are utilized in the surgical guidance system under development 

(Fig. 1), some of which are common to a modern operating room (OR), such as 

infrared trackers or conventional endoscopes, and others representing novel devices 

or implementations, as with video-based trackers, the tracked endoscope or even the 

intraoperative C-arm CBCT. The more common, commercially available devices and 

data sources were integrated based on manufacturers’ specifications and application 

programming interfaces (APIs). The increased challenge of integrating with commercial, 

clinical systems involving their own (possibly proprietary) communication protocols is 

clearly recognized and points to ongoing efforts within the computer-assisted surgery and 

standards communities. While all the data sources illustrated in Fig. 1 are not necessarily 

used simultaneously, each plays a role in application-specific configurations of the system, 

where for example, one tracker embodiment may be better suited than another, or the 

application may call for a hybrid combination of data sources. The sections below 

briefly summarize the spectrum of data sources incorporated within the TREK software 

architecture.

Prototype C-arm for cone-beam CT

The need for high-quality intraoperative 3D imaging has motivated the development of 

a mobile C-arm for CBCT. The prototype C-arm in Fig. 1 was developed in academic-

industry partnership over the last several years [1], modifying an isocentric C-arm platform 

(PowerMobil, Siemens Healthcare, Erlangen, Germany) to include a flat-panel detector 

(PaxScan 3030 CB, Varian Imaging Products, Palo Alto, CA) in the imaging chain, 

a motorized orbit, and a system for geometric calibration and high-quality 3D image 

reconstruction. The device is capable of both 2D fluoroscopy and 3D CBCT, with the 

former performed as high as 30 fps and CBCT projection data for the latter typically 

at 3.3 fps, acquiring ~200 projections over 178°. CBCT imaging in applications such as 

skull-base and orthopaedic surgery [1,15–17] is fairly robust against artifacts arising from 

involuntary patient motion, while imaging in the presence of strong motion (e.g., cardiac 

motion) requires advanced acquisition and reconstruction methods—e.g., retrospective 

gating and motion-compensated reconstruction. Volume images demonstrate sub-millimeter 

spatial resolution and high-quality 3D visualization of bone and soft-tissues at low radiation 

dose [18]. By providing 3D image updates on demand, intra-operative CBCT can improve 

surgical navigation in a manner that properly accounts for anatomical deformation and 

excised tissue, thereby extending the role of image-guided surgery systems from rigid 

bony anatomy to a broader spectrum of surgical interventions. As illustrated in Fig. 1, the 

continually updated context of CBCT images lays the foundation for integration of various 

tracking and navigation technologies.
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Preoperative and intraoperative imaging

Depending on the disease and mode of therapeutic intervention, a variety of preoperative 

imaging modalities (e.g., CT, MR, and PET) may be used in delineating surgical targets 

and localizing adjacent critical normal anatomy. The value of intraoperative CBCT is 

significantly enhanced if such preoperative image data can be accurately registered to the 

most up-to-date image. Specifically, the CBCT image may be used to drive a deformable 

registration of preoperative information to an accurate, up-to-date context, providing the 

surgeon with superposition of multi-modality image and planning information; for example, 

deformable 3D-3D registration based on the Demons algorithm, allowing registration of 

CBCT to prior CBCT and preoperative CT (and, consequently, any information such MR, 

PET, and planning data registered to the preoperative CT [19]) can be implemented. 

In addition to integrating preoperative data sources with intraoperative CBCT, further 

data sources need to be accommodated from other intraoperative imaging, e.g. C-arm 

fluoroscopy relating the 3D scene through 3D to 2D registration techniques [20].

Surgical planning

Registration of planning structures (usually defined in the context of preoperative images) 

provides an important aspect of surgical navigation. Typically, planning data (e.g., definition 

of surgical trajectories and cutlines as well as segmentation of anatomical landmarks, 

surgical targets, and normal anatomy) are registered to intraoperative CBCT and fluoroscopy 

using 3D-3D or 3D-2D image-image registration. In preclinical studies, external applications 

such as ITK-SNAP [21] (University of Pennsylvania, Philadelphia, PA) were used to define 

such planning structures either in preoperative CT or directly in intraoperative CBCT.

Surgical trackers

Surgical trackers, such as stereoscopic video-based (T1 in Fig. 1), infrared (T2, T3), 

electromagnetic (T4), and mechanical trackers, are becoming prevalent in the modern OR, 

particularly in minimally invasive procedures in which the physical location of a tool must 

be precisely known in real-time relative to surrounding anatomy. The specific advantages 

and disadvantages of each define their usability in differing applications—e.g., tracking 

of rigid external tools with infrared trackers versus flexible internal instruments with an 

electromagnetic tracker—suggesting a role for multi-tracker support in next-generation 

guidance systems. The device APIs are accessed over various communication interfaces, 

e.g. serial (RS-232), USB and firewire (IEEE 1394), and make it possible to program and 

configure individual trackers for specific applications. Common usage requires a tracker 

to be registered to a tracked reference, which is often rigidly attached to the patient and 

positioned as to have optimal view of the reference marker and the target area.

Video sources

Surgical video sources include endoscopic cameras (e.g., sinus endoscopes, and 

thoracosopes) as well as in-room video cameras, providing real-time images of the surgical 

scene through the use of mono and stereo cameras in conventional and high-definition 

formats. Additionally, video-based trackers (T1, V1 in Fig. 1) present potentially useful 

sources of video data. Projection radiographs synthesized from volumetric data sources 
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(DRRs) [22] can be incorporated as a video stream input similar to a camera as well. Near 

real-time streaming of these images with minimal lag is important to avoid latency and 

discrepancy with the physical world. Two video sources specifically considered below are 

a tracked sinus endoscope modified with infrared retroreflective markers (V2 in Fig. 1) and 

a video-based tracker (V1) mounted directly on the C-arm [23] for which the video feed is 

simultaneously used for tool tracking and an augmented video scene of the surgical field.

Methods: software architecture

Software foundation

The software architecture is primarily based on two open-source packages (cisst and 3D 

Slicer), which themselves utilize other open-source toolkits such as VTK [12], ITK [13], 

and OpenCV [24], thereby leveraging a broad base of expertise among developers and users. 

The two software packages complement each other in a manner that spans the requirements 

of the target applications, forming the TREK foundation as illustrated at a high level of 

abstraction in Fig. 2, with specific components of interest included in cisst and Slicer as 

detailed below.

The cisst package—The cisst package (Johns Hopkins University, Baltimore, MD) 

consists of software libraries designed to ease the development of computer-assisted 

intervention systems through a combination of core functionalities offering real-time 

performance in reading and/or controlling external devices [8]. It operates within a 

well-defined scope (i.e., separate from image visualization or processing) emphasizing a 

number of core procedures like device support, multitasking, and high-performance vector 

manipulation and is thus a useful complement to a medical image visualization solution 

(e.g., Slicer). The core cisst procedures as implemented in TREK are summarized below.

Multi-task Framework: cisstMultiTask provides the framework for creating and running 

tasks in parallel. Tasks can be defined to be event-based, continuous, or running with 

specific periodicities. They are connected to each other using a command pattern that 

specifies the provided/required interfaces for communication. Parallelism is achieved 

through both a shared memory model using threads and in a distributed manner using 

separate processes communicating over a local network. Tasks in the TREK platform use 

the shared memory approach, where input data can be propagated within the system with 

minimal memory copying.

Device Support: Attached to this multi-task framework, the cisstDevices library provides 

the layer that facilitates the device handling of a number of input sources. Surgical 

tracker support has been redesigned and improved in the course of TREK platform 

development, and support for new trackers was added to better handle manufacturers’ APIs 

and communication protocols and to create similar-behaving interfaces to which other tasks 

may attach.

Vision Pipeline: The cisstStereoVision library, also used in conjunction with the multi-task 

framework, is used to generate the image processing pipeline that attaches to video sources. 

Tasks are broken down and defined in terms of filters that can execute over multiple threads 
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in parallel and, by utilizing the OpenCV package [24], achieve tasks such as automated 

calibration, color adjustment, and distortion correction.

Transformation Manager: Although alternatives exist in other packages used within the 

TREK architecture, the tight coupling to the physical data sources and the level of control 

it exposes motivated the use of prmTransformationManager. Changes in the periodically 

updating sources (e.g., trackers) are automatically reflected in this tree manager through the 

use of events. The manager allows support for error margins, which can be used to readily 

compute propagation of error. Support for representation of 2D and non-rigid transformation 

types is under development, which can extend its utility in our specific implementation of a 

multi-modality image guidance system.

Data Collection Tools: The mtsCollector type objects are attached to running tasks and 

collect the state of a given task and the events received by the task, where the output data 

may be generated in human-readable text or compressed binary format for immediate view, 

offline processing, or simple playback.

Numerical Methods: The cisstVector and cisstNumerical libraries are used at the core of 

a number of routines, either to store images or to carry out operations on transformations, 

thus enabling high computational efficiency through the use of stack-allocated storage and 

by replacing loop mechanisms with templated engines defined using recursive template 

metaprogramming.

3D Slicer—3D Slicer (Brigham and Women’s Hospital, Boston MA) is a free, open-

source software package for visualization and medical image analysis [9]. Its use in 

image-guided therapy is well established over the last decade through the functionalities 

provided in 3D visualization of multi-modality image data, advanced image analysis 

algorithms, segmentation, and therapy planning. Many of these capabilities form the basis 

of intraoperative image-guided procedures. A selection of these components is employed 

within the TREK architecture, as detailed below, in a manner that complements the cisst 

components detailed above. Together, the two packages provide a solid foundation for 

real-time, multitasked device control (cisst) combined with high-quality image visualization 

and analysis (Slicer).

GUI Toolkit: Employed as an end-user application, Slicer includes a cross-platform 

graphical user interface (GUI) toolkit, namely KWWidgets [25]. Widgets of specific interest 

are the module panel that contains the controls of various tools, the slice viewers for 

volumetric images, and 3D viewers that host the virtual scene. The 2D/3D viewers are 

wrapped VTK renderers forming the basis of most of the visualization methods available 

in TREK. The module panel is used to implement controls for various components of the 

system. For example, a collapsible style is used for the experimental prototype in basic 

laboratory studies, allowing simultaneous access to different portions of the system; on 

the other hand, the notebook style is used to provide simplified wizard-like interfaces 

for the clinical prototype exposing more application-specific workflow. The Module/View/

Controller (MVC) architecture is also used to keep the logical implementation separate and 

to communicate with the interface and scene manager through events/listeners.
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Data Module (Volume Loader): Slicer provides support for loading of images of various 

types and formats, including DICOM and MetaImage as the most common in our 

application (specifically, DICOM formatted CBCT and preoperative image data combined 

with MetaImage formatted planning structures). Multiple volumes/images can be loaded, 

rendered, and visualized concurrently, using 2D orthogonal/oblique planar views as well as 

various 3D view renderings.

Editor Module (Surgical Planner): Label maps are used to delineate planning data on the 

scan, which are then displayed in a superimposed manner on the slice views. Although 

primarily a preoperative procedure, having this capability in the OR allows on-the-fly 

editing of planning data, especially valuable with frequent intraoperative CBCT image 

updates. In practice, TREK accommodates a combination of preoperative planning in ITK-

Snap [21] and/or intraoperative modifications via the Slicer Editor.

MRML Scene: The XML-based Medical Reality Modeling Language (MRML) is adopted 

through Slicer, which combines various types of data, e.g. volumes, images, fiducials, and 

planning, into a virtual representation of the surgical scene. This also provides a means to 

save or load a scene, allowing it to be recalled at a later point in the procedure without 

interrupting the normal course of an intervention (or experiment).

TREK architecture for intraoperative image guidance

Built on the foundation described above and receiving a continuous flow of input from 

the data sources listed in the previous section, the TREK architecture is illustrated at 

a coarse level of package bindings illustrated in Fig. 2 and at a finer level of specific 

components in Fig. 3. As detailed below, TREK is best described in terms of the design 

decisions leading to streamlined integration of these software components in a manner 

that emphasizes modularity, execution speed, and ultimately the ability to build application-

specific workflows that improve surgical performance.

Scripting languages for integration of software packages—The integration of 

multiple hardware devices and software packages traditionally comes at the cost of added 

complexity [26]. The TREK architecture seeks to tackle this problem through higher-

level programming and the use of scripting to “glue” underlying components together. 

Individual packages, like cisst, Slicer and its underlying VTK and ITK toolkits are written 

in lower-level system programming languages (namely C/C++ or Fortran), offering data 

structures and algorithms that are often built from scratch from primitive computational 

elements and optimized to machine code through a compilation step. While this produces 

a highly efficient codebase, frequent compilation is often time-consuming, and the lower-

level control provided by the language can overshadow the logical flow of an algorithm, 

hindering the development process through increasing complexity [27]. Compared with 

higher-level scripting languages like MATLAB (The Mathworks, Natick, MA) or Python 

(www.python.org), system languages are less expressive, require more lines of code, and 

the syntax is generally more complex due to exposing low-level control of memory 

allocation and manipulation. These problems are exacerbated when working with multiple 

packages, each with their own data types and definitions, and requiring intricate conversion 
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mechanisms for effective communication between each other. The solution adopted in 

TREK is to use a scripting language (Python) for simplified access to the various required 

packages, thereby combining solutions with unique standards and conventions under a 

common roof. Python, an interpreted, general-purpose, high-level programming language, 

was chosen to fulfill this task, emphasizing code readability, an extensive standard library 

with scientific solutions like NumPy (www.numpy.org) and SciPy (www.scipy.org), and 

existing bindings for many of the major packages used within TREK. As illustrated in 

Fig. 2, the TREK architecture utilizes Python bindings of cisst and Slicer packages to 

access the underlying components of each. This approach breaks the traditional build/debug 

cycle, since once the dependent components are compiled, the higher-level logic can be 

programmed without recompiling. Furthermore, as an alternative to conventional debugging, 

the current state of a program with all its variables can be observed through the (Python) 

interpreter in real time.

Communication between the scripted and compiled portions of the program takes place 

through an intermediary layer, called the language binding/wrapper. While the use of 

this additional layer poses a potential performance bottleneck (specifically with cisst 

due to its central role in device support structures), latency was minimized through the 

implementation of typemaps. Standard types like integers and floating-point numbers are 

seamlessly converted to their Python equivalents by an external application SWIG [26], 

which simply creates Python representations of these objects in memory. Other more custom 

types (e.g., Cartesian frames, color images, or image volumes – all vector-based constructs) 

are represented using NumPy, an extension to Python that adds support for multidimensional 

arrays and matrices along with a large library of high-level mathematical functions. To 

handle the conversion of such custom objects, typemaps have been designed to map the 

memory layout of a cisstVector to a NumPy array and back, thereby rendering physical 

memory copy unnecessary. As an analogous comparison, consider the MATLAB assignment 

operator, which creates a copy of the object with each new assignment, regardless of its 

type or size. The use of typemaps also enables extension of numerical methods in cisst (e.g., 

cisstNumerical), since mixing and matching of NumPy vectors with cisstVectors comes at 

minimal computational cost. Such implementations reduce latency that would otherwise 

arise from copy operations.

Object-oriented programming for abstraction—Control software for most of the 

data sources presented above introduces hardware dependencies. Most of the data sources 

include their own API and can communicate with the rest of the system using a 

specified communication protocol. TREK uses object-oriented programming to abstract 

these differences, simplify their control, and allow for easy extraction and management 

of information content. Figure 3 shows a detailed diagram of the TREK architecture 

emphasizing the abstraction of data sources through the use of cisst, Slicer, and language 

bindings. The hierarchical object structure formed in this example creates the two main 

objects of the TREK system, namely trekFrame and trekVideo.

As illustrated in Fig. 3, the input sources are intercepted on the compiled-side, with cisst 

handling the trackers and video sources, and Slicer managing the input of image data. 

Execution of these tasks is controlled from the scripted-side, either through user input or 
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from a preset configuration. The resolved data are then forwarded to the scripted-side to 

be represented in terms of two basic types: trekFrame represents objects in the scene that 

have a Cartesian position, whereas trekVideo is used for 2D images/video. Volumes, on the 

other hand, are handled natively by Slicer and are attached to trek-Frames. All objects are 

linked to VTK pipelines for rendering in the virtual scene, and their updates are handled 

behind the scene, triggered by the availability of new data. The objects also report back to 

the main packages—i.e., trekFrame and trekVideo are attached to the cisst transformation 

manager and vision pipeline, whereas Slicer perceives them as MRML transform and 

camera nodes, respectively, thus ensuring compatibility with other functionalities provided 

by these foundation packages (e.g., existing Slicer plugins).

Build system and runtime configuration—The component-based design of TREK 

follows all the way down to its build system. The open-source build system CMake was 

chosen to handle the numerous software packages comprising TREK. The experimental 

CMake-based build system of Slicer version 4 was backported and modified to include 

automatic compilation of all packages required by TREK. Additional functionality was 

implemented to automate new module creation from templates.

Although most parameters of a running TREK session can be configured interactively, 

it was observed that using configuration files greatly saved time during an experiment. 

TREK configuration files are used to initialize and configure the system to adapt to specific 

applications. Extensible markup language (XML) file format is used to describe the inputs 

and various parameters of the system. Upon load, the files are validated against a Document 

Type Definition (DTD), followed by a sanity testing of the values. This way, an application-

specific set of modules, navigation tools, preferences, and workflow can be launched based 

on a single configuration file.

Registration of data sources—The technical integration of data sources with the 

software components that abstract and drive them facilitates a final stage of algorithmic 

integration in which volumes, images, and coordinate frames are related to each other by 

means of registration. Although both cisst and Slicer offer some readymade solutions for 

tracking and registration, there are numerous aspects of CBCT imaging (e.g., truncation, 

artifacts, and CT number inaccuracy) and, more importantly, a number of advanced 

registration techniques under development (e.g., automatic image-world registration [3], 

image-image registration [19], and image-video registration [28]) that motivate a higher 

degree of control and flexibility. The flexibility of the TREK architecture in this regard is 

put to test in accommodating the following registration tasks essential for 3D-3D and 3D-2D 

image-image registration, image-world (tracker) registration, and image-video registration.

Image Registration—Methods of image registration implemented in TREK include 

simple point-based methods, image-based rigid registration, and image-based deformable 

registration methods (e.g., a multi-scale variant of the Demons algorithm [19]). The primary 

toolkit underlying such algorithms is ITK, although a variety of algorithms represent areas 

of continual development and future research.
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Tracker Registration—The nominal method for image-world (tracker) registration 

involves rigid point co-localization of fiducials, relying on markers visible in both the 

patient image and the tracker coordinate frame. Horn’s method for rigid registration was 

implemented in NumPy for such manual localization [29]. An alternative registration 

method involves automatic localization of fiducials visible to both the C-arm X-ray imaging 

and the tracker—e.g., retroreflective markers with tungsten BBs at the center of each fiducial 

[3]. Another derivation of the problem solves the AX = X B problem to register different 

trackers to one another [30].

Video Registration—In addition to handling various video data sources streamlining 

as trekVideo objects, registration of image and video data includes a conventional, tracker-

based registration [31] of endoscopic video with CBCT as well as a more precise image-

based registration [32] that further utilizes feature points detected in the video and CBCT 

scene. The former is fully integrated in TREK, using basic camera calibration utilities (e.g., 

DLR CalLab and CalDe [33]) for real-time registration and video overlay of CBCT data 

(and any other image or planning data registered to CBCT) to the video stream supplied 

by a tracked endoscope. A working prototype of the image-based approach is implemented 

in MATLAB, which can be executed from TREK using a customized version of mlabwrap 

library that allows its control through Python. Development is underway to refactor the 

computationally intensive portions of image segmentation and feature identification and 

translate them to more optimized library methods in cisst and OpenCV.

3D-2D Registration—Registration of 3D virtual scenes (e.g., CBCT images or 3D 

planning structures) to C-arm fluoroscopy involves highly parallelizable computations 

implemented in CUDA to allow GPU-accelerated forward-projection methods (e.g., 

variations on the Siddon algorithm) [34]. TREK calls upon a custom toolkit of such 

CUDA functions, allowing input pose determination from within the GUI or from a tracker 

(e.g., a trekFrame object linked to a tracked, handheld tool). For 3D-2D registration, 

TREK provides the means for computing such fast forward-projection 2D images (e.g., 

DRRs computed on preoperative CT, planning data, and/or intraoperative CBCT) with 

the fluoroscopic image by means of various iterative methods (e.g., 2D image gradient 

information similarity metrics [35] with a covariance matrix adaptation evolution [36]).

Online analysis of geometric uncertainty—TREK includes the ability to perform 

fairly extensive online analysis of geometric accuracy, as opposed to a conventional 

approach of recording data for subsequent offline analysis. Registration errors are computed 

and reported for fiducials (FRE) and targets (TRE), which can be arbitrarily defined [37]. 

Having such analysis exposed directly in the navigation interface helps to guide selection 

of fiducials in a manner that minimizes registration errors. Such is also consistent with a 

progressive philosophy of better communicating sources of geometric error to the surgeon 

[38], helping to overcome the current qualitative, mental balancing act that a surgeon needs 

to perform in factoring what the navigation system is showing (e.g., suggesting “perfect” 

precision) against what s/he knows to be likely sources of error. An example involves 3D 

colormaps of TRE (x, y, z) that can be generated and overlaid on the navigation scene to 

better convey the fidelity of tool localization based on the spatial distribution of registration 
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fiducials [39], or similarly a 3D “cloud” or “cone” with diameter proportional to TRE 

superimposed on tracked tools to communicate the uncertainty in tooltip localization [38]. 

Similarly, TRE could be fused with the endoscopic scene in video-CT registration [40,28]. 

Such tools are a possibly important method of conveying tolerance and geometric error to 

the surgeon, and their effect on surgical performance and decision-making is the subject of 

ongoing work. Aside from this more clinically oriented motivation for online analysis, such 

tools are valuable in rigorous laboratory performance assessment. The same analysis tools 

and numerical methods coupled with a Python scripting interface yield a powerful platform 

for experimentation, capable of not just collecting and distributing data, but also processing 

and visualizing results in real-time.

Results

The resulting architecture facilitates highly application-specific implementations that 

are well suited to specific surgical tasks and workflow scenarios through adaptable 

combinations of the modular components described above. Three example applications are 

demonstrated below, representing an increasing level of complexity with respect to three 

specific surgical applications. In each case, we describe the technical implementation of 

TREK modules, followed by demonstration in a specific clinical scenario.

Display and registration of CBCT, planning, and preoperative image data

Technical implementation—The fundamental task implicit to all applications of TREK 

is the display of up-to-date CBCT images. A possible exception is a scenario in which 

CBCT is only used as a framework (under the hood) to drive the registration of other-

modality preoperative images to an up-to-date context, but in all applications considered 

below, direct visualization of CBCT is basic to the image guidance system. Slicer natively 

handles loading and display of such image data via DICOM import of CBCT images. 

Triplanar 2D slice view renderers allow superimposing of CBCT slices with registered 

preoperative data to provide a more complete perspective on surrounding anatomical context 

while displaying the most up-to-date CBCT images within the region of interest about the 

surgical target. The field of view boundary can also communicate the accuracy of image 

registration via the continuity of structures extending between the CBCT and preoperative 

image. Using layer transparency, fading, or difference images between successive scans 

provides quick assessment of tissue changes—e.g. excision or deformation.

The surgical plan is superimposed in triplanar views, and for 3D views, rendered as 

smoothed triangular meshes. High-contrast bone is also typically rendered to provide greater 

context (Fig. 4) obtained by thresholding a reduced version of the preoperative image, and 

generating a decimated triangular mesh. Finally, 3D-3D image registration may be invoked 

by way of simple point-based or image-based rigid registration or more sophisticated 

deformable registration. TREK invokes standard ITK tools for rigid image registration. The 

deformable Demons algorithm described in section “Registration of data sources” has been 

fairly rigorously tested in cadaveric and clinical data, requiring ~10–20s for registration 

of 2563 voxel CBCT volumes (trekDeformable-Registration). Its use enables the flow of 
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information from preoperative imaging and planning to intraoperative imaging and surgical 

delivery.

Clinical example: temporal bone surgery—A specific embodiment of the TREK 

architecture is illustrated in Fig. 4 for guidance of temporal bone surgery. The anatomy of 

the temporal bone includes numerous mm-scale features in complex 3D orientations that can 

be difficult to visualize in 2D triplanar views. Displaying anatomical landmarks, the surgical 

target, and critical boundaries within both cross-sectional and fully 3D representations 

augments the surgeon’s mental map. In cochlear implantation, for example, C-arm CBCT 

has been identified as a potentially useful guidance modality (particularly in cases of 

abnormal anatomy) [15], with high-resolution CT providing useful preoperative planning.

Conventional approaches leverage real-time tracking relative to preoperative CT, possible 

incorporation of complex fixation/immobilization devices, and a fair amount of “mental 

registration” on the part of the surgeon to reconcile disparity between the preoperative image 

data and the actual anatomy during the course of intervention. The TREK embodiment 

illustrated in Fig. 4 has the potential to bypass many of these shortcomings through use 

of intraoperative CBCT complemented by high-resolution preoperative CT and surgical 

planning. The updated 3D image context serves to properly display anatomical changes 

(e.g., excision of the mastoid bone) and account for tissue deformation (e.g., shift of the 

brain and dura following the cerebrospinal fluid drainage). Furthermore, the up-to-date 

CBCT images provide freedom from restrictive registration processes and immobilization 

devices, so long as the surgical target is within the CBCT field of view (FOV).

Tool tracking and augmented video

Technical implementation—TREK incorporates single/multiple surgical trackers to 

localize the position and orientation of surgical instruments ranging from simple pointers 

to drills, suction, and tracked endoscopes. The architecture accommodates simultaneous 

capturing from the spectrum of tracking modalities through its underlying cisstMultiTask 

framework. The trackers are managed from the Python side (trekTrackers), where they are 

instantiated as separate C threads to run periodically at 1 kHz. Once data are received 

from the external device, they are shared in memory along interfaces and over language 

bindings via SWIG typemaps, thus minimizing costly memory copy operations that could 

otherwise introduce lag. Each tracked tool is mapped to a trekFrame object, synchronizing 

data from the tracker automatically and relating to the rest of the transformation tree defined 

at configuration-time. The tools can be visualized in 3D or 2D views, either by centering the 

slices to the tooltip (Fig. 5a) or by moving the crosshairs within a fixed field of view when a 

greater context is required (Fig. 6a).

While intraoperative 3D imaging provides an up-to-date view of patient anatomy, the mental 

correspondence of the physical world to 3D images can be challenging, especially for 

procedures in which the surgeon operates through a small incision using a video endoscope 

that is free to move and rotate, but the perspective of which may bear little resemblance 

to triplanar or fully 3D views. In this respect, the ability to register image and planning 

data directly to the video endoscopic scene can provide a valuable window on a complex 
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set of 3D data within a natural visual scene. Leveraging similar components as for trackers 

(above), video inputs can be captured simultaneously in a multi-threaded manner. Due 

to the increased input data size, common operations such as adding alpha channels to 

video frames, resizing, and rectifying for distortion are carried out in thread pools for 

parallel processing. Aside from synchronizing image data and performing basic pipeline 

processing, a trekVideo component keeps track of camera intrinsic and extrinsic parameters 

and is attached to other trekFrames for correct positioning in the virtual scene. Using these 

functionalities, by switching the default scene camera with a trekVideo frame, the video 

image can be augmented with planning structures (trekVideoAugmentation) as illustrated in 

Fig. 5a in an alpha-blended fashion. Analysis of video registration accuracy shows ~2 mm 

target registration error (TRE) obtained from tracker-based video registration, improved to 

sub-mm accuracy with the video-CBCT image-based technique [28].

Clinical example: skull base surgery—A slightly more complex combination of 

TREK display and tracking modules is illustrated in Fig. 5 for application in endoscopic 

skull base surgery. Such intervention involves the excision of tumors located in and about 

the cribriform and clivus, where the surgical target is often surrounded by a complex 3D 

architecture of critical structures such as the carotid arteries and optic nerves. Up-to-date 

imaging that properly reflects anatomical change and allows confident visualization of the 

tumor and critical structures therefore offers a potentially significant advance to the state of 

the art. A total of 3–5 CBCT scans has been found in preclinical studies to guide the surgeon 

in the surgical approach, initial resection, further resection of residual tumor if necessary, 

and final image-based verification and quality assurance of the surgical product.

Figure 5 shows the case in which a cadaver is used in preclinical studies of surgical 

performance under CBCT guidance. The surgical tools common to such transnasal 

approaches make the use of optical trackers practical, since the position and orientation 

of the tools are naturally constrained by the anatomy, and line-of-sight issues can be 

minimized. To this end, an infrared (T3) and/or a video-based tracker (T1,V1) may be 

used to track the surgical tools, endoscope (V2), and the patient via a reference marker 

attached to a Mayfield clamp (Fig. 5b). Not only are preoperative images and planning data 

registered to the most up-to-date CBCT (as described in the previous section and shown 

in the triplanar views of Fig. 5a), but real-time tracking of the video endoscope allows 

registration of these data directly within the video scene. An alpha-blended rendering of 

planning structures within the video scene thus allows the skull base surgeon to see beyond 

the surface anatomy and more precisely approach and excise the surgical target while 

avoiding surrounding critical anatomy. Soft tissue visibility achieved by CBCT, coupled 

with deformable registration that properly accounts for effects such as mandibular motion, 

neck flexion, herniation of orbital contents, and excised sinus architecture allows for an 

up-to-date, geometrically resolved rendering with each scan.

Virtual fluoroscopy and digitally reconstructed radiographs

Technical implementation—A third level of modular implementations aims to address 

opportunities for dose reduction (a topic of considerable interest to the clinical community) 

as well as high-precision 3D-2D registration. To this end, a DRR generating module 
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has been implemented (trekDRR) which interfaces to a custom-designed GPU toolkit 

implemented in CUDA. Tracked tools (trekFrame) are attached to generate DRRs from 

arbitrary poses, and due to the 2D nature of the synthesized images, the output of the module 

is treated as a video source, thus using the previously described solutions for display and 

processing (trekVideo). Embodiments of this functionality undergoing preclinical evaluation 

include (i) virtual fluoroscopy from the perspective of a handheld tool or the C-arm itself, 

(ii) 3D correspondence of a 2D image with respect to the surgical scene, and (iii) tools to 

assist C-arm tableside setup such that the C-arm orbit is free of collision and the target is 

within the CBCT FOV. Each of these offers the potential to reduce reliance on fluoroscopy 

for simple localization tasks and could provide more streamlined workflow scenarios, 

reduction in surgery time, and reduced radiation dose, as illustrated for the example of 

spine surgery below.

Clinical example: orthopaedic spine surgery—Orthopaedic surgery is among the 

fields that have most fully adopted and benefited from conventional image guidance 

approaches, demonstrating improvements in surgical outcome associated with such 

capability [41]. However, current embodiments also highlight the shortfalls of conventional 

approaches—not only the reliance on preoperative image data but also bottlenecks in 

workflow, a lack of system integration, and only basic attempts to communicate potential 

geometric errors to the surgeon. An assembly of TREK modules for spine surgery suggests 

a number of potential advances, such as automatic registration techniques [3] that allow 

image-world registration to be updated with each CBCT scan, removing one of the workflow 

bottlenecks and maintaining a higher level of geometric accuracy throughout the procedure. 

Although rigid registration of targets may be sufficient in some cases, incorporation of 

piecewise rigid (e.g., individual vertebrae) or fully deformable registration offers to better 

accommodate intraoperative change. One of the main goals of the prototype C-arm was 

to deliver 3D images with spatial and contrast resolution beyond that of existing CBCT 

systems, facilitating visualization of soft-tissues (e.g., muscle, fat, and tumor) throughout the 

FOV. As shown in Fig. 6a, superposition of CBCT within the larger FOV of preoperative 

images provides a useful large-scale context in which to interpret intraoperative imaging. 

Similarly, registration of planning structures and surgical trajectories (e.g., transpedicular 

approach to the vertebral body) offers enhanced visualization that could improve surgical 

precision and reduce surgery time (e.g., time spent searching for incision points and tool 

advancement in the pedicle). Radiation dose may be further reduced through the use of 

low-dose CBCT acquisition protocols [17] and also by using virtual fluoroscopy and 3D-2D 

registration to quickly localize anatomy without imparting any dose or reduce to a single 

confirmatory image—a process that conventionally requires multiple fluoroscopy shots 

and potentially prolonged exposure times (i.e., search/localization). Video augmentation 

(e.g., overlay of image and planning data within the tracker-on-C video stream) provides 

immediate, intuitive integration of information during tool advancement into the spine. The 

ability to obtain a high-quality CBCT image at or near the completion of a procedure, 

registered to planning data, offers a potentially valuable means of verifying no-tools-

left-behind, evaluating the quality of surgical product and assuring other patient safety 

considerations.
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Discussion and conclusions

The development of a new software integration architecture for C-arm CBCT-guided 

interventions has been reported, addressing a variety of inherent limitations of conventional 

image guidance within preoperative data alone. Exploiting a modular architecture, the 

TREK system integrates tools that particularly leverage the advantages of intraoperative 

CBCT, while allowing for variations in implementation within the context of specific 

surgical applications and intraoperative imaging scenarios (e.g., other intraoperative imaging 

modalities). Specific embodiments of the architecture in surgery of the temporal bone, skull 

base, and spine were demonstrated, illustrating the potential to adapt to different clinical 

scenarios with varying requirements. The use of complementary open-source software 

packages (namely cisst and 3D Slicer) as the foundation of the architecture provides a 

toolset that allows the implementation of new functionalities that would otherwise not be 

possible by either alone.

The relative ease of integration of software packages through scripting allowed us to 

rapidly develop and iterate upon task-specific embodiments in preclinical studies, thereby 

accelerating their translation to clinical use. The video registration module presented in 

section “Registration of data sources” is a good example, where previously prototyped 

MATLAB scripts were integrated with the system through Python, thereby rendering 

simple, high-level programming tools useful alongside other modules. The subsequent 

refactoring process relegates computationally intensive portions of the code down to the 

low-level, optimized library level. This prototyping/refactoring cycle simplifies and speeds 

the development process, since even an initial version of a module employing high-level 

language integration can be integrated with the system in a manner that gives runtime 

access to intraoperative data. This is believed to reduce conventional barriers of translating 

from prototype to preclinical/clinical deployment. Although TREK and its modules are not 

planned for open-source release in themselves, the development has rendered some benefit 

and return to the open-source community in terms of bug fixes and enhancements to the 

open-source packages used—e.g., added support for a broad variety of trackers now handled 

within the cisst package.

Runtime configuration of the setup for specific applications is currently achieved through 

a configuration description that is parsed during startup. Ongoing development of the 

cisst package seeks to offer greater flexibility to this design through the use of dynamic 

connection of tasks, which would allow reconfiguring the system on-the-fly, providing 

flexibility in attaching/detaching tools and trackers and adding/toggling filters of the 

imaging pipelines. The success of GPU implementations of various computational methods 

in the TREK modules also motivated transfer of the integrated code to a custom 

toolkit, allowing better experimentation with novel methods of forward/back projection, 

reconstruction, and 3D registration methods. The toolkit is envisioned to be used from 

within TREK modules and dynamically linked to the rest of the architecture.
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Fig. 1. 
Prototype C-arm for CBCT, tracking and navigation technologies. Systems labeled in the 

photograph include the C-arm, tracked tools, T1 (MicronTracker, Claron, Toronto ON), 

T2 (Polaris Spectra, NDI, Waterloo ON), T3 (Polaris Vicra, NDI), T4 (Aurora, NDI), V1 
(MicronTracker, Claron), V2 (Video endoscope, 7230AA, Karl Storz, Tuttlingen Germany), 

C1 (TREK navigation workstation), C2 (C-arm image acquisition workstation), D1 (TREK 

navigation displays), and D2 (C-arm image displays). C2/D2 are traditionally separate 

from the tableside setup, operated by a technologist to acquire and process C-arm images 

and optionally exposed to the surgeon for image review. Instead, images from C2/D2 

are acquired by the technologist and transferred to C1/D1 for real-time guidance and 

visualization by the surgeon
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Fig. 2. 
Component diagram illustrated using unified modeling language (UML) showing an 

overview of the TREK system architecture with input data sources, primary software 

internals, and binding layer to modular components
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Fig. 3. 
Illustrative abstraction of the TREK architecture, emphasizing the trekFrame and trekVideo 

objects. The left and right sides of the figure depict the compiled and scripted portions of the 

implementation, respectively
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Fig. 4. 
Scene showing CBCT guidance of temporal bone surgery. The grayscale images represent 

CBCT of a cadaveric specimen, and the colored structures were defined in preoperative 

CT, registered to the intraoperative scene. Module controls (shown on the left) provide 

toggling of functionalities and manipulation of parameters for tracking, video imaging, and 

registration. The controls are excluded (cropped) in subsequent figures
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Fig. 5. 
The virtual scene (a) and the experimental setup (b) of skull base surgery in cadaver
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Fig. 6. 
The virtual scene (a) and the experimental setup (b) of transpedicular spine surgery in 

cadaver
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