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A B S T R A C T

Purpose: It is generally accepted that adults use visual cues to improve speech
intelligibility in noisy environments, but findings regarding visual speech benefit
in children are mixed. We explored factors that contribute to audiovisual (AV)
gain in young children’s speech understanding. We examined whether there is an
AV benefit to speech-in-noise recognition in children in first grade and if visual
salience of phonemes influences their AV benefit. We explored if individual differ-
ences in AV speech enhancement could be explained by vocabulary knowledge,
phonological awareness, or general psychophysical testing performance.
Method: Thirty-seven first graders completed online psychophysical experi-
ments. We used an online single-interval, four-alternative forced-choice picture-
pointing task with age-appropriate consonant–vowel–consonant words to measure
auditory-only, visual-only, and AV word recognition in noise at −2 and −8 dB
SNR. We obtained standard measures of vocabulary and phonological aware-
ness and included a general psychophysical test to examine correlations with
AV benefits.
Results: We observed a significant overall AV gain among children in first grade.
This effect was mainly attributed to the benefit at −8 dB SNR, for visually distinct
targets. Individual differences were not explained by any of the child variables.
Boys showed lower auditory-only performances, leading to significantly larger AV
gains.
Conclusions: This study shows AV benefit, of distinctive visual cues, to word
recognition in challenging noisy conditions in first graders. The cognitive and
linguistic constraints of the task may have minimized the impact of individual
differences of vocabulary and phonological awareness on AV benefit. The gen-
der difference should be studied on a larger sample and age range.
Daily listening environments are often noisy, and
the presence of background noise degrades or slows down
our speech understanding (Mattys et al., 2012; Ross et al.,
2006). Speech in noise (SIN) is a frequently occurring prob-
lem in children for two reasons (Erickson & Newman,
2017; Neuman et al., 2010). First, children have immature
perceptual, cognitive, and linguistic skills (Leibold & Buss,
2019; McCreery et al., 2016, 2020). Second, they constantly
u. Disclosure: The
nfinancial interests

• Vol. 64 • 5022–5040 • D
interact in noisy backgrounds, for example, in the class-
room, on the playground, in the park, or at home (Knecht
et al., 2002; Nelson & Soli, 2000). These frequently occur-
ring experiences in noise can lead to lower performances in
the classroom (Mealings et al., 2015).

Fortunately, oral communication is most often
multisensory. Early pioneers, such as Sumby and Pollack
(1954) and Erber (1969), showed that seeing faces and ac-
companying articulation movements improve speech intelli-
gibility significantly. This finding in adults has continuously
been supported over time (see Grant & Bernstein, 2019, for
a review). Audiovisual (AV) enhancement or alteration
occurs for both nonspeech (Hirst et al., 2020) and speech
ecember 2021 • Copyright © 2021 American Speech-Language-Hearing Association
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stimuli, including syllables (Lalonde & McCreery, 2020;
McGurk & Macdonald, 1976), words (Ross et al., 2006),
and sentences (Grant & Seitz, 1998; Lalonde & McCreery,
2020). It has been studied in multiple domains, namely,
temporal (Hillock-Dunn & Wallace, 2012; Lalonde &
Werner, 2019; Maddox et al., 2015; Stevenson et al.,
2012), spatial (Bishop & Miller, 2011), as well as manipula-
tion of the visual (Campbell & Massaro, 1997; Rosenblum
& Saldaña, 1996) or the auditory stimuli (Grant &
Walden, 1996).

AV Benefit in Speech Perception in Adults
and Children

AV speech benefit is especially prominent when the
auditory signal is degraded (Sumby & Pollack, 1954). AV
enhancement in adults with normal-hearing thresholds can
result in 6- to 15-dB threshold improvements (MacLeod &
Summerfield, 1987) or 30%–50% increased accuracy of
speech recognition (Binnie et al., 1974; Ross et al., 2006,
2011). However, the exact relationship between AV en-
hancement and increasing noise levels has been debated
over time. Early studies in adults (Stein & Meredith, 1993;
Sumby & Pollack, 1954) found that the more the audi-
tory signal is degraded by noise (i.e., the lower the
signal-to-noise ratio [SNR]), the larger the effect of AV
enhancement. More recent findings in adults (Ma et al.,
2009; Ross et al., 2006) and children (Ross et al., 2011)
show that enhancement of AV speech perception is the
greatest at intermediate SNRs (−8 to −12 dB, depending
on age).

The fact that AV benefit differs greatly as a function
of SNR and age could explain some of the variability in
AV gain in the literature, especially in children. AV
speech improvement has been observed across the lifespan
(Lalonde & Werner, 2021): in infants (e.g., Hollich et al.,
2005; Lalonde & Werner, 2019), children (e.g., Fort et al.,
2012; Lalonde & McCreery, 2020; Ross et al., 2011),
young adults (e.g., Barutchu et al., 2010; Ross et al.,
2006), and elderly adults (Winneke & Philips, 2011). AV
speech perception plays an important role in early lan-
guage development. The language learning process takes
place in complex listening conditions, but this does not
prevent a child from successfully learning a language with
immature auditory attention skills (Bargones & Werner,
1994; Buss et al., 2011). Infants and children use visual
speech to make decisions about competing auditory sig-
nals (Knowland et al., 2016) and to learn phonetic catego-
ries in a language (Teinonen et al., 2008).

Compared with adults, children’s AV speech pro-
cessing is less dominated by visual input (Sloutsky &
Napolitano, 2003), but how AV enhancement changes
throughout development is still up for debate. On the one
hand, AV enhancement has been found in 3- to 4-year-
Gijbe
olds (Lalonde & Holt, 2016) with continuous increases
over age (Fort et al., 2012). Other studies report that AV
benefits only starting later, around 9 years of age
(Wightman et al., 2006). Jerger et al. (2009) even reported
a U-shaped relationship where AV enhancement presents
in young (4-year-olds) and older (10- to 14-year-olds) chil-
dren but not in between (5- to 9-year-olds).

Ross et al. (2011) showed that this difference across
ages is dependent on the SNR used. Specifically, at SNRs,
as low as −4 dB, there was no difference between 5- to
7-year-olds, 10- to 11-year-olds, and adults. However, at
more negative SNRs, the difference between age groups
increased in favor of the adults. Overall, the youngest
group showed similar benefit across SNRs (−3 to −15 dB),
whereas the older children and adults clearly showed a
peak benefit at −12 dB SNR.

Intrinsic and Extrinsic Factors in Children’s
AV Enhancement

Differences in AV enhancement between children
and adults—and the large variability in AV enhancement
among children—are likely explained by a combination of
developmental factors (intrinsic) and experimental design
factors (extrinsic). First, these intrinsic differences could
be explained by phonological skills (Fort et al., 2012;
Jerger et al., 2009, 2014). Jerger et al. (2009) suggested
their observed U-shaped curve of AV benefit over age
could be explained by the “Dynamic System Theory.”
This theory states that reorganization of phonological
knowledge demands a disproportionate share of a child’s
limited processing capacity, to the extent that overloading
available information processing resources can create an
obstacle to processing visual speech (Jerger et al., 2009).
This process of phonological reorganization can be ex-
pected in 6- to 9-year-olds, when children learn how to
read (Jerger et al., 2009, 2014).

A second intrinsic child factor that could play a role
is language development. Smaller AV benefits in children
could also be explained by less linguistic experience com-
pared with adults (Elliott, 1979; Fort et al., 2012; Jerger
et al., 2009). A number of studies support this assertion.
Fort et al. (2012) found evidence that children perform
better on AV tasks when vowels are embedded in words
compared with nonwords; therefore, lexical knowledge im-
proves the children’s AV performance. Davies et al.
(2009) found a significant correlation between receptive
vocabulary and speechreading in young children. Sekiyama
and Burnham (2008) showed the impact of language and
language development on AV speech processing. They
found that visual impact on speech perception was nearly
absent in both Japanese and English 6-year-olds, stayed
constant for older Japanese children, and increased for
older English children. Cognitive skills, such as working
ls et al.: Audiovisual Speech Enhancement in First Graders 5023



memory and attention, may also account for some individ-
ual and age-related differences in AV enhancement, as
working memory is correlated with individual differences in
children’s speechreading acuity (Lyxell & Holmberg, 2000).
Speechreading is more cognitively demanding for children
as they have not developed their cognitive skills to the same
level as adults and, therefore, have to devote more of their
limited processing capacity to the speechreading tasks
(Lyxell & Holmberg, 2000).

Extrinsic factors as related to aspects of experimental
design (Lalonde & Werner, 2021), such as procedures, stim-
uli, and cognitive and linguistic task demands (Bjorklund,
2005; Desjardins et al., 1997; Lalonde & Holt, 2015) could
also explain variability in AV benefit in children. Task de-
mands are a particularly important design parameter to
consider for young children, as their performance differs
between indirect (e.g., looking time) and direct tasks (e.g.,
formulating a response; Jerger et al., 2009), and between
recognition and discrimination or detection tasks (Lalonde
& Holt, 2016). Task demands are important, as different
tasks may require different underlying mechanisms of AV
enhancement (Lalonde & Holt, 2016; Lalonde & Werner,
2021).

The extrinsic factor of experimental procedure as it
relates to using stimuli words of an open- or closed-set
needs further considerations, especially for studies in chil-
dren. Speech recognition scores have been shown to be
worse when using an open-set response. When a closed-set
task is used, results are dependent on the number of
choices (Yu & Schlauch, 2019). Children are more often
presented with closed-set tasks because these tasks are eas-
ier to understand and execute, but they are fundamentally
different in terms of their information processing demands,
especially when considering the potential responses. In an
open-set task, the performance is determined by the size
of the mental lexicon, whereas in a closed-set task, it will
mainly be determined by the provided alternatives (Clopper
et al., 2006). However, the impact of the different amount
of word stimuli used in a closed-set task in children, who
are still developing their language skills, has not been well
studied. A second important aspect of using a closed-set
task is the number of alternative forced choices provided.
Clopper et al. (2006) showed that spoken word recognition
performance in an alternative forced-choice task is deter-
mined by the confusability of the foils used.

Finally, there is an interaction between extrinsic and
intrinsic experimental factors. If psychophysical tasks, in
general, require cognitive (and linguistic) skills (Witton
et al., 2017), then developmental and individual differ-
ences in these skills will influence performance on any psy-
chophysical task. Therefore, comparing psychophysical
tasks that are similar in extrinsic experimental setup but
measure different intrinsic values would allow us to better
focus on the experimental factors of interest.
5024 Journal of Speech, Language, and Hearing Research • Vol. 64 •
Purpose of This Study

The purpose of this online study is to explore these
intrinsic and extrinsic factors that impact AV processing
in first graders, which is a narrow age group at the bot-
tom of the suggested U-curve (Jerger et al., 2009). The
first question that we asked was whether first graders
show significant AV enhancement of SIN. As AV benefit
differs over varying SNRs (Barutchu et al., 2010; Ma
et al., 2009; Ross et al., 2006; Stevenson et al., 2015;
Sumby & Pollack, 1954), we chose two SNR conditions:
−2 and −8 dB SNR. We expected maximal benefits for
children this age around the −8 dB SNR condition
(Barutchu et al., 2010; Ma et al., 2009; Ross et al., 2006).
While this question has been addressed in the past, test
stimuli and methods ranged over a wide spectrum of cog-
nitive and linguistic demands. In this study, we aimed to
limit the influence of articulation, language, task atten-
tion, and cognitive demands on AV speech perception per-
formance in order to isolate children’s AV enhancement
skills. For example, multiple previous results were often
obtained by using a word/sentence repetition task. Al-
though an open-set task has benefits, we instead used a
closed-set (four-alternative forced-choice; 4AFC) picture
pointing task. The goal of this closed-set task is to con-
strain cognitive and linguistic (Jerger et al., 1968) task de-
mands for these children. More importantly, this closed-
set picture pointing task would not be impacted by any ar-
ticulatory issues. Previous studies using open-set tasks
could have had confounds, because children do not always
have fully developed articulation skills (Vance et al.,
2005). We used consonant–vowel–consonant (CVC) words
rather than multisyllabic words or sentences for two rea-
sons. First, we picked a word set that is well known by
typically developing children of this age (R. F. Holt et al.,
2011), therefore, minimizing the impact of their linguistic
abilities. Second, CVC words facilitated the use of specific
foils, which allowed us to closely investigate visual salience
of phonemes at this age (Baart et al., 2014; Lalonde &
Holt, 2015; Lalonde & Werner, 2021). To probe whether
the vocabulary set size used in an AV task interacts with
our choice of using a closed-set response in this task, we
tested two target stimulus set sizes.

We hypothesized that children at the bottom of the
U-shaped curve (6- to 7-year-olds) would show significant
AV speech enhancement on a task low in cognitive and
linguistic demands. Furthermore, we expected AV speech
benefit to be larger in the −8 dB SNR condition, similar
to results in older children and adults (Ross et al., 2011),
and independent of the target stimulus set size, when ac-
counting for vocabulary knowledge in the task.

Our second question focused on explaining intrinsic
and extrinsic differences in AV enhancement. By limiting
the cognitive and linguistic demands of the task, we aimed
5022–5040 • December 2021



to isolate individual differences in AV enhancement. Ear-
lier work suggests not only relationships between AV ben-
efit and intrinsic factors, such as phonological awareness
(Jerger et al., 2009, 2014), linguistic skills (Elliott, 1979;
Jerger et al., 2009), and attention (Lyxell & Holmberg,
2000; Tye-Murray et al., 2011), but also extrinsic factors
like task complexity (Bjorklund, 2005; Desjardins et al.,
1997; Lalonde & Holt, 2016; Lalonde & Werner, 2021).
Here, we tested whether these factors are related to AV
enhancement in a closed-set paradigm, exploring whether
the development of AV speech enhancement is necessarily
tied to other developmental skills such as vocabulary and
phonological awareness. By using target words that are
typically acquired several years younger (3- to 5-year-olds;
R. F. Holt et al., 2011) than the current age of the children,
we constrained linguistic demands of the tasks. This indi-
cates that any relationship between individual differences in
vocabulary and AV enhancement is due to a fundamental
relationship between these underlying constructs rather than
due to difficulty of the vocabulary of the target stimuli.

Finally, we wanted to explore the correlation be-
tween phonological awareness skills and AV gain. On the
basis of the Dynamic Systems Theory (Jerger et al., 2009,
2014), one would hypothesize a positive correlation be-
tween these two factors. However, a null result in this cor-
relational analysis would suggest a need to revisit the
model suggesting that a lack of linguistic experience
(Elliot, 1979; Jerger et al., 2009) causes a dip in AV pro-
cessing skills at this age.

In general, auditory psychophysical testing perfor-
mance often improves with increasing age, because these
tasks rely on attention and short-term memory skills
(Witton et al., 2017). We included an auditory psycho-
physical task that had the same response structure (i.e.,
pictures presented in a 4AFC format) without visual or
speech stimuli. This task served to account for general
psychophysical test performance. Given the relatively low
cognitive and linguistic demands of this auditory-only
task, we hypothesized that we constrained these tasks
enough so that it would not show a common variance be-
tween the speech and nonspeech task and, thus, better per-
formance in psychophysical tasks would not be a main
factor in explaining AV performance.
Method

Participants

A group of 37 English-speaking children (M = 15,
F = 22) participated in this study. Although this study
was initially planned in person, it moved online due to
COVID-19. These participants were a subset of the 48
children who participated in a 10-day camp in the summer
Gijbe
of 2019 at University of Washington’s Institute for Learn-
ing & Brain Sciences before they entered kindergarten.
Parents of all participants provided written informed con-
sent under a protocol that was approved by the University
of Washington’s Institutional Review Board. All partici-
pants showed typical speech, language, and hearing devel-
opment, measured in their previous participation in 2019.
This information was acquired both by parental report
and by a behavioral task battery, including the Peabody
Picture Vocabulary Test Dunn, 1997), Comprehensive
Test of Phonological Processing (Wagner et al., 2013),
and Test of Preschool Early Literacy (Lonigan et al.,
2007). All participants demonstrated normal or corrected-
to-normal vision, measured with the Snellen eye chart. At
the time of recruitment, in 2019, according to parental re-
port, no participants showed a history of neurological or
auditory disorders. In January 2020, one participant was
officially diagnosed with autism spectrum disorder and,
therefore, excluded from this study. The other 10 partici-
pants dropped out after May/June 2020.

Participants were tested online in May and June
2020 on phonological awareness (Phonological and Print
Awareness Scale [PPA]; Williams, 2014) and expressive
vocabulary skills (Expressive Vocabulary Test [EVT-3];
Williams, 2018). The PPA is a 3-alternative forced-choice
(3AFC) task testing initial sound matching (e.g., Which
one begins with the same sound as. . .?), final sound
matching, and phonemic awareness (e.g., How many
sounds do we hear in the word . . .?). The EVT-3 is a vo-
cabulary task in which responses are expected to be
expressed based on a picture with an accompanying ques-
tion (e.g., What is this? Tell me another word for . . .?).
These standardized and norm-referenced tests were adminis-
tered by a trained research assistant. The psychophysical
tasks were completed online between October and Novem-
ber 2020. All participants were in first grade and were be-
tween 6.29 and 7.36 years of age (M = 6.74 years in
October/November 2020). All 37 children completed all
psychophysical tasks and the training session.

Experimental Protocol

Figure 1 shows an outline of the study. Vocabulary
and phonological awareness tasks (EVT-3 and PPA) were
collected between May and June 2020 via videoconferenc-
ing. These tasks were administered as similar as possible
to in-person testing. The participant (with parent) and re-
search assistant both sat at a table in front of a computer
with audio and video turned on. All original materials
(PPA and EVT-3) were presented in accordance with the
test manual but were delivered as a PowerPoint presenta-
tion over the videoconferencing platform. Because the
PPA is a 3AFC task, participants were asked to name the
word or the accompanying number (1, 2, or 3) for each
ls et al.: Audiovisual Speech Enhancement in First Graders 5025



Figure 1. Experimental protocol of behavioral and psychophysical test sessions. Diagram describes the training and testing procedures.
Task 1 + 2 represent the audiovisual (AV) speech-in-noise (SIN) tasks, where Task 1 is the large stimulus set (N = 25) and Task 2 the small
stimulus set (N = 10). Task 3 represents the nonspeech auditory task that assesses general psychophysical testing performance. N denotes
the number of participants in each test session.
stimulus. The participant could also opt to point at the
screen, in which case the parent verbalized the response.
Three psychophysical tasks were collected over a 1-hr on-
line moderated session between October and November
2020. Each task took about 10–15 min when completed
without breaks. While up to five breaks per task and a
break between every task were offered to the participants
to encourage their focus, most participants only took
breaks between tasks. No participant took more than two
breaks during a task.

Tasks 1 and 2: (AV) SIN Recognition
Stimuli and materials. All participants completed

two SIN recognition tasks. These two psychophysical
tasks both used AV, audio-only, and visual-only stimuli.
They differed only by their target stimulus set sizes. In
Task 1, 25 spoken target words were used; in Task 2, 10
spoken target words were used. All target words were
CVC words. The 10 target words in Task 2 were a subset
of the 25 target words in Task 1. These words were drawn
from the Child Language Data Exchange System database
(MacWhinney & Snow, 1985) and used by Kirk et al.
(1995) in the Lexical Neighborhood Test (LNT). All stim-
uli were professional recordings (audio + video) of a fe-
male native English speaker created by R. F. Holt et al.
(2011) and used by Lalonde and Holt (2016). All CVC
words used were of low complexity, in both meaning and
word form. They were imageable and are considered to be
part of the vocabulary of 3- to 5-year-olds. We generated
a 3-min noise matching the long-term average speech spec-
trum (LTASS) of 100 LNT CVC-word recordings from
the same female talker, by using PRAAT (Boersma &
Weenink, 2021). Random 2-s fragments of the noise were
mixed with target words at two SNR levels: −2 or −8 dB.
These noise fragments were added to a relatively constant
speech signal. During the development of the stimuli, the
speech signal was roved between 55 and 65 dB SPL and
the noise was added, 2 or 8 dB more intense than the stimulus
signal. The SNRs were chosen to make sure the conditions
5026 Journal of Speech, Language, and Hearing Research • Vol. 64 •
were not too easy (−2 dB) and would show maximum AV
benefits (−8 dB; Barutchu et al., 2010; Ma et al., 2009; Ross
et al., 2006). To minimize the effect of the absolute intensity
level of the auditory stimuli, we roved the intensity of the
CVC word presentation within a 10-dB range, +5 or −5 dB
around 60 dB SPL (i.e., randomly drawn from a uniform dis-
tribution). Preliminary analysis of the data (in Task 1) con-
firmed no relationship between presentation levels (per target
word and modality) and percentage correct scores, Pearson
correlation: r(98) = −.005, p = .961. During the training phase,
SNRs of 0 and −5 dB were chosen to make it easier for the
participant to focus on learning the task.

All 38 pictures used for this one-interval 4AFC par-
adigm were retrieved from an open-source clipart data-
base. Every set of pictures is consisted of the target picture
and three foil pictures: (a) a “minimal pair” foil picture—
target and foil picture names only differed in the first or
last consonant, (b) a “same-vowel” foil picture—target
and foil picture names shared only the same vowel, and
(c) a “random” foil picture—target and foil picture names
had no shared phonemes. Most targets served as foils for
other targets (e.g., “hold” was a target, a minimal pair foil
for target “cold,” and a vowel foil for target “goat”). The
word lists and associated foils can be found in Appendix
A. All of the minimal pairs used were auditory minimal
pairs; they are distinctively different acoustically but not
necessarily visual. For example, you can clearly hear the
difference between “hold” and “cold” in a quiet environ-
ment, but it is hard to notice visual differences between
someone articulating “hold” and “cold,” in the absence of
any auditory input. In order to capture individual variabil-
ity in the participants’ benefit from visual speech, minimal
pair words were scored according to their visual similarity
to the target (see Appendix A). Similarity was defined
based on speechreading consonant confusion errors in pre-
vious studies with adults (e.g., Owens & Blazek, 1985), as
there is little literature about visual identification of pho-
nemes in children (Kishon-Rabin & Henkin, 2000). For
example, word initials /g/ and /θ/ are typically not
5022–5040 • December 2021



confused during speechreading, so “gum” and “thumb”
are low in visual similarity. In contrast, word initials /h/
and /k/ are often confused, so “hold” and “cold” are high
in visual similarity (Binnie et al., 1974).

AV stimuli were generated offline using ffmpeg
software (Python 3.7) to ensure synchronicity between the
auditory file and its corresponding silent video file. Video-
only stimuli were essentially silent videos but with an
LTASS noise presented in the background. Audio-only stim-
uli were paired with a still image of the same female speaker
with a neutral expression. The task was designed in the free
online study builder, lab.js (Henninger et al., 2020).

Procedure. Parents were directed to load the tasks
on their computer via a website and e-mail output file
back to the experimenter. A videoconferencing session
was active to guide parents through the experimentation
setup (e.g., loading the task file, collecting the data, and
sending the output file back) and to make notes of any
unforeseen circumstances (e.g., Internet issues and sibling
intervening). Children were seated at a table facing the
computer screen. A parent sat next to the participant during
testing, and their computer screen was shared with the re-
searcher. Auditory stimuli were presented free field through
the computer’s speakers. Answers were recorded via mouse
clicks. Depending on each child’s computer fluency as
assessed during the training session, mouse clicks were either
initiated directly by the participant or by the parent when
the participant pointed to the screen. The remote testing did
not allow us to control for the absolute audio intensity. In-
stead, before testing, participants set the computer’s audio
output to a comfortable level, based on a repeating speech
fragment of a cartoon character saying, “Let’s go play some
games” (recorded in quiet with a mean intensity of 60 dB
SPL), and kept at the same level throughout the tasks.

All participants completed a training session prior to
the AV tasks. First, we exposed the participants to all 38
clipart pictures—25 target pictures and 13 foil pictures
that were never used as a target. Every picture was shown
for 1.6 s, accompanied by a related word (i.e., picture
name) spoken by an adult female native English speaker
(different from the speaker of the stimuli for the actual
tasks). After all pictures had been shown, they had to
name five randomly selected pictures. If the participant
made any mistake, the training started over until all five
pictures were named correctly. Eight children had to re-
peat the familiarization picture phase once. Although we
only tested five random words per participant, a pilot
study confirmed that children this age could correctly
identify all pictures and that these pictures were appropri-
ate for the target words. Next, we familiarized the partici-
pants with the AV speech task by exposing them to eight
trials with feedback. These stimuli were reserved for train-
ing only and were not used in the actual task. Task 1 con-
tained 110 trials (50 AV, 50 audio-only, and 10 visual-
Gijbe
only) and Task 2 contained 90 trials (40 AV, 40 audio-
only, and 10 visual-only), each having five blocks. All tar-
get stimuli words were presented in each task an equal
number of times in both AV and audio-only modalities.

Five conditions with three modalities (two AV, two
audio-only, and one visual-only; see Figure 2) were tested
in each task. The presentation order of the modality and
noise level was randomly assigned for each participant. Ev-
ery trial started with a fixation target (500 ms), followed by
a blank screen (200 ms). Then, the 2-s long noise was pre-
sented with the word stimulus appearing 500 ms after the
beginning of the noise. Finally, a screen with four pictures
(arranged in a 2 × 2 block) appeared, and the participant
selected a response by clicking an image. No feedback was
provided, and there was no time limit to respond. The posi-
tion of the pictures was randomized on each trial.

In order to monitor participants’ visual attention, a
picture of a cartoon character, which also narrated the in-
structions, was randomly shown on the screen. This charac-
ter served as a catch-trial stimulus to measure cross-modal
attention and was a fun motivator for the participants
throughout the tasks. During the two AV tasks, this cartoon
appeared 20 times in total, spread throughout all conditions.
The participants were instructed to identify this character by
saying its name. One child opted to raise their hand for this
catch-trial response instead of providing a verbal response.

Task 3: Tone-in-Noise Counting Task
Stimuli and materials. Task 3 was an audio-only psy-

chophysical task. Three harmonic complexes were gener-
ated, with each complex consisting of the first five har-
monics with the following fundamental frequencies: 200,
400, and 600 Hz. Each complex was 300-ms long. One to
four auditory events (or “beeps”) were generated (with an
interstimulus interval, or ISI, of 100 or 200 ms, presented
isochronously) by repeating one of the three complexes.
Variability in harmonic complexes and ISI was added to
keep the child engaged and to increase the complexity of
the task. This resulted in 24 different stimuli combinations
(3 harmonic complexes × 1–4 “beeps” × 2 ISIs). These
stimuli were presented in the presence of a LTASS noise at
three different SNR levels (no noise, −2, and −8 dB). Similar
to Tasks 1 and 2, the free online study builder, lab.js
(Henninger et al., 2020), was used to build this task.

Procedure. The setup of this task was very similar to
the previous two tasks. Participants were first trained in a
1-interval–4-alternative forced choice task with feedback.
The participants were presented with the same 500-ms fixa-
tion marker, followed by a 200-ms blank screen. The partici-
pants heard one, two, three, or four “beeps” while seeing a
fixed cartoon “listening” character. This was followed by
four choices (arranged in a 2 × 2 block) with pictures show-
ing one, two, three, or four dots (with the accompanying
number). These choices stayed in the same order throughout
ls et al.: Audiovisual Speech Enhancement in First Graders 5027



Figure 2. Visualization of setup for Tasks 1 and 2, which started with a 500-ms fixation marker 500 ms, followed by a 200-ms blank screen.
Then the auditory, audiovisual (AV), or visual stimulus was presented (in different signal-to-noise ratios, 2,000 ms), followed by the four answer
choices. There was no time limit in the response period.
Task 3, in contrast to the AV tasks. Answers were recorded
via mouse clicks.

The training consisted of eight practice items with
feedback, followed by 60 test trials without feedback, pre-
sented in three blocks of 20. At the end of each block,
there was a verbal confirmation on how far along the par-
ticipant was in the task, similar to the previous tasks. In
this task, no speech sounds or visual stimuli were provided.
Statistical Analysis and Results

General and Cross-Modal Task Attention

First, we wanted to verify whether the children were
attending to our visual stimuli—an experimental variable
that could be challenging to control especially when the
tasks were carried out at home and online. All children
showed that they were attending to the visual stimuli as
they noticed almost all of the 20 catch trials, with a mean
count of 19.14 (SD = 1.06, minimum = 16, maximum = 20).
The random answer options in the 4AFC task also served as
a mechanism to account for general attention. We expected
that the random foil option would only be chosen when the
participant was not attending to the stimulus or was guessing
because there was not enough information to make a mea-
sured decision. In the audio-only and AV modalities, we ex-
pected the stimuli were informative enough that a response
to the random foil should be interpreted as moments of inat-
tention. In both the audio-only and AV modalities, only 1%
5028 Journal of Speech, Language, and Hearing Research • Vol. 64 •
of the total responses were random foils. Thus, these data re-
vealed that the participants were attending to the stimuli.
Neither the rate of random responses, r(35) = −.29, p = .087,
nor the rate of catch-trial responses, r(35) = −.19, p = .245,
correlated with performance in the AV tasks.

AV Enhancement

Statistical analyses were performed using the lme4,
lmerTest, stats, and psych packages in R (Bates
et al., 2015) and RStudio (version 1.3.1093). The analysis
of variance (ANOVA) function provided F statistics for
the models generated. We used linear (mixed-effects)
models to test two main hypotheses, whether children this
age show AV gain and whether individual differences be-
tween participants could be explained by vocabulary
knowledge, phonological awareness skills, or psychophysi-
cal testing performance.

First, we tested the hypothesis that the children in
first grade use visual cues in conjunction with the auditory
stimulus to improve CVC word perception when presented
in noise. The dependent variable was the combined per-
centage of correct trials in Tasks 1 and 2. In Model 1:
Test score ~ Modality × SNR + Set + (1|Participant) +
(Set|Participant), we examined the fixed effects of the pre-
sentation modality (i.e., AV vs. audio-only), the SNR level
(i.e., −2 and −8 dB SNR), and the impact of the number
of stimulus set size (i.e., small vs. large). The audio-only
modality, −8 dB SNR, and the large target set size served
as references in each category. An interaction effect of
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modality and SNR was modeled to account for the possi-
bility that children might only attend to the visual cues in
the −8 dB SNR condition. The model included a random
intercept for participant, which estimates a variance com-
ponent for the fixed factors such that the model fits an in-
tercept for each participant. A random slope for participant
depending on the stimulus set was included to account for
individual slope differences between Tasks 1 and 2. Gender
was initially included as a variable in the model, but no sig-
nificant effect was observed and thus, this variable was
deleted from the model. Table 1 summarizes how children
benefited from visual salience of the phonemes (Model 1),
and their corresponding task performance is shown in
Figure 3. The random intercept had a standard deviation
of 0.01, suggesting that performance across participants
was quite consistent.

An ANOVA showed a statistically significant main
effect of modality, F(1, 219) = 7.0609, p = .008, suggesting
that children performed better in the AV modality than in
the audio-only modality regardless of the SNR level and
the set size of their responses. The significant main effect
of SNR, F(1, 219) = 153.4744, p < .001, suggests that par-
ticipants performed better overall in the −2 dB SNR con-
dition than in the −8 dB SNR condition. A trend for a
different relationship between audio-only and AV in the
−2 and −8 dB SNR was observed, but the interaction be-
tween modality and SNR was not statistically significant,
F(1, 219) = 3.8299, p = .052. There was no main effect for
target stimuli set size.

Post hoc analysis showed no significant differences
(in mean or median) between audio-only and AV perfor-
mance in the −2 dB SNR condition. It is also of note that
the data in the −2 dB SNR condition were skewed, revealing
a potential ceiling effect (see Figure 3). We further explored
this relationship between audio-only and AV performance at
the two SNR levels (see Figure 4). All data points above the
equal-performance line (black diagonal) showed better per-
formance in the AV modality for each participant. Regres-
sion lines for each SNR condition were plotted, within the
Table 1. Summary of linear-mixed Model 1 with regression estimates, sta
test performance.

Model 1: Test score (%) ~ Modality × SNR + stimuli set + (1|participan

Predictor Estimate

Intercept 0.797635
Modality~ 0.03473
SNR° 0.107973
Set^ 0.020135
Modality~: SNR° −0.029459

Note. Bold values denote statistical significance at the p < .05 level. S

**p < .01. ***p < .001.
~Reference is audio-only. °Reference is −8 dB. ^Reference is large stimul
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range of the data. Two important observations were revealed
in this figure. First, the ceiling effect in the −2 dB SNR con-
dition (see red in Figure 4) was evident with all these data
points clustered in the top right corner. Second, we found
that the higher the score for the audio-only performance, the
less children benefited in the AV modality. Exploratory anal-
ysis showed, in both −2 and −8 dB SNR conditions, a
strong negative Pearson correlation r(35) = −.67, p < .001
(−8 dB SNR condition) and r(35) = −.48, p = .002 (−2 dB
SNR condition) between the audio-only performance and
the AV benefit. The higher performance in the audio-only
modality, the lower the gains (see Figure 4). For the highest
(> 90%) audio-only scores, we found that more than 60% of
the children showed no AV benefit.

Speechreading Performance

We analyzed performance in the visual-only modal-
ity to examine whether participants could use visual cues
explicitly to do the tasks. We performed a one-sided t test
against the children performing at chance level (i.e., > .25
in these 4AFC tasks). We found a mean score of 44% cor-
rect (SD = 15%), with a range between 15% and 80% (see
Figure 3, right). Importantly, children scored significantly
above chance, t(36) = 7.6754, p < .001. Only five of the
37 participants scored at chance level or lower.

Child Factors

Next, we tested the hypothesis that individual differ-
ences in the amount of AV benefit could be explained by chil-
dren’s vocabulary skills, phonological awareness, or perfor-
mance on a control psychophysical task. By using Model 2:
Relative AV Gain ~ Set × Vocabulary scores + Task3 (con-
trol psychophysical task) + Phonological Awareness scores +
Gender, we examined the relationship between the AV gain
(only in the −8 dB SNR condition) and these child factors.
We also modeled the interaction between vocabulary score
and set size because we reasoned that vocabulary skills may
ndard errors (SEs), t scores, and p values. The model predicts the

t) + (stimuli set|participant)

SE t score p value

0.009551 83.517 < 2e−16 ***
0.010644 3.263 .00128 **
0.010644 10.144 < 2e−16 ***
0.01028 1.959 .05794
0.015053 −1.957 .05162

NR = signal-to-noise ratio.

us set.
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Figure 3. Boxplots of percent correct test scores per modality (audio-only, audiovisual, and visual-only) and signal-to-noise ratio (SNR; −8 or
−2 dB). Thick horizontal lines represent medians, gray dots represent means, boxes represent interquartile ranges, and whiskers represent
range, excluding outliers. Outliers are defined as values falling more than 1.5× below or above the 25th and 75th percentiles, respectively,
and are shown as circles. Significance based on Model 1b: *p < .05, **p < .01, and ***p < .001. The red dotted line in the visual-only modality
represents chance level.
relate more strongly to performance with the larger stimulus
set. Because there was a strong negative relationship between
the AV benefit and the auditory scores, we did not use the
simple difference score between AV and audio-only modali-
ties. This bias that high audio-only scores necessarily lead to
Figure 4. The relationship between percent correct scores on the audio
the signal-to-noise ratio (SNR) levels. Regression lines are plotted with
and AV performances are equal. Thus, all dots above the black line repre
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low-benefit scores could be avoided by using a relative AV
gain. Here, we divided the AV gain (described as the amount
of speech recognition improvement relative to a baseline mo-
dality, audio-only) by the difference between the total re-
sponse information (100% correct) and the audio-only
-only (A) and audiovisual (AV) modalities per participant at each of
95% confidence intervals. The black line shows where audio-only
sent AV benefit.
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Table 3. Descriptive statistics, showing mean, median, standard
deviation, and minimum (Min) and maximum (Max) scores of de-
pendent and independent variables.

Variable Mean Median SD Min Max

Audio-only (A) 0.80 0.80 0.10 0.56 0.96
Audiovisual (AV) 0.84 0.85 0.09 0.60 1.00
AV gain (AV-A) 0.04 0.05 0.10 −0.20 0.35
Relative AV gain

(AV-A/1-A)
0.10 0.25 0.56 −1.50 1.00

Vocabulary scores 97.24 99.00 12.68 67.00 124.00
Phonological

awareness
19.23 20.00 4.10 11.00 26.00

Control
psychophysical
task

0.89 0.92 0.09 0.58 1.00

Note. Audio-only, audiovisual, audiovisual (AV) gain, and relative
AV gain statistics are calculated of the −8 dB signal-to-noise ratio
(SNR) stimuli. Vocabulary and Phonological awareness scores are
expressed in raw scores. Audio-only, AV, AV gain, and the control
psychophysical task are expressed in percentages.
performance: relative AV gain = (AV − A)/(1 − A). This
would answer the question: What is the added visual contri-
bution relative to the possible available contribution in the
absence of visual cues? (Alsius et al., 2016; Grant & Seitz,
1998; Sumby & Pollack, 1954). We included gender as a fac-
tor to account for potential AV enhancement differences be-
tween boys and girls. The large stimulus set and the female
gender group served as reference groups in each category.

After checking the assumptions for normality, line-
arity, and homoscedasticity for Model 2, we excluded four
scores based on extreme residual values (i.e., � 4 SD from
the mean, with the values of the relative AV gain varied
between 1 and −4, and all excluded values smaller than
−2). Results were similar when outliers were included. The
model summary (Model 2) exploring the relationship be-
tween AV processing, vocabulary, phonological aware-
ness, general psychophysical test performance, and gender
is presented in Table 2. Variability of both dependent and
independent variables are described in Table 3.

The ANOVA showed a statistically significant main
effect of gender, F(1, 1) = 8.7832, p < .01, suggesting that
boys have significantly higher normalized AV gain than
girls. A trend for phonological awareness was observed,
F(1, 1) = 2.8244, p = .09. Higher phonological awareness
scores were associated with lower AV gain. No other ef-
fects reached statistical significance.

Post hoc analysis showed that the difference in rela-
tive AV gain between boys and girls resulted from lower
performance for the auditory-only modality in boys. Perfor-
mance in the AV modality was equal between boys and girls.
Although we did not find a relationship between normalized
AV gain and our control psychophysical task, a small, nonsig-
nificant, and positive Pearson correlation, r(35) = .266, p =
.112, was found between overall performance on the AV tasks
Table 2. Output of linear Model 2 with regression estimates,
standard errors (SEs), t scores, and p values.

Model 2: AV gain ~ stimuli set × vocabulary + PA + psychophysical +
gender

Predictor Estimate SE t value p value

Intercept −1.295493 1.05849 −1.224 .2255
Set^ 0.14172 0.974434 0.145 .8848
Vocabulary 0.012885 0.007588 1.698 .0944
Gender+ 0.319262 0.134055 2.382 .0203*
PA −0.033742 0.01754 −1.924 .0589
Psychophysical task 0.763777 0.765357 0.998 .3221
Set ^ * vocabulary −0.001892 0.00994 −0.19 .8496

Note. The bold value denotes statistical significance at the p <
.05 level. ~ is used to define the relationship between dependent
variable and independent variables in a statistical model formula.
Audiovisual (AV) gain: adjusted (AV-A/1-A), for signal-to-noise ratio
(SNR) −8 dB; vocabulary = vocabulary score; psychophysical =
psychophysical testing score; PA = phonological awareness score.
^Reference is large stimulus set. +Reference is female. *p < .05.
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and the control psychophysical task. Further exploratory
analysis showed no significant relationships between the indi-
vidual modalities (AV, audio-only, or visual-only) and the
phonological awareness or vocabulary scores.

Other Planned Parametric Tests

To explore the impact of both answer options in our
4AFC task and the impact of the added visual cues in the
tasks, we performed an error pattern analysis (the total er-
rors per error category) per modality (AV, audio-only,
and visual-only) in the −8 dB SNR condition. We classi-
fied our errors into three categories: minimal pair (e.g.,
confusing “run” and “sun”), same-vowel (e.g., confusing
“run” and “gum”), and random (e.g., confusing “run”
and “pink”). We expected a descending error pattern of
choosing the minimal pair followed by same-vowel and
random foil. Furthermore, we expected that relative to the
audio-only modality, participants would make more mini-
mal pair errors in the AV modality, confirming the use of
visual cues in the tasks. This error analysis was conducted
with pairwise comparisons using Wilcoxon rank sum test and
false discovery rate corrected using Benjamini–Hochberg
method (Benjamini & Hochberg, 1995).

Figure 5 shows that error patterns were as expected
in the audio-only and AV modalities: significantly more
minimal pair errors than the same-vowel foil errors (p < .01)
as well as more same-vowel errors compared with random
responses (p < .01). The error pattern in the visual modality
was less distinct. There were significantly more minimal pair
errors than same-vowel foil errors (p < .01) but did not
reach significance when comparing the same-vowel foils with
random responses (p = .052). The less polarized error pattern
in the visual-only modality was expected, given that
ls et al.: Audiovisual Speech Enhancement in First Graders 5031



Figure 5. Error pattern analysis; percentage of errors by error type (minimal pair, vowel, and random) and modality (audio-only [A], audiovi-
sual [AV], and visual-only [V-only]). The percentage on the y-axis is the percentage of errors in relation to total errors per modality.
Significance: *p < .05, **p < .01, and ***p < .001.
speechreading without auditory input is much more difficult
than audio-only or AV judgments, especially for children
this age. Although there were fewer errors in the AV modality
than in the audio-only modality, a significantly greater portion
of errors were minimal pairs in the AV modality and the
audio-only modality (p = .047). This suggests that even when
children made errors, the use of visual cues led to answer
Figure 6. Task performance for high and low visual similarity minimal pairs
in relation to different visual similarity, presented per modality (audio-only
**p < .01, and ***p < .001. Examples of a minimal pair with high visual simi

5032 Journal of Speech, Language, and Hearing Research • Vol. 64 •
choices closer to the presented stimuli. Detailed p values can be
found in Appendix B.

All our minimal pairs were auditory minimal pairs.
We therefore classified the minimal pairs by visual similarity
(see Appendix A; e.g., high visual similarity: “hold”–“cold”;
low visual similarity: “man”–“map”) to further analyze the
utility of the visual information. Visual similarity analyses
per modality. The percentage on the y-axis is the percentage correct
(A), visual-only (V-only), or audiovisual [AV]), significance: *p < .05,
larity: “hold”–“cold” and low visual similarity: “man”–“map.”
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were conducted with pairwise comparisons using Wilcoxon
rank sum test and false discovery rate corrected using Benja-
mini–Hochberg method (Benjamini & Hochberg, 1995).

The difference between audio-only and AV perfor-
mance, and therefore the AV benefit, was only significant
(p = .002) for stimuli with low visual similarity (see Figure 6).
This suggests that the children in this age range only show
AV benefit for stimuli that are visually more distinctive.
We found no statistical differences between low and high
visual similarity in the visual-only modality (p = .811).
Discussion

The aim of this study was to examine the factors that
impact AV processing in first graders and to look into individ-
ual differences found in AV enhancement (Barutchu
et al., 2010; Fort et al., 2012; Jerger et al., 2009; Lalonde
& Holt, 2016; Ross et al., 2011). Specifically, we designed an
experiment that constrained cognitive and linguistic demands
(McCreery et al., 2010). By using a closed-set 4AFC task with
simple CVC words, we ensured that all children knew the pre-
sented words and did not have to use potentially undeveloped
articulatory skills in their responses. We further explored the
relationship between AV benefit, vocabulary knowledge, pho-
nological awareness, psychophysical testing skills, and atten-
tion (general and cross-modal) in these first graders. Previous
findings were extended by exploring the use of salient visual
cues in children in these AV and visual-only tasks.

An overall AV gain was found in both Tasks 1 and 2.
Post hoc analysis showed a ceiling effect of the −2 dB SNR
condition, and therefore, all further analysis only used the −8
dB SNR condition. Error analysis indicated that when errors
were made, minimal pair errors dominated, followed by
vowel, then random errors. This pattern was more clearly
expressed in the AV modality than in the audio-only modal-
ity. The AV benefit was mainly found for minimal pairs
with clear visual distinction (i.e., low visual similarity). Indi-
vidual AV enhancement differences could not be explained
by vocabulary skills or phonological awareness skills. A
nonsignificant trend toward higher AV gain with lower
phonological awareness skills showed, but this was mediated
by significant gender differences in the audio-only modality.

AV Benefit in First Graders and Use
of Visual Cues

Results showed an overall AV benefit for spoken
CVC words in noise in first graders. The average AV en-
hancement was 4% for the total group and 8% (n = 24)
for the subset of children that actually showed benefit.
This seemingly small increase in performance was not sur-
prising with a high-average audio-only performance (81%),
yet our error analysis showed this was of significant impact
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to influence decision making in the current 4AFC task and,
therefore, could have been experienced as a significant im-
provement. Although we did not measure processing speed,
small benefits in accuracy could accompany larger im-
provements of speech processing speed and effort (R. Holt
et al., 2020; Lewis et al., 2016) and might have a signifi-
cant impact in the classroom (Mealings et al., 2015). We
still found some variability in individual results, which in-
dicates that our constraints on the cognitive and linguistic
demands alone were not enough to completely exclude
variability in AV performance in children. This could indi-
cate that some of the variability found in AV enhance-
ment is not related to these cognitive and linguistic skills.

Although the presence of an overall AV benefit in
young children has been described before (Barutchu et al.,
2010; Fort et al., 2012; Lalonde & Holt, 2015; Lalonde &
McCreery, 2020), we put particular focus on the use of sa-
lient visual cues in this population. Therefore, we also looked
into speechreading performance, without any auditory input.
The studies that addressed speech reading performance in
children have had mixed findings. The differences described
in these studies might be explained by experimental design
differences. Although children were able to choose the cor-
rect answer from a variety of answer options in a closed-set
task (M = 44% correct), they might not have developed
speech reading skills required by the use of an open-set task.
R. F. Holt et al. (2011) found that typically developing chil-
dren (3- to 6-year olds) were not able to speech read via an
open-set visual-only task, where others (Davies et al., 2009;
Heikkilä et al., 2017; Kyle et al., 2013) reported above
chance performance of speechreading in closed-sets in typi-
cally developing children of a similar age group. Kyle et al.
(2013) found similar results to this study, with an average
performance on a 4AFC word task around 45%–50% cor-
rect, significantly above chance. This suggests that children
in first grade begin to form knowledge of the relationship be-
tween sounds and the visual component.

Previous work by Buss et al. (2016) showed that attri-
butes of the foils presented at this age influence the outcome
of SIN tasks. Their 4AFC task was harder when foils were
phonetically similar to the target than when they were pho-
netically distinct. Our results are consistent with this finding.
Responses followed the hypothesized order with mainly
correct answers, followed by minimal pair alternatives,
then vowel alternatives and lastly, a small amount of ran-
dom answer choices in the three different presented modali-
ties (AV, audio-only, and visual-only). The differences in
error types were smaller in the visual-only modality. This is
not surprising as children overall performed significantly
worse in this modality. This error pattern suggests that for
the majority of trials, children approached this task more
like a quasi-two-alternative rather than a true 4AFC task.

It is interesting to note that out of all errors made
per modality, there is a significantly higher percentage of
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minimal pair errors in the AV modality. This suggests that
children use visual information in the AV modality to aid
their response. We marked each minimal pair by visual
similarity (Owens & Blazek, 1985) and found a significant
AV benefit in the low, but not high, visual similarity
group. This confirms that added distinct visual salience of
the phonemes can actively be used as a decision-making
tool for children this age, therefore increase intelligibility.

Relationship Between AV Gain
and Other Factors

Exploratory analysis showed, in both −2 and −8 dB
SNR conditions, a strong negative relationship between
audio-only performance and AV benefit. As sensory pro-
cessing will be mainly determined by auditory stimuli in
situations where the noise level is not highly deleterious
(Barutchu et al., 2010; Ma et al., 2009; Ross et al., 2006),
one could expect that children with high audio-only scores
barely use the visual component in AV modalities and,
therefore, show very limited AV gain.

Earlier research (Elliott, 1979; Fort et al., 2012;
Jerger et al., 2009) suggested that linguistic knowledge
moderates AV performance. In this study, we set out to
explore whether AV performance could be decoupled
from other linguistic factors. Specifically, we chose simple
CVC words that were mastered by children this age, and
two stimuli sets with a different number of stimuli, to ex-
amine whether vocabulary knowledge and retrieval are
necessarily tied to AV performance at this age. We found
that vocabulary skills do not necessarily serve as a good
predictor of AV gain if the task does not demand high
vocabulary skills. This finding is consistent with results
from Lalonde and McCreery (2020), who found no rela-
tionship between AV benefit and vocabulary in some-
what older children (6- to 13-year-olds), for sentences
with similarly early acquired target words. It is impor-
tant to note that children with higher vocabulary skills
may still perform better integrating visual information in
daily settings when performing the more complex task of
comprehending spoken language. We also found that
there is no relationship between the vocabulary set size
used in a 4AFC task and AV benefit for a task low in
cognitive and linguistic demands.

Another suggested explanation for differences in AV
enhancement was phonological awareness performance.
Dodd et al. (2008) showed that children with phonological
impairments rely more on the auditory component in AV
illusions, suggesting speechreading skills are better for
children with good phonological awareness. Heikkilä et al.
(2017) also found an association between phonological
knowledge and speechreading skills in children. Explor-
atory analysis showed no significant relationship between
phonological awareness skills, and speechreading (visual-
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only) or AV performance. Model 2, however, showed a
negative trend (p = .09) between phonological awareness
and AV gain, suggesting that the better the phonological
awareness scores, the smaller the AV gain. Given that
phonological awareness is not a significant predictor in our
model with our current data, further studies with a greater
sample size may help in further exploring the relationship
between AV enhancement and phonological awareness.

We also wanted to explore whether AV gain can be
explained by general task performance or other attentional
factors. We introduced an extra psychophysical task with
a similar setup but no visual component to confirm that
any individual differences that we observed were due to
more than task performance. Although there was, as ex-
pected, a small but nonsignificant, positive Pearson correla-
tion coefficient (r = .27) between performance on the two
tasks, no relationship was found between the normalized
AV gain and this extra task. Therefore, the AV enhance-
ment could not be explained by psychophysical task perfor-
mance. Finally, neither the rate of random responses (p =
.087) and catch-trial responses (p = .245) correlated with
their performance in these AV tasks. General (random re-
sponse) or cross-modal (catch trials) attention were not pre-
dicting factors in this study.

Gender Differences

Although gender was not a significant factor in
Model 1, it was a significant predictor for the relative AV
gain, (AV − A)/(1 − A), in Model 2. Gender differences in
AV processing are understudied, with a limited set of find-
ings reported. Lalonde and McCreery (2020) found no gender
differences in children (6- to 13-year-olds, listeners with
normal-hearing thresholds and hearing impaired). Ross et al.
(2015) found that typically developing female children (8- to
17-year-olds) outperformed male children in both auditory as
AV speech perception, but they did not find these results for
adults. They proposed that the development of AV integra-
tion is delayed in male children. Interestingly, our data in this
study show that boys had a lower performance on the audio-
only task but a similar performance on the AV task. This is
in line with the findings of better auditory speech perception
in female adults (McFadden, 1998; Yoho et al., 2018) and
babies (Newmark et al., 1997). It is possible that the lower
performance in the auditory-only modality for male children
in our study would be caused by distraction of the unex-
pected “still face” in contrast to the AV and visual-only mo-
dality, as performance was equal across gender for those
two modalities. Both boys and girls mentioned, and therefore
noticed, that the face was not moving in the audio-only mo-
dality, but it might impact boys more because they showed
lower inhibitory control to “oddballs” (Yuan et al., 2008).
This interpretation is speculative, and future studies should
further tease apart the origin of the gender differences.
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Study Limitations and Future Directions

The ability to test in the laboratory was hampered
due to pandemic limitations at the time of this study.
While our online test setup (complemented with videocon-
ferencing) allowed us to account for some of the experi-
mental variables (e.g., SNR, general and cross-modal at-
tention, behavior, computer used, table setup, and role of
adult), we could not control for the absolute stimulus pre-
sentation levels. Instead, participants were instructed to
adjust their computer’s audio output to a comfortable level,
based on a speech stimulus presented before the experimen-
tal tasks. In daily listening environments, speech loudness
varies considerably; factors such as the relative distance be-
tween the speaker and the listener, as well as how the
speaker is oriented relative to the listener, contribute to
these natural variations (Monson et al., 2019). Thus, one
could argue that our results are more generalizable than if
data were collected in a more controlled setting. Neverthe-
less, future studies should investigate whether AV gain is af-
fected by the absolute intensity level of auditory stimulus.

In this study, we focused on a limited age range, to
target that group where AV performance is least showing
(Jerger et al., 2009). We hoped to reduce individual vari-
ability by using a strict age range (i.e., first graders) and
by constraining cognitive (closed-set, 4AFC task, with
highly imageable targets) and linguistic demands (vocabu-
lary acquired by 3–5 years of age) of the task. This would
allow us to predict individual differences related to vocab-
ulary and phonological awareness that would not be
caused by the specific demands of the task. Although indi-
vidual variability was still present in our group, it would
be interesting to look at the impact of this more constraining
setup over a wider age range. If we test younger children
(3- to 5-year-olds) or clinical populations (e.g., children
with autism spectrum disorder or developmental language
disorder) who may have more recently acquired the words
used in our task, we might find different results. Future
studies should also extend to lower SNR ranges to explore
how that influences overall performance and the AV gain.
Conclusions

This study showed that children in first grade can use
visual speech to improve accuracy of SIN perception at low
SNRs. Their performance gain was dependent on the sa-
lience of the visual cues in SIN tasks. This was evident
from their speechreading performance and the different
error patterns they made, especially between words with
low and high visual similarity. Children in first grade
could perform above chance on a 4AFC closed-set spee-
chreading task with early acquired CVC words. A constrained
AV speech task (closed-set, stimuli of low complexity) as
Gijbe
used in this experiment showed no relationship of individ-
ual differences of AV speech enhancement with first-
graders’ vocabulary knowledge. This could suggest that the
relationship between vocabulary knowledge and AV per-
formance may be mediated by task demands. More re-
search is needed to understand what underlies gender dif-
ferences in AV speech enhancement.
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Appendix A

Large and Small Stimulus Set With Accompanying Minimal Pair, Vowel Alternative, Random Alternative, and Assigned Visual
Similarity Scores
Large stimulus set

Goal stimulus Minimal pair Vowel Random Visual similarity

1 cold hold goat fish high
2 hold cold goat fish high
3 hand stand bag thumb high
4 stand hand bag thumb high
5 sun run gum pink low
6 run sun gum pink low
7 snake cake whale nine low
8 cake snake whale nine low
9 thumb gum sun sit low
10 gum thumb sun sit low
11 kick stick sing man high
12 ball wall log goat high
13 ten men bed mouth low
14 pig pink sit bath high
15 pink pig sit bath high
16 sit sing pig run high
17 sing sit pig run high
18 bag bath hand sing low
19 bath bag hand sing low
20 bed bell ten snake low
21 goat goal hold bed low
22 fish fin kick cold low
23 mouth mouse couch ball low
24 man map stand gum low
25 nine knife fight cake low

Small stimulus set

Goal stimulus Minimal pair Vowel Random Visual similarity

1 hand stand bag thumb high
2 stand hand bag thumb high
3 sun run gum bath low
4 run sun gum bath low
5 gum thumb sun sit low
6 thumb gum sun sit low
7 sit sing pig run high
8 sing sit pig run high
9 bag bath hand sing low
10 bath bag hand sing low

blue = change of initial consonant
green = change of final consonant
orange = word not presented as stimulus word in this set
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Appendix B

Pairwise Comparisons Using Wilcoxon Rank Sum Test (False Discovery Rate Corrected Using Benjamini–Hochberg Method)
for Errors in Comparison to Total Errors per Modality
Modality Error type p value

Audio-only Minimal pair vs. vowel 1.5e−06***
Vowel vs. random 1.7e−05***

Audiovisual Minimal pair vs. vowel 6.1e−07***
Vowel vs. random .00209**

Visual-only Minimal pair vs. vowel .0085**
Vowel vs. random .05203

Audio-only vs. audiovisual Minimal pair .04731*
Vowel .07376
Random .67674

Audio-only vs. video-only Minimal pair 2.7e−06***
Vowel .00759**
Random 5.0e−06***

Audiovisual vs. video-only Minimal pair 2.0e−06***
Vowel 6.1e−05***
Random 1.1e−05***

Note. Bold values are significant.

*p < .05. **p < .01. ***p < .001.
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