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Abstract

Background/Introduction: Emotion detection classifiers traditionally predict discrete 

emotions. However, emotion expressions are often subjective, thus requiring a method to handle 

compound and ambiguous labels. We explore the feasibility of using crowdsourcing to acquire 

reliable soft-target labels and evaluate an emotion detection classifier trained with these labels. We 

hypothesize that training with labels that are representative of the diversity of human interpretation 

of an image will result in predictions that are similarly representative on a disjoint test set. We also 

hypothesize that crowdsourcing can generate distributions which mirror those generated in a lab 

setting.

Methods: We center our study on the Child Affective Facial Expression (CAFE) dataset, a gold 

standard collection of images depicting pediatric facial expressions along with 100 human labels 

per image. To test the feasibility of crowdsourcing to generate these labels, we used Microworkers 

to acquire labels for 207 CAFE images. We evaluate both unfiltered workers as well as workers 

selected through a short crowd filtration process. We then train two versions of a ResNet-152 

neural network on soft-target CAFE labels using the original 100 annotations provided with the 

dataset: (1) a classifier trained with traditional one-hot encoded labels, and (2) a classifier trained 

with vector labels representing the distribution of CAFE annotator responses. We compare the 

resulting softmax output distributions of the two classifiers with a 2-sample independent t-test of 

L1 distances between the classifier’s output probability distribution and the distribution of human 

labels.

Results: While agreement with CAFE is weak for unfiltered crowd workers, the filtered crowd 

agree with the CAFE labels 100% of the time for happy, neutral, sad and “fear + surprise”, and 

88.8% for “anger + disgust”. While the F1-score for a one-hot encoded classifier is much higher 

(94.33% vs. 78.68%) with respect to the ground truth CAFE labels, the output probability vector 

of the crowd-trained classifier more closely resembles the distribution of human labels (t=3.2827, 

p=0.0014).

Conclusions: For many applications of affective computing, reporting an emotion probability 

distribution that accounts for the subjectivity of human interpretation can be more useful than an 

absolute label. Crowdsourcing, including a sufficient filtering mechanism for selecting reliable 

crowd workers, is a feasible solution for acquiring soft-target labels.
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INTRODUCTION

Machine learning models which predict human emotion from images of facial expressions 

are increasingly used in interactive systems [5, 33–34, 51, 83] and applications such as 

multimodal sentiment analysis [42, 67–68], healthcare [74, 100], and autonomous vehicles 

[23]. Emotion recognition is traditionally modeled as a classification problem, where the 

model predicts a discrete emotion category. However, facial expressions are often ambiguous 

[15, 104 107], and it is often not ideal for a machine learning model to output a single class 

for a subjective label. Fortunately, most supervised learning methods output a probability 

distribution over all possible classes. Sometimes, the affective computing system will 

visualize this distribution to the user [33]. Examples include commercial emotion detection 

services like Affectiva [55–56] and autonomous vehicles displays [83]. In a large number of 

use cases, however, only the class with the highest probability is visualized [34, 51].

While the paradigm of training a model with a discrete one-hot encoded label and predicting 

a probability distribution is reasonable when the training data have indisputable labels, 

images of facial expressions can have ambiguous labels or even multiple correct labels 

simultaneously, and the label should ideally represent this inherent uncertainty. Soft-target 

labeling, where the training labels represent a probabilistic distribution rather than a one-hot 

encoded label, is an established solution to this issue. Training with soft-target labels results 

in classifiers which predict probability distributions representative of the soft-target labels 

[3, 25, 101]. We hypothesize that crowdsourcing can generate distributions which mirror 

those generated in a lab setting.

Here, we explore the use of crowdsourcing to acquire a distribution of labels for images 

with ambiguous or multiple classes (we call these “subjective labels”). We first describe 

the acquisition of crowdsourced labels for four representative images which we display to 

the reader along with the distribution of crowd responses to demonstrate the phenomena 

of subjective labels in affective computing. We then crowdsource the labeling of a subset 

of the Child Affective Facial Expression (CAFE) dataset, a collection of emotive images 

of children which conveniently comes with 100 independent human annotations per image. 

We next show that the crowdsourced distribution mirrors the original CAFE distribution, 

validating the feasibility of crowdsourcing for generating a reliable and representative 

distribution of human labels for an image. Finally, we compare the performance of two 

versions of a convolutional neural network (CNN) trained on CAFE: one with traditional 

one-hot encoded vectors and the other with soft-target labels based on CAFE annotator 

responses. We find that the classifier trained with soft targets results in classifier predictions 

that much more closely mirror the true human distribution on independent subjects not 

included in the training set. We hope that this work will be of use to designers and 

developers of machine learning models for affective computing systems who wish to provide 

probabilistic outputs to the end user.

Washington et al. Page 3

Cognit Comput. Author manuscript; available in PMC 2022 September 27.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



RELATED WORK

While crowdsourcing and soft-target labels have been studied in affective computing, we are 

the first to explore the feasibility of using crowdsourcing to acquire reliable soft-target labels 

for computer vision emotion detection. We describe related work below.

Facial emotion detection

Facial emotion detection is a key challenge for machine learning. For intelligent machines 

to convincingly pass the Turing test [80], an understanding of human emotion is crucial. 

There has been a strong body of machine learning literature for detecting human affect from 

a variety of data streams, including audio [67–68, 103], text [5, 48], images [75], and video 

[28, 84–85]. Here, we focus on image-based emotion detection from facial expressions.

Fundamental to a successful computer vision approach for affective computing is the feature 

representation of the image, and there are several approaches to engineering such features. 

A common approach is to extract facial keypoints and use a feature representation consisting 

of the coordinates of the keypoints [16, 28, 60, 71]. This approach works well when the 

dataset is small, as the representation itself is compact and therefore amenable to lightweight 

learning approaches such as logistic regression, support vector machines, and decision 

trees. Another feature extraction approach, CNNs, can automatically learn relevant nonlinear 

feature maps. CNNs oftentimes result in superior performance to other methods when the 

dataset is sufficiently large [24, 89].

Emotion detection with subjective labels

Paul Ekman posited that there are seven fundamental human emotions which are universal 

across cultures and geographic boundaries: happy, sad, surprise, anger, fear, disgust, and 

contempt [21–22]. However, these expressions are not mutually exclusive. Du et al. 

discussed the existence of compound emotions, or combinations of existing emotions 

to form new ones [17]. Examples of compound emotions include “happily surprised”, 

“fearfully surprised”, and “fearfully disgusted”. Through smartphone sensing, Zhang et al. 

found that pairs of emotions which are often presented simultaneously include (happy, 

surprised), (sad, disgust), and (sad, fear) [105]. This issue has been explored for emotional 

speech [15, 107]. While some emotions may be jointly expressed, others may be singular 

yet ambiguous. The issue of subjectivity in training labels, whether due to ambiguous labels 

or multiple correct labels, has been documented in the fields of digital health and affective 

computing in particular [54, 57, 69, 82, 104].

The topic of subjective labels in affective computing datasets containing speech and 

audio data has been explored in prior work. Mower et al. represent emotion labels at the 

granularity of utterances, thereby representing a time profile of how the dominant emotion 

in speech changes quickly over time [58–59]. Fujioka alternates between updating neural 

network parameters and updating sample importance parameters at each training iteration 

[26]. Ando et al. utilize soft-target training, where the emotion labels are based on the 

proportion of human annotations instead of the traditional one-hot encoding [3].
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Soft-target training is a general machine learning method for handling subjective training 

labels. This approach is particularly desirable when multiple labels are acquired per 

image. Classification of soft labels can be beneficial because they can account for inherit 

subjectivity in labels and are robust against random noise [79]. A variation of this method 

is a soft loss function, which consists of subtracting the minimum between-class distance 

from the maximum within-class distance [99]. Soft-target and loss training have been shown 

to outperform hard target training (one-hot encoding) when the training goal is to produce 

an output distribution like the distribution of annotator labels [65], and this phenomenon has 

been observed across several datasets and tasks [81].

The issue of subjective labels has also been explored in multimodal sentiment analysis, 

where the goal is to predict sentiment from multiple data streams [42, 67–68], including 

affect-enriched videos. Chaturvedi et al. created a fuzzy classifier for predicting the degree 

to which several emotions are expressed in a particular image [6]. Another approach is to 

predict the amount of valence and arousal displayed on continuous axes (regression) rather 

than predicting categories (classification) [62, 64, 73, 102, 106].

Crowdsourcing with subjective labels

There are several bodies of work which describe approaches to handling crowdsourced 

labels. Kairam and Heer hypothesize that there are intrinsic but valid differences between 

crowd workers when labeling data points and therefore categorize workers by their 

labeling patterns [40]. Other examples of categorizing workers include measuring sample 

informativeness, active and cooperative learning strategies, and controlling for labeler 

trustworthiness metrics [69].

There have been other statistical learning techniques beyond the soft-target labeling 

discussed above which have been successful with crowdsourced labels. Rodrigues and 

Pereira add an extra “crowd layer” at the end of a traditional CNN architecture trained to 

predict the outputs of each labeler individually and therefore the biases of crowd workers 

[70].

Crowdsourcing has been used to acquire emotion labels of images. Korovina et al. found 

that crowd workers labeling discrete emotion categories on a color wheel had low agreement 

scores (Kappa value less than 0.15) [46] while consistency between workers when labeling 

valence and arousal was much stronger [45].

METHODS

Acquiring Crowd Labels for CAFE Images

We use the CAFE dataset [52–53], which is the largest public dataset of front-facing images 

depicting children emoting. CAFE is used as a benchmark in several affective computing 

publications [52–53] and is the standard evaluation dataset for pediatric affective computing. 

CAFE was originally labeled by 100 untrained human raters, and the raw distribution of 100 

human labels per image are provided along with the ground truth labels. For example, the 

first image in the dataset was labeled as “angry” by 62% of raters and as “disgusted” by 25% 

of raters. All other emotions received 5% or fewer labels. One could hypothesize from these 
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numbers that the image looks “mostly angry” with “some disgust”. Manually inspecting the 

image reveals a facial expression which could reasonably be categorized as either “angry” or 

“disgusted” depending on the context. (CAFE images are protected by copyright and cannot 

be republished, so we refer to this image by its filename in the publicly available dataset: 

F-AA-01_052-Angry.jpg).

To validate the capability of crowdsourcing to produce a reliable ground truth label 

distribution, we crowdsourced the task of labeling CAFE images and compared the resulting 

crowd-generated distribution to the distribution reported in the original CAFE dataset. All 

crowdsourcing was conducted on Microworkers.com, a crowdsourcing platform similar to 

Amazon Mechanical Turk [63] but with a more globally representative pool of workers 

[32]. Each task consisted of labeling one of seven emotion categories (happy, sad, surprised, 

angry, fearful, disgusted, and neutral) for a subset of images in CAFE. We chose to limit 

rater labels to absolute ratings (one-hot representations) because we wanted to capture 

the relative weighting of each emotion within an image. Because humans are notoriously 

poor at precisely quantifying relative contributions of individual components in mixed 

representations, especially in the case of human emotion recognition [8–9, 27], we asked 

each rater to only provide the most salient emotion according to their interpretation. By 

acquiring labels from 100 independent crowd workers per image, each providing their vote 

for the most prominent emotion, we created a representation describing the between-subject 

subjectivity of the emotion expressed in the image.

We acquired labels for 131 randomly selected images from CAFE and we solicited 100 

crowd labels per image. We manually checked each label for correctness, and workers with 

consistently high-quality labels were recruited for additional labeling tasks for 76 separate 

images. Here, “high-quality” means that the authors could potentially agree with the label 

(e.g., a “happy” label for a clearly “sad” image would not be accepted, but a “fearful” 

label for a “fearfully surprised” expression would be accepted). Our goal when excluding 

workers without consistently “high-quality” labels was to filter out crowd workers who were 

answering randomly to receive payment, as this is a common issue in crowdsourcing [2, 4, 

10, 49]. We analyzed both the filtered and unfiltered worker labels on different sets of CAFE 

images to measure the possibility that filtering workers could mask ambiguity of the labels.

All crowdsourcing tasks were approved by the Institutional Review Board (IRB) of Stanford 

University. All workers were required to sign an electronic consent form approved by the 

IRB before participating in the task.

Training and Testing with Crowd Probability Distributions

Traditionally, multi-class models are trained with categorical cross-entropy loss, where ∑ is 

the summation operator, C is the number of classes, pi is the ground truth probability of class 

i, and qi is the classifier prediction for class i:

− Σi
C

pilog qi
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When the true classes are indisputable, which is the usual assumption for classification, then 

the ground truth probability distribution pi is a one-hot encoding (i.e., a probability of 1 for 

the “true” class and a probability of 0 for all other classes). In the case of subjective classes 

where the true label may consist of a weighted combination of multiple classes, like in 

emotion datasets where complex emotions are present, we hypothesize that providing soft-

target labels instead of one-hot encodings will result in classifier predictions for separate 

human subjects which resemble the human annotator response distribution.

We trained a machine learning model using two sets of image labels: (1) the original CAFE 

labels as one-hot encoded vectors and (2) soft-target vectors representing the distribution 

of 100 human responses from the original CAFE dataset. We held out all images from 5 

randomly selected child subjects from CAFE (F-AA-01, F-EA-39, M-LA-08, M-AA-11, and 

F-LA-13, corresponding to one female African American, one female European American, 

one male Latin American, one male African American, and one female Latin American) 

and used these as test set images. The rest of the images were used to train the classifier. 

1,141 images (196 angry, 180 disgusted, 135 fearful, 206 happy, 222 neutral, 103 sad, and 

99 surprised) were used in the train set and 51 images (9 angry, 11 disgusted, 5 fearful, 9 

happy, 8 neutral, 5 sad, and 4 surprised) were used in the test set.

We transfer learned on a ResNet-152 [31] CNN pretrained on ImageNet [13]. We trained 

each neural network using the Keras framework [7] with a TensorFlow [1] backend for 100 

epochs with a batch size of 16 and a learning rate of 0.0003 using Adam optimization [43]. 

To increase generalization of the training process and reduce overfitting, we applied the 

following data augmentation strategies: a rotation range of 7 degrees, a zoom range of 15%, 

a shear range of 5%, a brightness range of 70% to 130%, and horizontal flipping.

RESULTS

Demonstration of Subjective Emotions

The methods described here are not specific to CAFE. We focus on CAFE in this paper 

as a case study of a popular affective computing dataset and as a dataset which provides 

ground truth labels for many human annotators (100) per image. However, CAFE images are 

subject to copyright and cannot be republished. To provide the reader with visual examples 

of facial expressions with large numbers of crowd annotations per image, we display free-to-

republish images in Figure 1. For each image, we acquired 200 crowdsourced labels from 

Microworkers.com, as described above.

Figures 1A shows an image that could be labeled as either angry or disgusted, and Figure 

1C shows an image that is possibly angry, fearful, surprised, or some combination of the 3. 

Further context is required to reach full confidence about the true classes. Figure 1B displays 

a compound emotion, where the individual appears to be “fearfully surprised”. Assigning 

only a single category to the image would be misleading. Figure 1D depicts a situation 

where it is unclear whether the individual’s neutral face looks sad or if that individual is 

making a sad face. In cases like this, a personalized emotion recognition model would likely 

be required.
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We also quantified the subjectivity of images in CAFE. We measured the number of images 

with 80% of annotations represented with the top-N most frequent labels for N ranging from 

1 to 5 inclusive (histogram in Figure 2). We see that while many emotions do not contain 

much subjectivity (N=1), most images are either ambiguous between or compound with 2 

or more emotions. When the cutoff is increased to 90% (Figure 3), the number of subjective 

labels increases further.

Comparison of CAFE Labels and Crowd Performance

When looking at the majority consensus label, the filtered crowd agreed with the CAFE 

labels 100% of the time for happy, neutral, sad, and surprise. There was 90% agreement for 

disgust, 75% agreement for anger, and 50% agreement for fear. When combining commonly 

confused labels into one class (“anger + disgust” and “fear + surprise”), the filtered crowd 

agreed with the CAFE labels 100% of the time for happy, neutral, sad, and “fear + surprise” 

and 88.8% for “anger + disgust”.

By contrast, the unfiltered crowd workers did not agree as strongly with the CAFE labels 

when looking at the majority consensus, highlighting the need for quality control measures 

when crowdsourcing emotion annotations. There was 100% agreement for surprised, 93.3% 

agreement for happy, 83.3% agreement for sad, 76.9% agreement for disgusted, 64.3% 

agreement for angry, 61.5% agreement for neutral, and 30.8% agreement for fearful.

Tables 1 and 2 compare the distribution of labels from the original CAFE labelers as well 

as the filtered and unfiltered crowd workers (respectively) for a single image. In both the 

filtered and unfiltered cases, the distributions qualitatively mirror each other in terms of 

their peaks. In all cases, peaks which appear in the CAFE annotator distribution also appear 

in the crowd distribution, and vice versa. However, these distributions are noisy, and the 

relationship between the peaks cannot be guaranteed (e.g., if “anger” has more labels than 

“disgust” for CAFE annotators, “disgust” may have more ratings for crowd annotators). 

The generated crowd distributions must therefore be regarded as a noisy approximation to 

the true probability distribution, and further work should account for this noise in the label 

representation.

Training and Testing with Crowd Probability Distributions

We evaluate the models with F1-score rather than accuracy because CAFE is not a balanced 

dataset. When training with the one-hot encoded labels, the F1-score on the held-out test set 

is 94.33%. We emphasize that this high performance is misleading due to the ambiguity of 

the ground truth labels. When training with vectors representing the distribution of human 

labels, the F1-score on the held-out test-set is 78.68%. While the F1 score is lower when 

training with human distribution labels, the distribution of emotion predictions much more 

closely resembles the distribution of human labels for the distribution-trained classifier. 

For many applications of affective computing, having a representative label distribution 

is more important than absolute accuracy. The mean L1 distance between the human 

label distribution for the test set and distribution-trained classifier is 0.3727 (SD=0.3000); 

the mean L1 distance between the human label distribution and one-hot encoding-trained 

classifier is 0.6078 (SD=0.4143). The difference in L1 distances between these two groups 
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is statistically significant according to an independent 2-sample t-test (t=3.2827, p=0.0014). 

To visualize this difference, Figure 4 compares the true emotion distribution with the emitted 

distribution of each of the two classifiers for 3 representative images in the test set with 

subjective labels.

DISCUSSION

Interaction designers and developers of affective computing systems should consider 

whether soft or hard targets is the most appropriate label representation for training 

an affective computer vision classifier for a particular application and dataset. Affective 

computer vision models which are optimized for understanding the potentially diverse range 

of human interpretations of emotion can be used in several applications of interactive 

systems, such as AI-powered systems which aid individuals with autism and other 

developmental delays [11–12, 14, 29, 35–39, 44, 66, 72, 84–85, 95–96], e-learning systems 

[41, 78], or at-home diagnostic screening tools for psychiatry conditions [18–20, 30, 47, 50, 

76–77, 86–88, 90–94, 97].

There are several limitations of this work. This study was performed on a single dataset. 

For these results to generalize to other types of images, including for crowdsourced soft-

target label generation in domains outside of emotion recognition, other datasets must be 

explored. Another limitation is that we did not record or account for potential biases in the 

quality control steps for filtering the crowd. Further study into how differing crowd quality 

mechanisms affect the result would be interesting, as the data label quality can drastically 

affect of a machine learning algorithm. A final limitation is that we did not have a reliable 

method to disentangle compound emotions from ambiguous labels.

By acquiring labels from 100 independent crowd workers per image, each providing their 

vote for the most prominent emotion, we created a representation describing the between-

subject subjectivity of the emotion expressed in the image. This representation notably 

obfuscates within-subject subjectivity, and an alternative which should be studied in future 

work is to ask each rater to provide multiple selections through a semantical scale, as in 

Korovina et al. [45–46].

CONCLUSION

For many applications of affective computing, reporting an emotion probability distribution 

that accounts for the subjectivity of human interpretation can be more important than 

traditional machine learning metrics. Crowdsourcing is a feasible solution for acquiring 

soft-target labels provided a sufficient filtering mechanism for selecting reliable crowd 

workers.
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Figure 1: 
Examples of images with subjective emotion labels. We acquired 200 crowdsourced 

annotations for each image above. Percentages of labels for each emottion category are 

displayed under the image for all emotions receiving at least 10% of votes. (A) This 

expression could be anger or disgust. (B) This expression is a compound expression of fear 

and surprise. (C) Depending on context, this image could be anger, fear, or surprise (or 

some combination). (D) It is unclear if this face is neutral or sad, highlighting a need for 

personalized emotion recognition techniques.
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Figure 2: 
Distribution of labels by subjectivity. Histogram of the number of highest-voted classes 

required to reach greater than or equal to 80% rater coverage for each image.
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Figure 3: 
Distribution of labels by subjectivity. Histogram of the number of highest-voted classes 

required to reach greater than or equal to 90% rater coverage for each image.
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Figure 4: 
Comparison of human label distribution (A) and the predicted probability of a classifier 

trained with a probability vector representing the variety of human labels (B) vs. a one-hot 

encoded vector for images with subjective emotion labels (C).
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Table 1:

CAFE original annotator distribution vs. filtered worker’s distribution for subject F-AA-15 in CAFE.

Image CAFE Labeler Distribution (count) Crowdsourced Labeler Distribution (count)

Anger, Disgust, Fear, Happy, Neutral, Sad, Surprised

9990-angry_F-AA-15.jpg 30, 37, 15, 8, 0, 8, 2 7, 3, 0, 4, 0, 0, 0

10108-angryopen_F-AA-15.jpg 29, 6, 35, 1, 1, 23, 5 2, 2, 4, 0, 0, 6, 0

10194-disgust_F-AA-15.jpg 3, 86, 3, 2, 1, 5, 0 2, 10, 0, 0, 0, 2, 0

10288-disgustwithtongue_F-AA-15.jpg 3, 91, 0, 3, 2, 0, 1 1, 6, 1, 5, 0, 0, 1

10383-fearful_F-AA-15.jpg 2, 1, 82, 2, 1, 6, 6 0, 1, 10, 0, 0, 0, 3

10461-fearfulopen_F-AA-15.jpg 2, 3, 58, 2, 3, 1, 31 0, 0, 5, 0, 0, 0, 9

10526-happy_F-AA-15.jpg 1, 0, 0, 96, 2, 1, 0 0, 0, 0, 14, 0, 0, 0

10739-neutral_F-AA-15.jpg 1, 0, 1, 1, 89, 7, 1 0, 0, 0, 0, 14, 0, 0

10867-neutralopen_F-AA-15.jpg 2, 2, 10, 1, 33, 0, 52 0, 0, 0, 0, 7, 0, 7

10967-sad_F-AA-15.jpg 3, 3, 6, 1, 2, 85, 0 2, 0, 0, 0, 0, 12, 0

11027-sadopen_F-AA-15.jpg 0, 5, 22, 0, 0, 72, 1 0, 0, 3, 0, 0, 11, 0

11079-surprise_F-AA-15.jpg 1, 0, 23, 0, 2, 0, 74 0, 0, 1, 0, 0, 0, 13
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Table 2:

CAFE original annotator distribution vs. unfiltered crowdsourced class distribution for subject F-AA-93 in 

CAFE.

Image CAFE Labeler Distribution (count) Crowdsourced Labeler Distribution (count)

Anger, Disgust, Fear, Happy, Neutral, Sad, Surprised

9979-angry_F-AA-03.jpg 89, 4, 0, 0, 0, 4, 3 78, 31, 2, 8, 3, 2, 3

10100-angryopen_F-AA-03.jpg 16, 0, 36, 5, 1, 2, 40 17, 3, 38, 15, 0, 0, 54

10184-disgust_F-AA-03.jpg 17, 41, 2, 12, 19, 8, 1 12, 75, 1, 10, 25, 3, 1

10280-disgustwithtongue_F-AA-03.jpg 19, 77, 0, 0, 2, 1, 1 19, 85, 2, 13, 6, 0, 2

10375-fearful_F-AA-03.jpg 2, 4, 49, 13, 2, 3, 27 10, 12, 27, 15, 16, 3, 44

10454-fearfulopen_F-AA-03.jpg 0, 1, 27, 4, 1, 0, 67 1, 0, 43, 3, 0, 0, 80

10515-happy_F-AA-03.jpg 1, 0, 0, 98, 1, 0, 0 0, 4, 0, 113, 8, 1, 1

10635-happyopen_F-AA-03.jpg 1, 2, 0, 94, 1, 0, 2 0, 0, 0, 126, 0, 0, 1

10730-neutral_F-AA-03.jpg 3, 2, 0, 2, 73, 19, 1 2, 1, 0, 0, 77, 47, 0

10858-neutralopen_F-AA-03.jpg 4, 4, 4, 2, 17, 3, 66 1, 7, 21, 1, 10, 5, 82

10960-sad_F-AA-03.jpg 2, 1, 2, 1, 2, 92, 0 8, 9, 3, 0, 4, 103, 0

11021-sadopen_F-AA-03.jpg 1, 6, 21, 15, 13, 30, 14 9, 21, 24, 14, 12, 43, 4

11068-surprise_F-AA-03.jpg 2, 1, 13, 20, 1, 0, 63 1, 1, 12, 30, 0, 1, 82
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