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Abstract
Objective  Diabetes is a chronic fatal disease that has affected millions of people all over the globe. Type 2 Diabetes Mel-
litus (T2DM) accounts for 90% of the affected population among all types of diabetes. Millions of T2DM patients remain 
undiagnosed due to lack of awareness and under resourced healthcare system. So, there is a dire need for a diagnostic and 
prognostic tool that shall help the healthcare providers, clinicians and practitioners with early prediction and hence can rec-
ommend the lifestyle changes required to stop the progression of diabetes. The main objective of this research is to develop a 
framework based on machine learning techniques using only lifestyle indicators for prediction of T2DM disease. Moreover, 
prediction model can be used without visiting clinical labs and hospital readmissions.
Method  A proposed framework is presented and implemented based on machine learning paradigms using lifestyle indicators 
for better prediction of T2DM disease. The current research has involved different experts like Diabetologists, Endocrinolo-
gists, Dieticians, Nutritionists, etc. for selecting the contributing 1552 instances and 11 attributes lifestyle biological features 
to promote health and manage complications towards T2DM disease. The dataset has been collected through survey and 
google forms from different geographical regions.
Results  Seven machine learning classifiers were employed namely K-Nearest Neighbour (KNN), Linear Regression (LR), 
Support Vector Machine (SVM), Naive Bayes (NB), Decision Tree (DT), Random Forest (RF) and Gradient Boosting (GB). 
Gradient Boosting classifier outperformed best with an accuracy rate of 97.24% for training and 96.90% for testing sepa-
rately followed by RF, DT, NB, SVM, LR, and KNN as 95.36%, 92.52%, 90.72%, 90.20%, 90.20% and 77.06% respectively. 
However, in terms of precision, RF achieved high performance (0.980%) and KNN performed the lowest (0.793%). As far as 
recall is being concerned, GB achieved the highest rate of 0.975% and KNN showed the worst rate of 0.774%. Also, GB is top 
performed in terms of f1-score. According to the ROCs, GB and NB had a better area under the curve compared to the others.
Conclusion  The research developed a realistic health management system for T2DM disease based on machine learning 
techniques using only lifestyle data for prediction of T2DM. To extend the current study, these models shall be used for 
different, large and real-time datasets which share the commonality of data with T2DM disease to establish the efficacy of 
the proposed system.

Keywords  Diabetes prediction · Type 2 diabetes mellitus · machine learning algorithms · ensemble learning model · jupyter 
notebook

Introduction

Diabetes can be considered as one of the main healthcare 
challenges that are affecting the globe at a rapid and alarm-
ing rate [1]. “Diabetes mellitus is deadliest and is caused by 
a set of metabolic disorders that occurs when the body can-
not produce any or enough insulin or cannot effectively use 
the insulin it produces” [2]. Diabetes is a kind of metabolic 
disease that is formed by the disorderliness of insulin in the 
body of an individual [3]. Because of diabetes, a patient is 
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being strapped into the pathological destruction of pancre-
atic beta cells [4]. Some of the common symptoms that are 
commonly found in diabetes are excessive thirst, blurred 
vision, bedwetting, lack of energy, frequent urination, sud-
den weight loss, etc. [5]. There are different types of diabetes 
but the main categories are type 1 diabetes, type 2 diabetes 
and gestational diabetes [6]. The patients living with type 
1 (insulin-dependent) diabetes are mostly children but can 
also be found in any age group mostly up to the age group 
0-30 years [7]. Type 2 diabetes (insulin resistant) is a kind 
of diabetes where the body does not produce or use insulin 
properly [6]. It can be effectively managed through an active 
and healthy lifestyle with medication. Gestational diabetes is 
commonly found in pregnant women, it increases the blood 
sugar level and can affect the baby’s health even [8]. Diabe-
tes mellitus disease has affected almost every sphere of the 
globe especially China , India, etc. and is among the leading 
health issues that adversely affect socio-economic bounda-
ries with severe complications [9].

Motivation towards the study

The main motivation of this research study is to identify and 
classify the severity of type 2 diabetes mellitus disease using 
lifestyle parameters only based on demographic regions. The 
lifestyle data has been considered so that this research can 
predict T2DM only on the basis of lifestyle indicators of the 
candidate diabetic. Moreover, prediction model can be used 
without visiting clinical labs. Some of the major statisti-
cal reports from various health organizations about diabe-
tes mellitus signify the risk of developing life-threatening, 
severe and serious complications [10]. According to a report 
generated by the International Diabetes Federation (IDF) 
Atlas 2019, 463 million adults having an age range between 

20-79 years (9.3% of the world’s population) are currently 
living with diabetes over the globe. There are also projec-
tions that it will affect 578 million by 2030 and 700 million 
by 2045. Fig. 1 depicts the top seven countries or regions 
with several million people living with diabetes [10].

Organization of paper

The main intent of this research work is to develop an 
advanced ensemble learning model using various machine 
learning algorithms for the better prediction of type 2 diabe-
tes mellitus. The research work in this manuscript is divided 
into the following sections: Section I discusses diabetes 
and statistical reports that give an insight into its effects on 
human health and economy. In section II, existing related 
work has been analysed for achievements and shortcomings 
of previous work, so that the quality of the current study can 
be improved. In Section III, we have discussed the meth-
odology adopted in this study i.e. the data collection, data 
description, data pre-processing and data modeling. In sec-
tion IV, we have discussed the experimental results achieved 
through implementing the model of this study and provide a 
brief comparison of machine learning models through vari-
ous statistical measures. Finally, section V presents conclu-
sion of our research work and try to identify the shortcoming 
of the current study and provide future directions for a better 
prognosis and diagnosis of T2DM.

Related work

The machine learning tools and techniques are being 
explored in different fields in healthcare like medical treat-
ment, disease diagnosis and detection, image processing, 

Fig. 1   Top 7 countries living 
with diabetes mellitus
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computational biology [11–15]. In recent years, copious 
work has been proposed and published for prediction of 
type 2 diabetes mellitus using various machine learning 
techniques [16, 17]. Mohebbi et.al (2017) [18] a novel 
framework using deep learning for type 2 diabetes mellitus 
was developed based on simulated Continuous Glucose 
Monitoring (CGM) signals of 9 patients. By using CGM, 
different machine learning classifiers like LR, MLP and 
CNN were compared, best accuracy rate of 77.5% through 
Convolutional Neural Networks was achieved. The study 
can be extended by using a large amount of real CGM sig-
nals in order to validate the existing deep learning models. 
Barhate and Kulkarni (2018) [19] proposed an analytical 
framework for different classification algorithms by using 
the PIMA diabetes dataset to promote early diagnosis of 
type II diabetes. An experimental study was performed 
using Scikit-learn library in Python. Random Forest (RF) 
obtained the highest accuracy 79.7% among all the clas-
sifiers used to build a machine learning model. During 
pre-processing, missing values were fixed using Multiple 
Imputation by Chained Equation (MICE) method. Feature 
engineering was performed in order to find the contribu-
tion of parameters towards disease. Ensemble learning 
models can be used for better results in terms of various 
statistical measures. Kowsher et.al (2019) [20] developed 
a predictive model for medication and treatment of type-II 
diabetes by using 9483 diabetes patient records along with 
14 selected parameters. By comparing the eight machine 
learning algorithms, experimental results determine the 
Artificial Neural Network (ANN) model achieved a higher 
accuracy rate of 95.14%. The whole experiment task has 
been implemented using python 3.6 programming lan-
guage. The intelligent interface can be designed and devel-
oped for early treatment to lessen the complications of 
patients. Islam et.al (2019) [21] proposed a robust frame-
work using three machine learning classifiers viz Bagging, 
Logistic Regression and Random Forest. The authors have 
collected (340 instances and 26 features) data from Khulna 
Diabetes Hospital of diabetic patients based on symptoms 
categorized by two Typical and Non-Typical. The experi-
mental work has been performed in WEKA 3.8 (Waikato 
Environment for Knowledge Analysis). Among all the 
classification techniques, Random Forest performs bet-
ter with an accuracy rate of 90.29%. The results achieved 
through RF are best compared with the algorithms used in 
the previous systems. The current study can be extended 
with advanced ensemble learning algorithms to predict 
the disease more effectively and efficiently. Kopitar et.al 
(2020) [22] proposed an intelligent system for T2DM by 
comparing various ML prediction models like (i.e. Glm-
net, RF, XGBoost, LightGBM) over standard regression 
techniques for early prediction of impaired fasting glucose 
(IFG) and fasting plasma glucose level (FPGL) values. 

Initially, the dataset comprised of 111 variables and 27050 
instances, after filtration mechanism and pre-processing 
stage the dataset was reduced to 59 variables and 3723 
records for developing the system. The simple regres-
sion model performed with the lowest average RMSE 
of 0.838, followed by RF (0.842), LightGBM (0.846), 
Glmnet (0.859) and XGBoost (0.881). When more data 
were added, Glmnet improved with the highest rate (+ 
3.4%).In this research stacking and blending of different 
prediction models could be taken into consideration for 
future analysis. However, such systems bring along even 
more challenges in terms of interpreting the results that 
should support decisions of the healthcare experts. Tig-
gaa and Garg (2020) [23] developed the framework for 
T2DM using lifestyle data. The dataset used for the study 
comprised of 952 instances and 18 questions/parameters 
related to health. The research have also conducted the 
experiment with PIMA diabetes dataset. The performance 
evaluation achieved through both the datasets have been 
compared for better prediction of diabetes. R studio an 
Integrated Development Environment has been used for 
implementation of models and R programming language 
was used for coding purpose. Out of all the classifiers, 
Random Forest algorithms perform well for both datasets 
with an accuracy rate of 94.10%.

Proposed system

The proposed framework is depicted in Fig. 2. It presents 
overall working mechanism of our research process from 
the data acquisition up to the desired experimental results. 
The framework used is based on machine learning tools and 
techniques for better prediction of T2DM.

Initially type 2 diabetes mellitus dataset is being imported 
from the database into the jupyter notebook by executing 
the required library packages through python programming 
language. Pre-processing techniques have been applied to 
DataFrame, where missing values were replaced with some 
statistical measures viz mean, mode and median for differ-
ent features like Urination, Fatigue, family history, weight, 
etc. The outliers, corrupted and inconsistent values have 
been removed to improve the quality assessment of dataset 
towards better results. The dataset is being splitted into train-
ing and testing datasets, where 75% of dataset is used for 
training various machine learning models and 25% of data-
set for testing these machine learning models. Also, some 
prominent machine learning models have been developed 
and their results have been evaluated using various matrices. 
In order to validate the results of all the classifiers, 10-fold 
cross-validation has been applied. The proposed system is 
divided into various components which are discussed below:
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Data collection

The dataset consists of information on 1552 patients (772 
non-diabetic instances and 780 diabetic instances) has 
been collected from population of Kishtwar and Rajouri 
geographical regions of Jammu and Kashmir. As shown in 
Table 1, there are 11 biological features along with their 
Description, Class and Data Type. The features are cate-
gorical and numeric in nature. The data used in this study is 
personal health data as well as results from medical reports 
of the population under study. The main motive of dataset 
used in this study is to predict whether a patient is diabetic 
or non-diabetic through lifestyle indicators using machine 
learning techniques. Based on the selected features provided 
in the dataset the work can be extended to predict the prob-
able patients and their inclination towards the disease. The 
dataset used is also a good combination of the patients like 
people from different areas, male-female ratio, patients from 
various classes (urban and rural areas) and adults from dif-
ferent age groups. The dataset was collected through survey 
forms and questioners then prepared into comma-separated 
values (CSV) file format before building and deploying the 
models for prediction of T2DM.

Machine learning toolkit

The experimental study has been carried out using Jupyter 
Notebook as an IDE (Integrated Development Environment) 
along with programming language python (3.9.1) for vari-
ous statistical and machine learning performance evalua-
tion measurements [24]. Prerequisites machine learning and 
third-party libraries have been imported for exploratory data 
analysis and model building process for prediction of T2DM 

disease. There is an intelligent and rich library of packages 
available in this open-source software, where Artificial Intel-
ligence, Machine Learning, Deep Learning models can be 
developed for various healthcare problems like prediction 
of T2DM [25].

Data pre‑processing

In this step, the collected data is loaded into the Jupyter 
notebook and various crucial libraries are being imported 
like NumPy, Matplotlib, Pandas, Seaborn, Scikit-learn, etc. 
for description and visualization of data [26]. Pre-processing 
plays a vital role to modify the raw data in order to achieve 
desired results and the classification capability of various 
machine learning techniques [27]. It was considered that 
collected survey forms have no missing values, outliers, 
corrupted and inconsistent data. But later we found that in 
place of these missing values there were zeroes at various 
instances like weight, Urination, Height which is not pos-
sible. These missing values have been filled by imputation 
method viz mean, mode and median to improve data quality 
assessment. Data cleaning operations have been performed 
to remove corrupted and inconsistent data from the dataset. 
Data transformation has been performed to improve the effi-
ciency of data before building the machine learning mod-
els. For scaling the features of dataset, StandardScaler () 
using Scikit-learn package has been employed to reshape the 
attributes within range -1 and 1. The mathematical expres-
sion used to perform the data scaling and data standardiza-
tion are given as:

(1)Data Scaling ∶ N(X) =

∑N

i=1
xi − x

min

xmax − xmin

Fig. 2   The overall proposed 
framework for the prediction of 
T2DM.
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Where, ‘z’ is the standardization of normal distribution
‘N’ is the total sample size
‘x’ is the lifestyle indicator/parameter
x is the mean of lifestyle indicator/parameter
σ(x) is the sample variance lifestyle indicator/parameter
xmin represents minimum sample value
xmax represents maximum sample value

Class balance

Class balance is used to remove the biasness, if any, in the 
dataset. In this study K-fold cross-validation (K=10) for has 
been used in order to validate the desired results. The dataset 
is divided into 10 bins, wherein each bin is singularly used 
for testing while the remaining 09 bins are used for training 
iteratively to validate the results. The main advantage of 
K-fold cross-validation method is to reduce the bias in the 
dataset associated in the random sampling of instances for 
training and testing datasets. Although, the dataset used is 
a good mixture of both classes, 772 non-diabetic instances 
and 780 diabetic instances as shown in Fig. 3.

Machine learning methods

Machine learning paradigm plays a vital role in almost all 
spheres of world especially in healthcare [28]. The era of 
machine learning has made a lot of progress in healthcare 
system and is being used for better prediction, diagnosis, 
prognosis and detection of various diseases at early stages 
in order to save human lives. Machine Learning techniques 
are built on the basic principles and concepts of statistical 

(2)Standard Normailization ∶ Z =

∑N

i=1
xi − x

�(x)
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Fig. 3   Instances of Class attribute

343Journal of Diabetes & Metabolic Disorders (2022) 21:339–352



1 3

analysis that are being used to solve data mysteries. Follow-
ing are the algorithms used for analysis of type-2 diabetes 
prediction.

K‑Nearest Neighbour

KNN is an algorithm of supervised machine learning tech-
niques. It is used to calculate the distance between the data 
points based on their similarity measurements. KNN com-
putes the distance between various data samples by using 
different mathematical calculated methods like Euclidean 
Distance, Manhattan Distance and Minkowski Distance. Its 
numerical ability has the potential of grouping the similitude 
between the new instance/information and accessible cases, 
and places all the based on the similarity measurements of 
classes It can handle both classification as well as regression 
problems to find the nearest neighbour of samples by using 
the value of K [27].

Logistic Regression

It is a supervised ML model used for predictive analytics 
that produces the dichotomous output in terms of binary 
format which is used to probabilistically predict the outcome 
of the categorical dependent variable by using a sigmoid 
function [29]. It can be classified into different types like 
Linear, logistic, poly regression. “Suppose there are ‘N’ 
input independent variables with their values represented by 
X1, X2, X3, ………………………….Xn. Let us assume that Y is 
the probability of Yes (1) and 1-Y is the probability of No (0). 
Then the final logistic regression equation is given as” [30]:

	3.5.1.	 Naive Bayes: is a simple but surprisingly powerful 
algorithm for predictive analytics commonly used in 
machine learning. Naive Bayes is a classification tech-
nique based on the Bayesian theorem with an assump-
tion of independence among predictors [31]. It is easy 
to build and particularly useful for large datasets. The 
classification function used for NB classifier is given 
as:

“Given a hypothesis H and evidence E, Bayes theorem 
states that the relationship between the probability of the 

(3)Log
[

Y

1 − Y

]
==> Y = C + B1X1 + B2X2 + B

�
X
�
+ − − − − − − − − −B

n
X
n

(4)Classify (f1, f2, f3, ..……………… , fn) = agrmaxp(C = c)

n∏

i=0

p
(
Fi = fi I C = c

)

hypothesis before getting the evidence P(H) and the prob-
ability of the hypothesis after getting the evidence P(H|E) 
is” [32]:

In simple English, we write the equation as:
P(H|E) = Posterior Likelihood
P(E|H) = Probability
P(H) = Session Prior Likelihood
P(E) = Forecaster Prior Likelihood

Support vector machine

It is discriminative ML classifier that is designed by a sepa-
rative hyper-plane [33]. Support Vector Machine algorithm 
can be used for both classification and regression analysis 
for different real-world problems. The basic function of this 
supervised classifier is to segregate or classify the given data 
points in the best possible and appropriate way in a multidi-
mensional space. To work in high and complex dimensions, 
the SVM classifier uses different versions of the kernels like 
linear, polynomial, and radial basis function kernels. The 
equations for various kernels are [34]:

Linear Kernel Equation

Polynomial Kernel Equation

Where b = degree of kernel & a = constant term

Radial Basis Function Kernel Equation

Where || X1, X2 || = Euclidean distance between (X1 & X2)

Decision Tree

DT is a classification technique with the graphical repre-
sentation of all possible solutions to a decision based on 

certain conditions [29]. The working principle behind the 
DT algorithm is decision-making for a specific classification 

(5)P(H|E) = P(E|H).P(H)

P(E)

(6)F(X) = B(0) + Sum (ai ∗ (x, xi))

(7)K
(
X1,X2

)
=
(
a + X1T X2

)b

(8)K(X1X2) = exponent(−� ∥ X1,X2 ∥)
2
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problem. The computation procedure of the algorithm is 
very expensive as far as training and testing data is being 
concerned. In this acyclic connected graph at each node, 
one feature is selected to make separating decisions that 
lead to the prediction. The process of splitting the nodes 
continues unless and until the leaf node has optimally fewer 
data points. In the DT classifier, discriminative and entropies 
powers are identified with the formula:

Random forest

It is well known supervised ML classifier that is used for 
regression and classification problems. RF algorithm is 
made by using many DT models where it compiles all the 
results of the decision trees that lead to the final outcome 
[35]. The RF classifier handles the problem of overfitting 
that may make the results worse by creating the n number 
of decision trees depending upon the size and complexity 
of the dataset.

Gradient boosting

Ensemble approach is the process of combining multiple 
models or classifiers to solve the computational intelligence 
problem. The method improves the learning capabilities of 
algorithms and helps to solve real-world problems. It uses 
the aggregation results of various classifiers {c1, c2, c3, c4, 
c5,………., ck} to improve the forecasting capability of 
model C*. It is a process of converting weak learners into 
strong learners [28]. In this study, GB algorithm was used 
sequentially to develop an ensemble model.

Model building

An intelligent model is one where the difference between the 
predicted results and actual results is small or even negligi-
ble [28]. This phase is very important. In this phase machine 
learning classifiers have been implemented for prediction 
of type 2 diabetes mellitus. The algorithms used for experi-
mental study include K-Nearest Neighbour (KNN), Linear 
Regression (LR), Support Vector Classifier (SVM), Naive 
Bayes (NB), Decision Tree (DT), Random Forest (RF) and 
Gradient Boosting (GB). The working mechanism of the 
algorithms are defined below:

(9)Entropy ∶ H(X) =

n∑

i=1

P
(
xi
)
∗ log P

(
xi
)

(10)
Discriminative Power = entropy (parent)–(weight average) ∗ entropy

Algorithm 1: Workflow of proposed framework for predic-
tion of T2DM disease. 

Input: Results of survey form and google form
Output: T2DM lifestyle disease prediction models
BEGIN
STEP 1: Prepare the dataset from survey form and Google form
STEP 2: Preprocess the dataset:
STEP 2.1: Data integration
STEP 2.2: Data transformation
STEP 2.3: Data cleaning
STEP 3: Xtrain, Ytrain--75% of dataset
STEP 4: Xtest, Ytest--25% of dataset
STEP 5: Machine learning algorithms that are used in the models
mn=[ KNN( ), LR( ), SVM( ), NB( ), DT( ), RF( ), GB( )]
for(i=0; i<7; i++) do
Model= mn[i];
Model.fit();
model.predict();
print(Accuracy(i), confusion_matrix, classification_report, roc_

curve);
End
STEP 6: Deployment of framework
STOP

Results and discussions

Machine learning and deep learning [36], [37] when-
ever implemented, have provided better results for 
worldwide problems including healthcare analytics, 
social network analytics, business analytics so on and 
so forth. In this work, knowledge-based models using 
machine learning techniques have been developed for 
the better prediction of T2DM. The predictive mod-
els viz KNN, LR, SVM, NB, DT, RF and GB were 
developed. Different statistical and machine learning 
analytics procedures have been carried out in order to 
validate the models.

Dataset description

The performance evaluation of these machine learning 
models has been compared and hyperparameter tun-
ing of machine learning models has been done to pro-
duce better results for prediction of T2DM. DataFrame 
describe() method [38] is used for describing the param-
eters of the dataset. The computation of these statistical 
measures like count, mean, std, min, percentile, max and 
other numerical values regarding DataFrame are shown 
in Table 2.
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Density Plot

The density plots that have been used to detect the pos-
sible outliers in the dataset are shown in Fig. 4. In this 
work, Interquartile Range IQR-score and Z-score methods 
have been used for detecting, removing and correcting 
the outliers present in dataset. Kernel Density Estimation 
(KDE) method [39] is used to draw all the data points 
of parameters and then add them together and make a 
smooth density estimation curve for representation of 
parameters in the dataset. The x-axis denotes the value of 
parameters and the y-axis is probability density function 
for each attribute.

Correlation matrix

The graphical representation shown in Fig. 5 is the Cor-
relation Matrix Plot that indicates the strong multivari-
ate relationship (High and Low Correlation) between 
the parameters of dataset. The main idea behind the cor-
relation coefficient analysis is to draw the relationship 
between the features. A feature set is considered good 
for developing machine learning models if it is strongly 
correlated between a dependent and independent set of 
attributes.

Accuracy results

The results of the classifiers shown in Table 3 are aver-
age calculations after applying K-fold cross-validation 
where K = 10 for different measurements like accuracy, 
miss classification rate and run time. Gradient Boost-
ing outperformed best with an accuracy rate of 97.24% 
for training and 96.90% for testing separately. The GB 
model provides the lowest miss classification rate of 
0.030% and is proven to be the best model for predic-
tion of type 2 diabetes mellitus. Other machine learn-
ing models like K Nearest Neighbor, Logistic Regres-
sion, Support Vector Machine, Naive Bayes, Decision 
Tree and Random Forest have 77.06%, 90.20%, 90.20%, 
90.72%, 92.52% and 95.36% accuracy respectively. 
Also, the misclassification rate for GB is the lowest 
i.e., 0.030% as compared to other algorithms. Also, 
travel time (execution time) of each classifier is cal-
culated. DT takes the minimum run time of 0.0056 sec 
and KNN takes maximum run time of 3.4950 sec during 
execution.

Hyper‑parameter Tuning

It is a process to aggregate the right combination of 
all parameters that allows the model to maximize the 

Ta
bl

e 
2  

D
es

cr
ip

tio
n 

of
 D

at
as

et
.

Pa
ra

m
et

er
s

co
un

t
m

ea
n

std
m

in
25

%
50

%
75

%
m

ax

A
ge

15
52

41
.7

70
15

.8
35

5.
00

0
31

.0
00

39
.0

00
50

.0
00

83
.0

00
Se

x
15

52
0.

46
9

0.
49

9
0.

00
0

0.
00

0
0.

00
0

1.
00

0
1.

00
0

Fa
m

ily
 H

ist
or

y
15

52
0.

27
3

0.
44

5
0.

00
0

0.
00

0
0.

00
0

1.
00

0
1.

00
0

Sm
ok

in
g

15
52

0.
14

6
0.

35
4

0.
00

0
0.

00
0

0.
00

0
1.

00
0

1.
00

0
D

rin
ki

ng
15

52
0.

17
5

0.
38

0
0.

00
0

0.
00

0
0.

00
0

0.
00

0
1.

00
0

Th
irs

t
15

52
6.

18
0

2.
43

4
1.

00
0

5.
00

0
6.

00
0

7.
00

0
15

.0
00

U
rin

at
io

n
15

52
6.

33
9

3.
46

1
2.

00
0

3.
00

0
5.

00
0

10
.0

00
15

.0
00

H
ei

gh
t

15
52

16
0.

06
4

14
.4

04
61

.0
00

15
4.

00
0

16
2.

00
0

16
7.

00
0

18
5.

00
0

W
ei

gh
t

15
52

61
.5

69
11

.4
81

15
.0

00
55

.0
00

62
.0

00
69

.0
00

96
.0

00
Fa

tig
ue

15
52

0.
69

3
0.

46
1

0.
00

0
0.

00
0

1.
00

0
1.

00
0

1.
00

0
C

la
ss

15
52

0.
50

2
0.

50
0

0.
00

0
0.

00
0

1.
00

0
1.

00
0

1.
00

0

346 Journal of Diabetes & Metabolic Disorders (2022) 21:339–352



1 3

performance evaluation in learning procedure. Automated 
hyper-parameter tuning has been utilized to get optimum 
results from the above ML algorithms. Grid Search CV tech-
nique is applied to get optimum values of hyper-parameter 
tuning as depicted in Table 4.

Hardware specification

HP Z60 Workstation has been used for the experimental 
process. The technical specification of hardware is proces-
sor Intel XEON with speed 2.4 GHz (12 CPU’s) along with 

Fig. 4   Density for each attribute in the dataset.

Fig. 5   Correlation matrix 
plot for the various biological 
parameters.
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GPU NVIDIA Quadro K2200. The system RAM and display 
RAM is of 4GB each. The storage capacity of system is 1TB 
and operating system installed is window 10 pro 64-bit.

Confusion matrices

The confusion matrices of these classifiers are shown below 
in Figs. 6, 7, 8, 9, 10, 11 and 12. To measure the perfor-
mance of various machine learning algorithms, the confu-
sion matrices have been used to predict the outcome of the 
models corresponding to the actual values. The confusion 
matrices display the percentage of the dataset instances cor-
rectly predicted by models while solving the classification 
problems. The process for prediction contains four differ-
ent results called True Negative (TN), False Negative (FN), 
False Positive (FP) and True Positive (TP). Other significant 
measures or indicators like Precision, recall, F-1 score, etc. 
are also calculated by using the confusion matrices.

Other statistical measurements

Additionally, some other measures are also used in this study 
to check the performance of these classifiers as shown in 
Fig. 13. These measures are Precision, Recall, Specific-
ity, F1-score, Negative Predicted Value and Matthews 

Correlation Coefficient. The calculation formulas for these 
measures are by the equations [1–7].

Accuracy =
TP+TN

TP+TN+FN+FP
 (11)

Precision =
TP

TP+FP
 (12)

Sensitivity∕Recall =
TP

TP+FN
 (13)

Specificity =
TN

TN+FP
 (14)

F1 − Score =
2∗(Precision∗Sensitivity)

Precision+Sensitivity
 (15)

Negative Predicted Value =
TN

TN+FN
 (16)

MCC = TP ∗ TN − FP ∗ FN∕sqrt((TP + FP)

∗ (TP + FN) ∗ (TN + FP) ∗ (TN + FN)

 (17)

Comparative analysis with existing work

The research work yielded good results in terms of vari-
ous statistical matrices for prediction of T2DM using 
machine learning techniques. The existing systems have 
used only clinical/pathological datasets for the study, 
however, it has been found that using lifestyle param-
eters can yield much better results. The comparative 
analysis of other studies with different lifestyle datasets 
can be made in terms of the statistical matrices like 
accuracy, confusion matrix, AUC, ROC curve, etc. as 
these are common for both classes. The existing sys-
tems have also followed the same methodology based 
on a machine learning paradigm for prediction of the 
type 2 diabetes mellitus disease. Comparative analysis 

Table 3   Hyper-parameter tuning of each classifier.

Classifier Optimum values of hyper-parameter tuning

KNN n_neighbors = 50, weights = 'uniform', metric = 'manhattan'.
LR random_state = 42, solver = 'liblinear', penalty = 'l2'.
SVM C = 5, gamma = 10, kernel='linear’.
NB priors = None, var_smoothing = 0.1032.
DT class_weight = None, criterion='gini', max_depth = 4, max features = “auto”, min_samples_leaf=14, min_samples_split=2, splitter 

= “best”.
RF n_estimators = 50, criterion = ‘entropy’, max_depth = 5, max_features = ‘auto’, ‘sqrt’, log2’, min_samples_leaf = 10.
GB max_depth = 10, n_estimators = 1000, verbose = 3, subsample = 1.0, min_child_weight = 5, colsample_bytree = 0.10, learn-

ing_rate = 0.01.

Table 4   Comparison of Measures for ML techniques

Algorithm Training
Accuracy

Testing
Accuracy

Miss Classification Rate Run Time (Seconds)

K-Nearest Neighbour 81.86 % 77.06 % 0.229 % 1.7730
Logistic Regression 90.88 % 90.20 % 0.097 % 3.4950
Support Vector Machine 90.88 % 90.20 % 0.097 % 0.1274
Naive Bayes 89.68 % 90.72 % 0.092 % 0.1034
Decision Tree 94.23 % 92.52 % 0.074 % 0.0056
Random Forest 95.35 % 95.36 % 0.046 % 1.2365
Gradient Boosting 97.24 % 96.90 % 0.030 % 2.1504
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Fig. 6   Confusion Matrix of KNN

Fig. 7   Confusion Matrix of LR

Fig. 8   Confusion Matrix of SVM

Fig. 9   Confusion Matrix of NB

Fig. 10   Confusion Matrix of DT

Fig. 11   Confusion Matrix of RF
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of related works towards type 2 diabetes mellitus pre-
diction using machine learning techniques is shown in 
Table 5.

Receiver operating characteristic curve

The ROC curve shown in Fig. 14 is the graphical representa-
tion that is used to diagnose the ability of True Positive Rate 
(TPR) vs False Positive Rate (FPR) of the different machine 
learning algorithms. The receiver Operating Curve is a prob-
ability curve and the Area Under Curve (AUC) is used to 
measure the degree of separability between the classes. The 
ROC curve shows the results for different classification mod-
els in distinguishing whether a patient is having diabetes or 
not. The classifiers like GB, NB, SVM and DT show better 
than other classifiers results in terms of ROC and AUC for 
prediction of T2DM disease. The x-axis represents the false 
positive rate and y-axis denotes true positive rate.

Conclusion and future scope

As far as current medical diagnosis and prognosis is con-
cerned, it has been found that there is a radical increase in the 
rate of people suffering from all types of diabetes. There is 

Fig. 12   Confusion Matrix of GB

Fig. 13   Performance evaluation 
of various ML techniques.

Table 5   The Comparison with existing systems

Authors Technique used Dataset Analysis

[8] CART (Classification and Regression Trees) Collected dataset through questionnaire 75% for CART​
[40] SVM, RF and LR Demographic web based questionnaire 80.17% for SVM
[41] LR, GBC, LDA, ABC, ETC, NB, Bagging, RF, 

DT,SVC, Perceptron and KNN
Collected dataset from hospital 96 % for LR

[23] LR, KNN, SVM, NB, DT, RF Offline and online questionnaire 94.10% for RF
[20] LR, LDA, KNN, DT, NB, SVM, RFC and ANN Noakhali Medical College Bangladesh 94.07% for ANN
[42] LR, SVM, KNN, RF, NB, GB Murtala Mohammed Specialist Hospital, Kano 88.76% for RF
Our Proposed 

Study
KNN, LR, SVM, NB, DT, RF and GB Lifestyle dataset from geographical regions 96.90% for GB
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a lack of medical facilities to cope up with unnecessary test-
ing, treatment and readmission in hospitals globally. So for 
the better prediction of T2DM, an intelligent expert system 
that exploits machine learning techniques for providing better 
results through statistical measures has been proposed. In the 
proposed model, outliers and corrupted/noisy data have been 
removed and the missing values are being filled by standardi-
zation at the pre-processing stage. Then data wrangling has 
been done along with data standardization and K-fold cross-
validation. Different classifiers like K-Nearest Neighbour 
(KNN), Linear Regression (LR), Support Vector Classifier 
(SVM), Naive Bayes (NB), Decision Tree (DT), Random 
Forest (RF) and Gradient Boosting (GB) were employed 
for model building. The experimental study shows that the 
accuracy of Gradient Boosting is 97.24% for training results 
and 96.90% for testing results which is the highest among 
all other classifiers. The GB model outperformed other clas-
sifiers in terms of other statistical measures like precision, 
recall, specificity, f1-score, etc. To extend the current study, 
these algorithms shall be used for different, large and real-
time datasets to establish the efficacy of the proposed system. 
A complete package in the form of product can be developed 
for real-time predictions which uses knowledge generated 
by the system proposed at runtime. In consultation with the 
specialists of the domain biological contributing parameters 
can be incorporated if required for better results.
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