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Abstract

Facial expressions are a significant part of non-verbal communication. Recognizing facial 

expressions of people with neurological disorders is essential because these people may have 

lost a significant amount of their verbal communication ability. Such an assessment requires 

time consuming examination involving medical personnel, which can be quite challenging and 

expensive. Automated facial expression recognition systems that are low-cost and noninvasive 

can help experts detect neurological disorders. In this study, an automated facial expression 

recognition system is developed using a novel deep learning approach. The architecture consists of 

four-stage networks. The first, second and third networks segment the facial components which are 

essential for facial expression recognition. Owing to the three networks, an iconize facial image 

is obtained. The fourth network classifies facial expressions using raw facial images and iconize 

facial images. This four-stage method combines holistic facial information with local part-based 

features to achieve more robust facial expression recognition. Preliminary experimental results 

achieved 94.44% accuracy for facial expression recognition on RaFD database. The proposed 

system produced 5% improvement than the facial expression recognition system by using raw 

images. This study presents a quantitative, objective and non-invasive facial expression recognition 

system to help in the monitoring and diagnosis of neurological disorders influencing facial 

expressions.
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1 Introduction

Facial expressions are important for human social communication. According to Mehrabian 

[52], facial expressions are more effective than words in face-to-face communication. 
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Mehrabian revealed that words contribute 7%, voice tone 38%, and body language 55% 

to effectively communicate a message. Also, impaired facial expressions are a common 

symptom of many medical conditions. Predominant examples range from childhood 

neurodevelopmental disorders, such as autism spectrum disorder [14], cerebral palsy [23] 

and Angelman syndrome [1], and to adult-onset neurological diseases, such as Parkinson’s 

[46, 62], stroke [44], Alzheimer’s disease [30], and Bell’s Palsy [10]. A comprehensive 

list of neurological and psychiatric disorders affecting facial expressions can be found in 

Table 3 of [72]. Effects of neurological and psychiatric disorders on facial expressions are 

well-known by clinicians and scientists and facial expressions are used for assessment and 

severity of these disorders. However, clinical evaluation involves subjective and qualitative 

assessment. Clinical diagnosis and disease monitoring can be challenging for most of the 

neurological conditions, often requiring invasive and/or expensive medical testing. Thus, 

non-invasive, low-cost alternatives must be developed. In this study, an automated facial 

expression recognition system is proposed. If such a system can readily differentiate 

between a variety of facial expressions, identification of clinically relevant features that 

distinguish between disease conditions may be possible. These distinctive features can 

ultimately serve as disease-specific biomarkers to help clinically diagnosis and evaluate the 

therapeutic response of patients with neurological disorders.

Automated facial expression recognition studies e.g. [33, 36, 61] are usually based on 

six universal expressions that were defined in the early work of Ekman and Friesen [24]: 

happy, angry, disgust, sad, surprise and fear. Some studies e.g. [6, 22, 57, 79] have worked 

on five or less classes of facial expressions. Facial expression recognition studies can be 

mainly classified as appearance and geometric based methods [59]. While appearance-based 

methods extract features from texture information of the face [11, 38, 77, 80], geometric-

based methods are based on features obtained from distance or shape information of the face 

components during expressions [29, 59]. Recent years, deep learning-based methods have 

achieved remarkable success rates in facial expression recognition studies [47, 51, 58]. Deep 

learning enables automatic learning of complex features required for computer vision [42]. 

While some facial expression recognition studies are based on whole face information [7, 

16, 43, 54, 70], some studies use partial-based information [64].

In this study, a new deep learning approach is presented for automated facial expression 

recognition. It is the first step towards a non-invasive automated system for clinical 

diagnosis and neurological disorder monitoring. It focuses on six universal facial 

expressions defined by Ekman and Friesen for effective and acceptable comparison with 

the literature.

The proposed method includes four convolutional neural networks (CNN). Three CNNs are 

structured for segmentation of facial components and one CNN is structured for recognition 

of facial expressions. In the first CNN, the eyebrow regions are segmented, the second CNN 

segments eye regions and the third CNN segments mouth regions on a facial image. Thus; 

component-segmented (eyebrow-segmented, eye-segmented, mouth-segmented) images are 

obtained. After post-processing, for each face, a final iconize image is formed by combining 

the corresponding component-segmented images. Finally, the fourth CNN classifies facial 

expressions combining the final iconize images with corresponding raw facial images. The 

Yolcu et al. Page 2

Multimed Tools Appl. Author manuscript; available in PMC 2022 June 09.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



four-stage CNN system has the following advantages compared to the CNN that only uses 

raw facial images as an input:

• Guided image analysis: Eyebrow, eye, and mouth regions are essential to 

recognize facial expressions [84]. The proposed CNN architecture forces the 

earlier layers of the CNN system to learn to detect and localize these facial 

regions, thus providing decoupled and guided training.

• Part-based and holistic information fusion: Owing to the proposed system, 

part-based (first three CNNs) and holistic (fourth CNN) information are fused. 

Combining part-based and holistic information is improved the accuracy of the 

recognition.

• Privacy and patient de-identification: If facial expressions are used for medical 

diagnostic purposes, disease progression or treatment outcome monitoring, de-

identification of protected health information is critical (HIPAA regulations). 

Owing to the final iconize images which are the combined output of the first-

three CNN structures; using, archiving, and communication of essential facial 

features are facilitated while patient privacy is still protected.

• Higher success rate: In order to better show the benefits of proposed 4-cascade 

architecture, in the experiments the fourth CNN architecture has been trained and 

tested with raw facial images and higher success rate has been obtained (Table 

4).

2 Related works

Numerous papers in the literature report the relationship between psychological and 

neurological disorders and facial expressions. According to [39], Alzheimer’s patients may 

have a deficiency in facial expression behaviors. According to [82], negative expressions 

such as fear, disgust, and sadness can be seen in the majority of neurodegenerative disorders. 

In [27], facial expression abilities of Alzheimer patients, frontotemporal dementia patients, 

and healthy individuals were examined. The researchers observed that frontotemporal 

dementia patients had better abilities for positive facial expression than Alzheimer patients. 

In [12], a tool that uses facial expression to support neurological disorders was presented. 

In the tool, while a patient watches a video, the system detects the facial expression 

of the patient and makes disease state predictions based upon the absence or intensity 

of facial expression. In [32], facial expression abilities of children with and without 

Autism spectrum disorders were examined. Six universal emotions were compared based 

on statistical analysis and time-series modeling. A more pronounced group of differences 

was noted for negative emotions. Dantcheva et al. [20] presented a method for automated 

facial activities and expression recognition for patients suffering from severe dementia. The 

system classifies four expression states and activities, namely neutral, smiling, talking, and 

singing. Dapogny et al. [21] introduced a game that teaches children with autism spectrum 

disorder how to produce facial expressions.

This study presents a facial expression recognition tool for monitoring neurological 

disorders. It is the first step towards a non-invasive automated system for clinical diagnosis 
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and neurological disorder monitoring. In order to recognize facial expressions, eyebrow, eye 

and mouth regions include significant information [84]. Therefore, we have been focused 

on firstly training our network to segment these facial regions. Then, using these segmented 

images, we trained our network to recognize facial expressions. In our previous study 

[81]; we proposed a facial component segmentation method based on training a single 

network for three kinds of facial regions (mouth, eyes, and eyebrows). In this study, we 

extended our segmentation method to include three networks, one for each kind of facial 

component. Because, in human face images; eyebrows, eyes, and mouth have different 

appearance characteristics. So, each individual feature can be detected with a specific CNN 

successfully. Use of three separate networks and filtering process described in section 3.2 

increased recognition accuracy. This paper also greatly extends our previous work with 

new experiments and results, expanded analysis and discussion, new validation dataset, new 

comparison methods etc.

While classical computer vision techniques can be used to detect facial landmarks, we chose 

to use deep learning because: (1) Deep learning methods have demonstrated increasing 

success and popularity in recent years. It has been observed that some deep learning 

methods outperform simple heuristics or descriptors such as SIFT or Haar-like features 

[15, 49, 71]. (2) Deep learning based approaches are more adaptable to new modalities and 

scenarios compared to detection with hand-crafted features and descriptors that are often 

fine-tuned for specific modalities [69, 71]. (3) Size of Haar-like features can be relatively 

high, for instance in [75] 160,000 features are located for a 24 × 24 detection window. 

(4) Using CNNs for both facial landmark detection and facial expression recognition 

steps ensure a more unified pipeline compared to using hand-crafted features for landmark 

detection and CNN for facial expression recognition.

3 Methodology

CNN is a popular subfield of deep learning for image analysis. Early CNN [42] was 

introduced as a neural network architecture, including convolutional and sub-sampling 

(pooling) layers. In 2012, Krizhevsky et al. [40] achieved significant performance on 

the Imagenet classification challenge. Since then, deep learning has been widely used 

in complex computer vision problems such as face detection [48, 60], facial expression 

recognition [17, 73, 78], biomedical image analysis [18, 45, 50, 55, 56, 66, 68], head pose 

detection [74], gender classification [37], age classification [8, 35], object detection [83], 

etc.

CNN structures mostly include convolutional, pooling, activation, batch normalization, fully 

connected and drop out layers. The inputs are convolved with learned filters and feature 

maps are generated in convolutional layers (Eq. 1).

S(i, j) = I * K (i, j) = ∑
m

∑
n

I(i + m, j + n)xK(m, n) (1)

where I is input image, K is kernel and S is the convolution result [31].
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In a CNN structure, a non-linear activation layer is often used after the convolutional layers. 

In this study, for all of CNN structures, Rectified Linear Unit (ReLU) has been used for the 

activation function. ReLU is defined in Eq. 2.

ReLU(x) = max(0, x) (2)

where x is the input of the activation function [53].

The spatial size of the inputs is reduced in pooling layers, thus the number of parameters 

and computation are decreased, and the overfitting is controlled. According to [34], dropout 

layer is also very effective for avoiding overfitting. Dropout layer keeps the network from 

being too dependent on any neuron. In a fully connected layer, all activations are connected 

to the previous layer, and a classification or regression task is performed.

In a feedforward network, inputs are passed through the network and the output obtained 

from the network is compared with the actual output [31]. Using the backpropagation 

algorithm, this error propagates backwards to improve training [31]. Backpropagation 

algorithm performs based on chain rule. For a complete neural network framework with 

a loss L, the backpropagation computes the gradient of the parameter matrix W and the input 

x as Eq. 3 and Eq. 4 [76]:

∂L
∂W = ∂L

∂y
∂y

∂W (3)

∂L
∂x = ∂y

∂x
∂L
∂y (4)

In this study, a cascade CNN architecture has been developed for segmentation-guided 

facial expression recognition. First three cascade of the CNN architecture segments facial 

components and forms the component-segmented images. CNN-1, CNN-2, and CNN-3 

form eyebrow-segmented, eye-segmented and mouth-segmented images, respectively. After 

the post-processing step, these component-segmented images are combined to form a final 

iconize image for each face. Finally, using the final iconize images and the corresponding 

raw facial images, the fourth CNN classifies facial expressions. The system flow is 

illustrated in Fig. 1, and, detailed CNN structure is given in Fig. 2.

3.1 CNN for facial component segmentation

In the cascade architecture, the first three CNNs are trained to segment eyebrow, eye and 

mouth regions from facial images because of the importance of these regions to recognize 

the expressions. Using the first three CNN outputs, the proposed system forms a face-iconize 

image that is used by the fourth CNN as input.

In the proposed method, segmentation is handled as a binary classification problem. Every 

16 × 16 block is classified as eyebrow, eye or mouth versus background. Before training 

of the segmentation networks, training masks have been generated. In order to obtain 

training masks, Face++ toolkit [63] has been used. The toolkit can detect and localize 

facial landmarks on a face image. After detection of the landmarks, the points of the 
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landmarks have been linked to get polygons for eyebrows, eyes and mouth regions. Finally, 

the polygons have been filled to obtain final mask images. Figure 3 shows training masks 

generation steps. In the figure, green pixels show facial components that are eyebrows, eyes, 

and mouth; red pixels show the rest of the facial components as the background.

The training masks are used for determining majority and mixed classes in the facial 

component segmentation step. Before the training step of the facial landmark segmentation, 

original raw images and corresponding training masks have been divided into 16 × 16 

non-overlapping blocks as shown in Fig. 4.

After image partitioning, the obtained blocks are assigned a label corresponding to one of 

the following classes facial component, background, or mixed, according to the distribution 

of pixel labels in the block To determine a block as a background or facial component 

(eyebrow, eye or mouth), in the corresponding training mask, each green and red pixel 

numbers are summed separately and when 80% or more of a block is covered by one of the 

two classes (facial component/background), the block is assigned the label of the majority 

class. When the percentage of the majority class is less than 80%, the block is marked 

as mixed and not used during training. These processes are shown in Eqs. 5 and 6. The 

threshold value 80% is empirically selected.

If number_of _green_pixels
number_of_all_pixels_of _tℎe_block ≥ 80 %→ block_is_facial_component (5)

If number_of_red_pixels
number_of_all_pixels_of_tℎe_block ≥ 80 %→ block_is_background (6)

Mixed class blocks which are shown in Fig. 4c with black pixels include both facial 

components and background pixels. Thus, using these blocks may be complicated for 

network training. But majority class blocks include robust information about background or 

facial components and using only these blocks provides stronger training. In Fig. 5, a block 

is shown as a sample. The block in training mask has 62% background information and 38% 

mouth information. The block hasn’t 80% either facial component or background pixels and 

it is ignored during training. Because this block does not include robust information about a 

class.

After the network training, testing is applied using the whole image (as opposed to 16 × 

16 blocks from the images) as described in [65]. Sliding window processing is efficiently 

simulated by reducing computation redundancy on overlapping regions. The fully connected 

layers of the first three CNN networks have two channel scores: for the first CNN; 

eyebrow versus background, for the second CNN; eye versus background and for the third 

CNN; mouth versus background scores. Finally, three type component-segmented (eyebrow-

segmented, eye-segmented and mouth-segmented) images are obtained from the first three 

CNNs according to the higher component scores in the fully connected layers. This first 

three CNN architectures include the following layers: 1) four convolutional layers (layer 1: 

16 5 × 5 × 3 filters, layer 2: 16 5 × 5 filters, layer 3: 32 5 × 5 filters, and layer 4: 32 4 × 4 

filters), 2) two pooling layers and 3) one fully connected layer (see Table 1).
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3.2 Segmentation refinement

After obtaining component-segmented (eyebrow segmented) images from the CNN-1 for 

all images, an empty matrix is created with the component-segmented images size. All 

the eyebrow-segmented images are added to the empty matrix, respectively and eyebrow 

intermediate mask is generated. With this process, areas, where the segmented eyebrows 

are concentrated, are found out. These steps are repeated for eye and mouth intermediate 

masks. Thus, noisy areas occur due to the lack of density and these areas are cleared 

with a threshold value. The threshold value is selected 128 from our experiments. Figure 6 

illustrates the final masks generation steps.

After generating the final masks, the logical-and operator is applied to each component-

segmented image and corresponding final mask for noise reduction (Fig. 1). Thus; cleared 

eyebrow, eye and mouth iconize images are obtained and combined to form the final-iconize 

image using logical-or operation. Figure 7 illustrates the combining process.

3.3 CNN for facial expression recognition

The fourth CNN structure in the proposed architecture uses the final iconize image (1-

channel) combined with the corresponding raw facial images (3-channel). While the first 

three CNN structures operate on 16 × 16 blocks from the facial images, the fourth CNN uses 

a resized whole face image as the input. The fourth CNN architecture contains the following 

layers: 1) five convolutional layers (layer 1: 64 5 × 5 × 3 filters, layer 2: 32 5 × 5 filters, 

layer 3: 32 5 × 5 filters, layer 4: 64 5 × 5 filters, and layer 5: 64 4 × 4 filters), 2) four 

pooling layers and 3) one fully connected layer. Table 1 illustrates the layer information of 

the proposed CNN architecture.

4 Experimental results

In this study, the Radboud Face Database (RaFD) [41] has been used for training and testing 

steps. RaFD is a public face database that includes facial images of 67 people, consisting 

of 19 female and 38 male adults; 6 female and 4 male children. Each person has different 

images with different angles and expressions. The database was generated according to the 

Facial Action Coding System [25].

4.1 Experiments on facial component segmentation

1608 face images regardless of facial expressions were used for facial component 

segmentation. These 1608 images were divided into two set for training and testing. First 

804 images were used for training, the remaining 804 images were used for testing. If just 

entire images are used in training process, just 804 images/samples can be used and using 

less input data will decrease the segmentation results. But our segmentation system divides 

the images 16 × 16 non-overlapping blocks and uses these blocks for training data. The 

system has 926,208 blocks for the input. These blocks were labeled as one of the following 

classes facial component, background, or mixed, as described in Section 3.1. Blocks which 

are assigned facial component class were flipped for augmentation, so the number of facial 

classes were doubled. The number of blocks for different classes used in the training process 

can be seen in Table 2.
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In the segmentation step, three CNNs work on the image blocks and every CNN has three 

convolution layers. Intermediate layer outputs for the CNN trained for eye detection and 

segmentation are shown in Fig. 8 as an example. Obtaining the features through the network 

can be seen step by step in this figure. In the first convolutional layer, some filters start to 

learn eye features like the first picture of the “CONV1” column. In the second layer, almost 

half of the filters learn the feature of the eyes approximately: eye pixels are marked as white 

pixels by the filters in the pictures. In the last convolutional layer, the network learned the 

eye features almost completely.

Because the proposed system is designed as a pipeline of facial landmark detection/

segmentation and facial expression recognition networks, other deep segmentation networks 

can be used to replace the proposed facial landmark segmentation networks. SegNet [9] 

is a popular deep encoder-decoder network used for segmentation tasks [67]. Using RaFD 

dataset, we have trained three SegNet networks for segmentation of eyebrow, eye and mouth 

regions. Facial landmark segmentation results obtained from SegNet and the proposed 

CNNs are shown in Fig. 9. The shown results do not include any post-processing operations. 

As can be seen in the figure, the proposed networks produce less noisy and more complete 

detections compared to the SegNet outputs. SegNet uses entire images to segment facial 

components. The proposed method is more successful when comparing whole based and 

partial based approach.

To obtain a better segmentation result, a good threshold value should be chosen while 

determining block labels. If the threshold value is selected too small, the blocks include 

mixed features for facial components and background. In this situation, a successful training 

would not be obtained. In order to better show the differences between smaller value and the 

value of 80%, the threshold value has been selected 50% and the network has been trained 

again. Figure 10 shows visual testing results for training with the threshold value of 50% and 

80%. Figure 10. a represents a mouth segmentation result for 50% threshold value and b is 

for 80%.

If the threshold value is selected too large, the blocks include robust features for facial 

components or background. But, in this case, number of blocks will be too small, especially 

for facial components. In machine learning problems, sample space size is very important, 

and it determines the quality of training.

Also, in segmentation refinement stage, if the threshold value is selected too large, 

intermediate masks will have too much noise. In other case, the pixels of the facial 

components can be lost. In order to better show the differences between selecting smaller 

or larger threshold value and the value of 128, the threshold value has been selected 64 and 

192. Visual differences have been illustrated in Fig. 11. Figure 11a is a final mouth mask for 

64 threshold value, (b) is the result for 128 and (c) is for 192. According to the visual results, 

smaller threshold value affects increasing the noise, but after a level, to use bigger threshold, 

almost, doesn’t affect the visual result of the final mask. Also, some facial component pixels 

can be lost because of the face position in the images after segmentation refinement process 

with a big threshold value.
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4.2 Experiments on facial expression recognition

Afraid, angry, happy, sad, surprised and disgusted expressions (1206 frontal face images) 

have been used in this study. Every image has been cropped to contain only the face regions 

because of computational time reduction (Fig. 3).

In order to examine the effects of the size of the training set, the dataset was divided into 

different sized training and testing sets. Increasing the size of the training set had a positive 

effect on the result up to a certain level (Table 3). According to the experiments, 70% – 

30% distribution of training and testing sets, achieves facial expression accuracy of 94.44%. 

To ensure more reliable performance evaluation, for all of the distributions, the testing and 

training datasets do not include images of the same person even for different expressions.

In this study, CNN-4 has been trained and tested for different inputs with different channel 

numbers. The proposed system uses 4-channel input, but in order to better show the benefits 

of the proposed architecture, 1-channel binary final-iconize image and 3-channel raw facial 

image also have been used by CNN-4. Facial expression recognition results for different 

inputs with a different number of channels are illustrated in Table 4 using RaFD images with 

%70 training and %30 testing sets.

For RaFD experiments, facial expression recognition using 1-channel binary final-iconize 

image outperforms recognition using 3-channel raw facial image by 1.11% (90.55 versus 

89,44%). Using final iconize image combined with raw facial image outperforms using 

3-channel raw facial image by 5% (94.44% versus 89.44%). Table 5 shows the proposed 

cascaded CNN architecture confusion matrix using 4-channel input with %70 training and 

%30 testing sets. The accuracy of the proposed system is 95.24% for anger, 98.41% for 

disgust, 85.71% for fear, 98.41% for happy, 90.48% for sadness and 98.41% for surprise.

There is not a unified benchmark test set for facial expression recognition, different groups 

to use different test sets to report their results. Also, most databases are not suitable for 

the proposed pipeline for various reasons such as resolution, number of facial expressions, 

labeling, etc. Some databases include images captured in the wild under varying conditions, 

including partial occlusions are not suitable for our study. Because our goal is to use the 

proposed system for clinical and scientific purposes, specific imaging and pose constraints 

(i.e. frontal view, no occlusion of facial landmarks, minimum image resolution) have been 

enforced to ensure the highest accuracy and comparable results across patients and studies. 

Another problem with some databases is low resolution images. The proposed pipeline is 

designed for approximately 576 × 512 resolution images where facial landmark shapes are 

distinct.

In order to evaluate the proposed method, the MUG facial expression database [4] has been 

also used. The MUG is a video database; thus, the images must be selected from the video 

sequences. The studies that worked with this database had chosen images with different 

strategies [2, 3, 5, 19, 28]. Three expression images were selected from each video of each 

model. These images were grouped into two sets for training (70%) and testing (30%). 

The training and testing sets were picked so that they do not include images of the same 
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person even for different expressions, to ensure more reliable performance evaluation. The 

confusion matrix is given in Table 6.

Also, the proposed method has been compared with other studies that use the same 

databases (Table 7). Our preliminary results achieved a high success rate. Image analysis 

with high accuracy is very important for medical applications.

In the proposed system, facial expression recognition expert knowledge and learned complex 

features from the deep learning system are used featly. According to our experiments, 

guided classification improves expression recognition results.

Figure 12 shows two display of the proposed system. Figure 12a, the actual facial expression 

of the person is fear and proposed system detects it correctly. But, in Fig. 12b, while the 

actual label is disgust according to RAFD labels, the system prediction is anger.

5 Conclusion

Impaired facial expression can be related to medical disorders. Therefore, a facial expression 

recognition system can be extremely useful for medical purposes. This paper presents 

a quantitative, objective and noninvasive system for diagnosis of neurological disorders. 

Owing to the automated facial expression recognition system, clinically relevant facial 

expression features can be revealed. Also, it can make a distinction between conditions 

of disease and can serve as disease specific biomarkers to help in clinical diagnosis 

and monitoring therapeutic reactions of patients with neurological conditions. This study 

presents a novel deep learning approach for facial expression recognition which includes 

four CNN structures. Three types of facial components are segmented in the first three 

CNNs and an iconize output is formed. The iconize output is combined with raw facial 

image and used as the input for the last CNN structure. Facial expression classification 

is performed in the fourth CNN. Owing to the proposed cascade system, integration of 

part-based and holistic information and guided image classification is ensured. Preliminary 

results achieved 94.44% accuracy of facial expression recognition for the RaFD database. 

The proposed system produced 5% success rate than the face recognition system using raw 

images alone.
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Fig. 1. 
Proposed system pipeline
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Fig. 2. 
Proposed four-stage CNN structure (first CNN for eyebrow segmentation, second CNN for 

eye segmentation, third CNN for mouth segmentation and fourth CNN for recognition of 

facial expression)
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Fig. 3. 
Training mask generation steps
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Fig. 4. 
Non-overlapping blocks on a raw image with corresponding training masks and determined 

final classes of the blocks (a: raw image, b1,b2,b3: training mask of eyebrow, eye and mouth 

respectively, c: training blocks, green pixels: facial component, red pixels: background, 

black pixels: mixed blocks)
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Fig. 5. 
Determining block status
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Fig. 6. 
Final mask generation step. Firstly, each type of components is summed separately and 

intermediate masks are obtained. In these masks, lose gray pixels are removed after applying 

a threshold and final masks are formed
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Fig. 7. 
Final iconize generation
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Fig. 8. 
Layer outputs of the CNN for eye segmentation
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Fig. 9. 
Transfer learning visual results with the proposed segmentation system results
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Fig. 10. 
Effect of different threshold values on block label selections
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Fig. 11. 
Effect of different threshold values on generating intermediate masks
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Fig. 12. 
Proposed system interface (a: correct prediction, b: incorrect prediction)
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Table 1

Proposed CNN architecture layer information. CNN-1,2,3 have 3-channel inputs. CNN-4 has 1,3, and 4-

channel inputs. To simplify the table, dropout, pooling, ReLU layers are not listed

Architecture Layer Kernel Filter Output

CNN-1,2,3 (Facial Component Segmentation Input: 16 × 16 blocks) conv1 5 × 5 16 16×16×16

conv2 5 × 5 16 8×8×16

conv3 5 × 5 32 4×4×32

conv4 4 × 4 32 1×1×32

CNN-4 (Facial Expr. Recognition Input: 64 × 64 full image) conv1 5 × 5 64 64×64×64

conv2 5 × 5 32 32×32×32

conv3 5 × 5 32 16×16×32

conv4 5 × 5 64 8×8×64

conv5 4 × 4 64 1×1×64
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Table 2

The number of the blocks used and unused in facial component segmentation step (Facial component numbers 

are given as two-fold because of the flipping process)

Class type For eyebrow segmentation CNN For eye segmentation CNN For mouth segmentation CNN

#Facial component class 5864 7066 20262

#Background class 919265 920282 913315

#mixed class 4011 2393 2762

#Total block: 926208
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Table 3

The effect of different distributions on the result

Training Data (%) Testing Data (%) Accuracy (%)

30 70 88.65

50 50 94.11

70 30 94.44

80 20 94.44
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Table 4

Facial expression recognition success rates with the different input channel number

Input #Channels Accuracy

Raw Image (Single CNN) 3-channel RGB 89.44%

Final-iconize Image (CNN cascade) 1-channel binary 90.55%

Raw + Final-iconize Images (CNN Cascade) 4-channel 94.44%
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Table 5

Proposed cascade CNN structure confusion matrix for the RaFD

Predicted (%)
Actual (%)

Anger Disgust Fear Happy Sad Surprise

Anger 95.24 3.17 0 0 1.59 0

Disgust 1.59 98.41 0 0 0 0

Fear 0 0 85.71 0 12.70 1.59

Happy 0 1.59 0 98.41 0 0

Sad 6.35 0 3.17 0 90.48 0

Surprise 0 0 1.59 0 0 98.41

Average: 94.44%
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Table 6

Proposed cascade CNN structure confusion matrix for the MUG

Predicted (%)
Actual (%)

Anger Disgust Fear Happy Sad Surprise

Anger 91.11 0 0 0 8.89 0

Disgust 2.22 97.78 0 0 0 0

Fear 6.67 0 86.66 0 0 6.67

Happy 0 2.22 0 97.78 0 0

Sad 4.44 0 0 0 95.56 0

Surprise 0 0 8.89 0 0 91.11

Average: 93.33%
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Table 7

Performance comparison of the proposed cascaded CNN structure with different studies

Methods Database #Expression Accuracy (%)

HoG + NNE [6] RaFD, TFEID, JAFFE 5 93.75

Facial Components Detection + KNN [36] RaFD 6 75.61

Viola & Jones + AAM +ANN [13] RaFD 7 89.55

Surf Boosting [61] RaFD 6 90.64

Facial Components Detection + Fuzzy [36] RaFD 6 93.96

CNN [26] RaFD 6 94.16

Cascade CNN [81] RaFD 6 93.43

LBP + SVM [2] MUG 7 77.14

LBP + Geometric Features + SVM [28] MUG 6 83.12

CNN [26] MUG 6 87.68

Gabor + NN [19] MUG 6 89.29

PCA + SRC [5] MUG 7 91.27

Landmark points + SVM [3] MUG 6 92.76

Proposed method RaFD(3-channel raw image) 6 89.44

RaFD (1-channel final-iconize) 6 90.55

MUG (4-channel combine) 6 93.33

RaFD (4-channel combine) 6 94.44
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