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Abstract

Skin cancer is the most diagnosed type of cancer in the United States, and while most of these 

malignancies are highly treatable, treatment costs still exceed $8 billion annually. Over the last 

50 years, the annual incidence of skin cancer has steadily grown; therefore, understanding the 

environmental factors driving these types of cancer is a prominent research-focus. A causality 

between ultraviolet radiation (UVR) exposure and skin cancer is well-established, but exposure to 

UVR alone is not necessarily sufficient to induce carcinogenesis. The emerging field of circadian 

biology intersects strongly with the physiological systems of the mammalian body and introduces 

a unique opportunity for analyzing mechanisms of homeostatic disruption. The circadian clock 

refers to the approximate 24-hour cycle, in which protein levels of specific clock-controlled genes 

(CCGs) fluctuate based on the time of day. Though these CCGs are tissue specific, the skin has 

been observed to have a robust circadian clock that plays a role in its response to UVR exposure. 

This in-depth review will detail the mechanisms of the circadian clock and its role in cellular 

homeostasis. Next, the skin’s response to UVR exposure and its induction of DNA damage and 

mutations will be covered—with an additional focus placed on how the circadian clock influences 

this response through nucleotide excision repair. Lastly, this review will discuss current models for 

studying UVR-induced skin lesions and perturbations of the circadian clock, as well as the impact 

of these factors on human health.
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1. Introduction

In a similar manner to how humans have a basic schedule of responsibilities throughout 

the course of each day, the cells in most organisms have a pre-wired schedule of biological 

events that occur based upon the reception of environmental cues. This pre-wired schedule is 

commonly referred to as the circadian rhythm or circadian clock. The term “circadian” 

is Latin in origin and translates to “around a day.” The circadian clock is driven by 

environmental entrainment factors called zeitgebers that fluctuate based upon the rotation 

of the Earth. This creates an approximately 24-hour cycle within an organism that drives 

cellular processes ranging from chromatin state and protein expression to metabolic and 

behavioral patterns [1]. It has been postulated that this 24-hour rhythm began with the early 

metazoans and may have evolved independently in each of the four major kingdoms [2,3]. 

These findings suggest that circadian fluctuation, on both a cellular and organismal level, is 

an advantageous trait related to organismal survival [2].

As many biological processes are tied to the rhythms of molecular clocks throughout 

the body, healthy circadian oscillation is crucial for maintaining homeostasis. Conflicting 

external cues can offset the endogenous molecular oscillation of core clock proteins in 

relation to day/night cycles of the Earth, which upsets homeostatic balance and leads to 

circadian disruption [2]. For instance, people who engage in chronic night shift work 

and invert their sleep schedules to daytime often experience fatigue, impaired cognitive 

function, and increased susceptibility to various pathologies (such as cancer) [4]. The 

exact mechanism behind this phenomenon, however, is unknown [5,6]. Additionally, jet 

lag induced by rapidly switching time zones can desynchronize the circadian clock and 

cause similar symptoms [7]. Maintaining healthy circadian oscillations through exposure 

to environmental cues at the correct time of day helps to preserve homeostatic biological 

processes that are critical to responding to damaging agents and maintaining genomic 

integrity [8,9].

Light, both visible and ultraviolet (UV), is highly interconnected with the circadian rhythm. 

It is the key zeitgeber and likely one of the main environmental factors that drove 

evolutionary development of circadian fluctuations. UV light has three subtypes: UVA (320–

400 nm), UVB (280–320 nm) and UVC (100–280 nm). These subtypes are differentiated 

based upon the wavelength at which they travel, with UVA having the longest wavelength 

and UVC the shortest. The ozone layer conveniently guards life on Earth from the most 

damaging wavelengths of UV radiation (UVR), as all of UVC and most of UVB light 

is prevented from reaching the terrestrial surface. The UV light that reaches the Earth is 

comprised of approximately 95% UVA and 5% UVB [10]. UV light typically causes DNA 

damage in the form of either cyclobutane pyrimidine dimers (CPDs) and (6–4) pyrimidine-

pyrimidone photoproducts (6–4 PPs) [11,12]. Unrepaired or improper repair of the DNA 

damage caused by UVR can lead to mutations in the DNA sequence and subsequent 

consequences for overall human health— especially in concert with circadian disruption 

[8].

This review will focus on the circadian clock in relation to UVR exposure and UVR-induced 

DNA damage and mutations. First, an in-depth overview of the circadian rhythm will be 
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covered—topics like exposure to zeitgebers and inner workings of the core molecular clock. 

From there, the role of the circadian clock in relation to the cell cycle will be discussed. 

Next, the review will detail UV light and skin cellular responses to UVR exposure. The role 

of the circadian clock in both UVR-induced damage and nucleotide excision repair (NER) 

will be presented extensively here. Finally, this review will touch on the most frequently 

used model systems for studying UVR and the circadian rhythm, as well as known impacts 

of the two factors on human health.

2. The Molecular Circadian Clock

The molecular circadian time-keeping system centers around a series of self-perpetuating 

transcription-translation feedback loops (TTFLs) that anticipate the arrival of day and 

night. The core mechanism relies on two basic helix-loop-helix (bHLH)/PAS-containing 

transcription factors, Brain-and-Muscle-ARNT-like 1 (BMAL1) and Circadian Locomotor 

Output Cycles Kaput (CLOCK), which heterodimerize to drive rhythmic transcription of a 

number of clock-controlled genes (CCGs). Three Period (PER1–3) and two Cryptochrome 

(CRY1–2) genes are examples of CCGs that are imperative to the proper timing of the 

circadian rhythm [13–17]. Per and Cry mRNAs are translated to proteins in the cytoplasm, 

after which they heterodimerize and interact with casein kinase 1δ (CK1δ) and CK1ε, 

before translocating back into the nucleus for direct repressive contact with BMAL1 

or CLOCK to close the primary negative feedback loop [18–21]. This core rhythmic 

interaction is further reinforced by CLOCK-BMAL1 activation of nuclear receptors 

REV-ERBɑ (NR1D1) and REV-ERBβ (NR1D2), which repress BMAL1 transcription 

through competitive binding against transcriptional activators RORɑ and RORγ to the 

ROR-response element in its promoter (Figure 1) [22,23].

In nocturnal animals such as mice, CLOCK-BMAL1 heterodimer activation and Per/Cry 

mRNA accumulation occurs during the subjective day, followed by translation and 

translocation of PER-CRY protein into the nucleus at night to facilitate an endogenous 

oscillation program of approximately 24 hours [20]. This program is reversed in humans, 

with peak CLOCK-BMAL1 expression and function during the subjective night and PER-

CRY translocation into the nucleus during early morning hours and daytime [24]. However, 

despite opposite behavioral niches, the phase reversal anticipated between diurnal and 

nocturnal species is not a universal property and should be evaluated on a tissue-specific 

basis [25]. For instance, in one study that examined diurnal and nocturnal rodents, while a 

similar peak phase of PER2 expression in the suprachiasmatic nuclei (SCN) was observed 

between the two species, other brain regions saw a 180° anti-phase difference. This 

ultimately suggests that behavioral patterns do not necessarily define the molecular clock 

and should be assessed with caution [26].

The coordination and integrity of circadian rhythmic oscillations hinge upon synchronization 

with an individual’s environment and daily routine. From an evolutionary perspective, 

coherence between external factors and internal physiology/behavior optimizes an 

organism’s adaptation to periodic phenomena and increases overall fitness [27]. Circadian 

rhythms are entrained to environmental time cues or “zeitgebers”, such as seasonal light-

dark cycles [28], temperature [29], exercise [30], and even food availability [31]. Each 
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organism that relies on circadian entrainment has developed key pathways that sense these 

environmental zeitgebers, translates the electrochemical signals into the TTFLs previously 

described, and then transmits these signals throughout the organism (Fig. 1).

2.1 The Master Clock

In terrestrial organisms, light is the primary zeitgeber to which the circadian clock 

actively adjusts, and entrainment is initiated in the suprachiasmatic nuclei (SCN)—origin 

of the master circadian pacemaker. Mammalian vertebrates rely on a connection between 

retinal photoreceptors and the SCN of the anterior hypothalamus for acclimation to light-

dark transitions [32]. Photoreceptors, rods, and cones are canonically responsible for the 

transduction of photons into an electrophysiological signal. In a simplified summary, rods 

(dim light receptors) and cones (bright light receptors) encode photic information, which 

is channeled through bipolar and amacrine circuity, before synaptically converging onto 

conventional retinal ganglion cells (RGCs) [33,34]. These RGCs then project, forming 

an optic nerve fiber, onto the lateral geniculate nucleus (LGN) and midbrain for visual 

processing (Fig. 1) [35].

In parallel with this, an additional circuit detects ambient illumination and drives 

subconscious physiological responses such as circadian photoentrainment, pupillary reflex, 

and melatonin release [36,37]. The circadian element derives from a minority of RGCs (4–

5% of total) known as intrinsically photosensitive retinal ganglion cells (ipRGCs). ipRGCs 

express the photopigment melanopsin and capably respond to light in the presence or 

absence of rod/cone signaling [38]. ipRGC axon projections have been identified into other 

brain regions including the SCN, subparaventricular zone, ventral lateral geniculate, olivary 

pretectal nucleus, and intergeniculate leaflet, which have previously been acknowledged 

for roles in regulation of circadian rhythmicity and pupillary reflex [39,40]. This atypical 

RGC network was initially thought to be homogenous and exclusive to non-image-forming 

processes, but recent evidence has revealed five unique subtypes, four of which are 

implicated in image-forming pathways of the dorsal LGN. One subtype in particular, 

overlaps completely with a conventional RGC subtype, suggesting a role for melanopsin 

in pattern vision [41–43].

Outside of the brain, additional timekeeping elements have been identified in nearly every 

tissue and organ, down to the single-cell level [44] (see Richards et al. (2012) [45] for more 

detailed Review). The SCN, presiding over this circadian hierarchy, is presumed to drive 

synchronization and entrainment of peripheral clocks with solar day-night cycles through 

a combination of autonomic and neuroendocrine signaling pathways [46]. The precise 

mechanism and essentiality of this interaction, however, has remained a controversial topic 

due to the intricacies of non-invasive time-series experiments [47]. Unlike SCN neurons, 

which maintain rhythmicity independently, several in vitro studies note a partial or complete 

dampening of rhythmicity for peripheral tissue explants, casting doubt on peripheral clock 

capacity to self-sustain oscillations [48,49]. In vitro systems can show synchronicity for 

a few days after culturing and can be synchronized with media changes or serum shock 

treatments; however, a loss of functional coupling between nearby cells in culture quickly 

leads to the observed dampening effects in oscillator synchronization [50]. After several 
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days without an entrainer, the variability in intrinsic cellular periods could lead to a 

dephasing and desynchronization among independent oscillators, which then facilitates a 

gradual dampening of the overall culture’s rhythm—something to consider in experimental 

design. This effect is not unique to in vitro work, and evidence of a similar amplitude 

reduction in vivo following SCN ablation is also observed.

Anticipated reliance on the SCN for body peripheral clock synchronization has led to the 

coining of the term “slave oscillators”. This generalization, however, may fail to capture the 

system’s full complexity. For instance, in SCN-lesioned mice with no external zeitgebers, 

though small amplitude reductions and an overall loss of phase coherence occurred between 

organs, circadian gene expression within peripheral tissues persisted [47,51,52]. In this case, 

maintenance of tissue integrity appears to allow for retention of at least some peripheral 

synchrony. Sinturel et al. (2021) attempted a similar assessment of circadian gene expression 

in peripheral tissues using Per2∷luciferase in freely-moving mice over several weeks [53]. 

They observed a reduction in whole-body bioluminescence rhythms in SCN-lesioned mice 

but also a retention of partial synchronization between liver hepatocytes. These observations 

lend additional support to the notion that the SCN is responsible for maintaining phase 

coherence between peripheral organs but that internal drivers of circadian rhythmicity 

are likely SCN independent. A certain degree of peripheral autonomy is consistent with 

previous studies that attribute rhythmic gene expression to a dynamic of local oscillations 

and systemic circadian signaling [54]. Furthermore, several papers have detailed direct 

entrainment of peripheral clocks to the environment, independently of the SCN or light-dark 

cycle (e.g. feeding [55], cortisol [56], stress [57], and exercise [58]). As these data point 

toward a potential paradigm shift, further research is necessary to confirm the dynamics of 

interaction between master and peripheral body clocks.

2.2 The Skin Clock

Local circadian control occurs in a variety of peripheral contexts, such as epidermal, 

cardiovascular, metabolic, endocrine, immune, and reproductive tissues. In particular, the 

circadian clock plays a significant role in the skin and its response to UVR exposure [59–

61]. Different skin cell types (e.g., melanocytes and keratinocytes) have various processes 

that are controlled by the oscillation of clock proteins, and up to 7% of protein-coding genes 

in mouse skin are rhythmically expressed [60–62]. The skin represents an interface between 

the external environment and the body, so healthy oscillation of its various functions is 

particularly important for anticipating and responding to daily stressors. This characteristic 

also means the skin both receives and generates signals for circadian timing and further 

implies that, while many skin actions are controlled by central oscillations, they can be 

locally altered by external signals from the environment [63].

Cutaneous rhythms are, at least in part, operated by the master clock in the SCN. For 

example, a 2009 study by Tanioka et. al. revealed that lesions in the SCN abolish PER2 

expression patterns found in the keratinocytes of healthy mice [60]. There is also strong 

evidence that robust autonomous clocks exist across different skin cell types—for instance, 

intrinsic PER1 oscillations have been discovered in primary dermal fibroblasts [64]. BMAL1 

may play a significant role in controlling metabolism and cellular proliferation within 
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hair follicles and the epidermis. Time-of-day patterns of cellular proliferation in mice hair 

follicles were dependent on BMAL1, and a BMAL1 knockdown specific to keratinocytes 

eliminated this pattern [62]. In addition, the S-phase activity in these cells peaks at night, 

which appears to be anti-phasic to metabolism peaking in mid-day. This interaction serves to 

decrease proliferation during times-of-day when ROS production and cellular stress is high 

[62]. Furthermore, melanin synthesis in circadian synchronized human melanocytes and 

melanoma cells is clock-controlled through BMAL1, which is responsible for transcriptional 

regulation of microphthalmia-associated transcription factor (MITF)—a protein involved in 

melanin synthesis [65].

Sunburn apoptotic, erythemal, and genotoxic stress responses to UVR exposure are also 

controlled by circadian processes. These skin reactions trend toward greater severity in 

mice after early morning rather than evening exposures [66]. This time-of-day effect can be 

attributed to reduced DNA repair and increased proliferation in the early morning—factors 

that may exacerbate replication stress and promote p53 activity [59,62]. Interestingly, this 

apoptotic effect in response to UVB is reduced in mice with eliminated Cry1/2 genes, and 

another study showed a similar effect in BMAL1 and CLOCK-depleted human keratinocyte 

cultures [66,67]. DNA damage regulates the stability of CRY, and genetic depletion of 

Cry1 or Cry2 results in either enhancement or suppression of stress-induced Cdkn1a 

(p21), respectively [68]. Furthermore, BMAL1 activity is vital to activation of genotoxic 

stress-induced pathways like that of Hsf1 and p53 following UVR exposure [69]. The 

interconnectedness of these systems is also shown via observations of p53 suppression and 

growth acceleration in mouse embryonic fibroblasts (MEFs) harboring missense mutations 

in Cry2 [70]. This interactive effect between apoptosis, stress, UVR, and the circadian clock 

is likely due to the impact of the circadian clock on the cell cycle and will be discussed 

in greater detail in the next section. Additionally, the oscillation of clock genes in the skin 

can be locally altered by external stimuli. Multiple studies show that a low dosage of UVB 

radiation induces rhythmic expression of core clock genes in primary human keratinocytes 

[67,71]. In humans, narrow-band UVB radiation has been reported to decrease CRY2 
expression in epidermal and dermal skin but increase CRY1 expression in subcutaneous 

adipose tissue [72]. Furthermore, erythema doses for UVB on human skin induce higher 

erythemal responses after evening exposures compared to morning exposures, with the 

latter resulting in higher p53 activity 24 hours after treatment [73]. Differing CRY2 basal 

expressions were reported to affect the severity of these responses. A study by Wang et. al. 

reveals that restricting feeding times in mice to early or mid-day results in a phase-shift and 

decreased amplitude for Per2 expression in the skin and completely reverses time-of-day 

dependent susceptibility to UV damage through nucleotide excision repair [74]. Though one 

study reports a possible increase in the periodicity of PER1 oscillation in adult mouse skin 

fibroblasts as a result of higher ambient temperatures, there is not much evidence supporting 

temperature as a regulatory factor in cutaneous rhythms [63,64]. An in-depth exploration on 

the different rhythms that are present in the skin can be found in a 2016 review by Matsui et. 

al. [63].
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2.3 The Circadian Clock and The Cell Cycle

Mirroring principles of the circadian clock, proteins essential to cell cycle progression were 

initially observed to undergo daily oscillations in level to drive the cell through each cell 

cycle phase. Given the similarities between these two cellular mechanisms, subsequent 

discoveries of the interconnected nature of the circadian rhythm and the cell cycle came as 

little surprise. The basic cell cycle is comprised of oscillating cyclin proteins that interact 

with cyclin dependent kinases (CDKs) to induce progression from one cell cycle phase 

to the next. The levels of these cell cycle proteins, as well as their stability and function, 

can be altered by circadian proteins (though this interaction is tissue-specific) [75]. In 

epithelial tissues, such as skin and the intestinal tract, where cells are required to proliferate 

frequently, the clock appears essential to proper alignment of proliferation timing and stem 

cell differentiation [76,77]. This functionality is of particular importance for peripheral 

tissues in responding to cellular damage [78–81]. However, in non-proliferative tissues 

such as the brain, circadian clock proteins, BMAL1 and PER2, play an additional role 

as regulators of cellular entry and exit from the cell cycle. Despite the current evidence, 

however, the degree of interdependence between the circadian clock and cell cycle control 

may yet prove elusive. Though approximately 7% of all circadian-controlled genes regulate 

either cell death or cell cycle components, organisms without functional clock proteins are 

still viable [75,82,83]. Therefore, while circadian control does not appear to be required 

for cell cycle progression, optimum functionality of these processes is likely connected, 

provided their similar mechanisms and the overlapping networks of protein interactions. 

This section and Figure 2 will review the current understanding of this dynamic.

When a cell is not undergoing active proliferation, it remains in the gap/growth 0 (G0) 

phase of the cell cycle. During this phase, the cell only undergoes basic metabolic functions. 

To kickstart cell proliferation, the transcription factor c-Myc, which is under BMAL1-

dependent circadian control [84], initiates transcription of genes key to progression of the 

G1 phase. During G1, the cell is preparing for DNA synthesis by increasing the level of 

proteins needed for replication and by increasing cell size for the future phases. To transition 

from G1 phase to synthesis (S) phase, the c-Myc-induced protein cyclin D interacts with 

CDK4 to phosphorylate retinoblastoma (Rb) protein [84,85]. Phosphorylation of Rb allows 

the transcription factor E2F to activate transcription of cyclin E [86,87]. Cyclin E then 

interacts with CDK2 to permit cell cycle progression into S phase [85] S phase involves 

DNA replication, which also contains elements under circadian control—for further review 

on this topic see citation [88]. Key factors in the G1/S checkpoint have also been shown to 

be under circadian regulation.

p16 and p21 are two proteins essential to regulating the G1 phase and its transition. 

p16 represses CDK4 and CDK6 to prevent cyclin D binding, thereby blocking cyclin E 

production. [80] Alternatively, p21 binds and inhibits cyclin E/CDK2 preventing DNA 

replication [89]. The protein NONO is known to activate the transcription of p16 in a 

PER-dependent manner. Without PER or NONO, p16 shows deficient activation, which 

leads to decreased cellular senescence and increased cellular proliferation [80]. Conversely, 

BMAL1-deficient cells show p21 overexpression through decreased REV-ERB levels or 

increased RORγ levels, leading to decreased cellular proliferation rates [89]. Another factor 
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that plays a critical role in cell cycle regulation, p53, has been shown to be under indirect 

circadian control. Upon DNA damage, there is an activation of p53 which leads to arrest 

of the cell cycle until repair occurs. If damage is too extensive, p53 mediates apoptosis 

[87]. MDM2 is a factor that facilitates p53 degradation, but when p53 is bound by PER2, 

this interaction is prevented and allows p53 to activate transcription of key cell cycle and 

DNA repair genes (such as p21) [83,90,91]. It is important to note that p53 can also act to 

regulate the circadian clock in a makeshift feedback loop. p53 binds to the PER2 promoter 

preventing CLOCK-BMAL1 binding leading to repression of PER2 transcription [92].

Alongside p53, there are two other DNA damage response proteins capable of stalling the 

cell cycle following DNA damage. These proteins, Ataxia–Telangiectasia Mutated (ATM) 

and ATM-Rad3-related (ATR), are also tied to the circadian clock. ATM interacts with 

Checkpoint Kinase 2 (Chk2) to stall the cell cycle after DNA double-strand breaks, typically 

caused by ionizing radiation (IR). PER1, however, can interfere with this interaction and 

prevent cell cycle arrest [93,94]. Similarly, ATR stalls the cell cycle through its interaction 

with Checkpoint Kinase 1 (Chk1) after UV damage in an attempt to begin DNA damage 

repair. Timeless (TIM), an accessory clock protein, interacts with CRY and this ATR/

Chk1 complex. When TIM is downregulated under conditions of circadian misalignment, 

the ATR/Chk1 pathway is disrupted, preventing proper cell cycle regulation [93,95,96]. 

Furthermore, ATM/Chk2 and ATR/Chk1 are essential for proper maintenance of genomic 

integrity. These complexes can function throughout all cell cycle phases and modulate p53 

or other factors to induce cell death if damage is extensive enough.

The circadian rhythm also influences cell cycle through regulation of the G2 to mitosis 

(G2/M) transition. The G2/M transition is highly regulated by multiple kinases and other 

cyclic factors, such as WEE1 and cyclin B1/CDK1. CLOCK-BMAL1 plays a role in 

regulating both WEE1 and cyclin B1, so it can act as both an inhibitor and activator 

of this cell cycle transition [97,98]. Its activator functions, however, do appear stronger 

based upon evidence of increased cell cycle length following CLOCK-BMAL1 knockdown 

[85]. During this checkpoint, WEE1 delays entry into mitosis by suppressing activity of 

the cyclin B1/CDK1 complex. Cyclin B1 levels increase with time spent in G2, and once 

cyclin B1/CDK1 reaches a certain threshold, the complex’s activity bypasses the suppressive 

effects of WEE1. Cyclin B1 and WEE1 both appear to be CCGs, given that removal 

of BMAL1 or CLOCK reduces the levels of these proteins [97,98]. Additionally, CDK1 

has another function in the circadian clock-cell cycle interface. Similar to p53’s function 

in repressing PER2 expression mentioned above, the protein FBXW7α, in correlation 

with CDK1, works to regulate REV-ERB. Phosphorylation of REV-ERB by CDK1 allows 

FBXW7a to direct REV-ERB to the proteosome for degradation, thereby increasing the 

expression of CLOCK and BMAL1 [99]. The cell cycle and circadian rhythm are vital to 

maintaining normal cellular function and proliferation—as such, both processes comprise 

multiple fluctuating components under strict regulation. Given the number of reciprocal 

interactions and regulatory effects the proteins of these two pathways are responsible for, it 

is likely that disruption to any one of these components could have detrimental effects, even 

at an organismal level. The extent of harm, however, is ultimately dependent upon the level 

of disruption and other environmental factors that may come into play.
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3. UV Radiation Exposure and the Circadian Clock

UVR, per the electromagnetic spectrum, is grouped by wavelength into three classes with 

increasing photic energy—UVA (320–400 nm), UVB (280–320 nm), and UVC (100–280 

nm), respectively. Atmospheric ozone and molecular oxygen absorb the entirety of short-

wavelength UVC and permit only 5%−10% of UVB to reach terrestrial surfaces (termed 

“global radiation”)[100]. The intensity of UVR exposure is further modulated by solar 

altitude and a combination of geographic latitude, cloud cover, air pollution, time-of-season, 

and time-of-day [101] (Fig. 3).

3.1 Skin Exposure to UV Radiation

Whereas UVB penetrates superficial epidermal layers of skin for delayed tanning and 

erythema, UVA reaches deeper into the dermis for activation of melanin synthesis, more 

immediate tanning effects, and lipid peroxidation [100,102]. Photodamage, hyperkeratosis, 

erythema, tanning, mutation, immunosuppression, and vitamin D synthesis are all acute 

effects of UVR exposure, while photoaging and photocarcinogenesis constitute more 

chronic responses [100,103–105]. In response to UV photons, skin may reflect, absorb, 

or scatter incoming light. The stratum corneum and subcutaneous tissue layers are spectrally 

reflective, whereas penetrations of UVB and UVA into the epidermis and dermis are 

absorbed and scattered, respectively. Absorption primarily occurs in the epidermis due to 

the melanin pigments present, and scattering predominates in the dermis due to its density of 

collagen fiber networks [65,106] (Fig. 3).

UVR’s capacity to excite loosely-bound valence electrons leads to alteration of the 

chromophores within the skin. Chromophores are the bonds within either organic 

unsaturated repeats or ring structures that can absorb the energy from UVR for use in 

photochemical reactions. Epidermal chromophores include nucleic acids (DNA), urocanic 

acid, aromatic amino acids (tyrosine/tryptophan), melanins (eumelanin/pheomelanin), 

and various precursor molecules [107]. Dermal chromophores include hemoglobin, 

oxyhemoglobin, and bilirubin [108]. Aromatic side chains are particularly susceptible to 

absorbing wavelengths under 315 nm and serve as a primary molecular target for UV [109]. 

Cutaneous effects of UVR overexposure are largely gated by the absorption spectrum of 

a given chromophore. UVB, for example, can absorb into the nucleic acid of epidermal 

cells and induce DNA damage directly as point mutations or chromosomal aberrations, 

or indirectly as strand breaks and indels during replication arrest and attempted repair 

[110,111].

The most abundant UVB-induced DNA lesions are cyclobutane pyrimidine dimers (CPDs) 

and pyrimidine-pyrimidone (6–4) photoproducts (6–4 PPs) at dipyrimidine sites. Under 

subsequent photon absorption, 6–4 PPs may further be converted into a third type of 

photoproduct known as Dewar valence isomers [112]—though this occurs infrequently 

since 6–4 PPs are quickly repaired [113]. All of these photolesions distort the DNA 

double-helix and may interfere with progression of both replication and transcriptional 

machinery, if not excised. UVA is weakly absorbed by DNA and, while it does cause 

thymine dimers, it also operates indirectly through the production of reactive oxygen species 

(ROS) to cause damage through oxidative stress [114,115]. Mechanisms of photosensitized 
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oxidation reactions include induction by singlet oxygen (1O2; Type II), electron/hydrogen 

abstraction (Type I), and hydroxyl radicals [116]. Common oxidative lesions include 8-

oxo-7,8-dihydro-2’-deoxyguanosine (8-oxoG), 5’,8-cyclo-purine adducts, 5-methylcytosine 

(5mC), and the products of their subsequent oxidations. Oxidative base lesions are described 

as weakly mutagenic but can still induce spontaneous DNA mutagenesis through base 

substitutions/transitions (G>T), mispairings due to conformational change, and ineffective 

repair mechanisms [117]. In cultured fibroblasts and keratinocytes, UVA-induced CPD 

formation still dominates as a more efficient mode of energy transfer than photooxidation 

[118].

UVR is a driver of genomic instability and possesses a characteristic mutational signature 

of C>T substitutions at dipyrimidine sites or CC>TT double-base changes. Under 4 kJ 

m−2 UVB, global CPD distribution ratios for the four possible dipyrimidine sites in cellulo 
are 27:27:25:21 for TT:CC:TC:CT [119]. Unfortunately, Translesion Synthesis (TLS) is 

error-prone, and these CPD lesions may not be corrected, leading to increased endogenous 

mutational burden in healthy tissues. These mutations may cause one of two types of 

mutations in cells that can become cancerous. The first are called driver mutations, 

which refer to mutations that confer a fitness or growth advantage for tumor cells and 

experience positive selection in the microenvironment. The second, passenger mutations, do 

not contribute directly to cancer development—together, these mutational types constitute a 

tumor’s mutated gene set.

According to Saini et al. (2021), healthy skin cells possess a baseline range of 402 to 14,029 

base substitutions, 7 to 71 indels, and 1 to 14 structural variants. Despite using sun-shielded 

hip tissue, UV-induced DNA damage was still prevalent and attributed to an ID8-like 

indel mutational signature, translesion bypass over substitutions, and an accumulation of 

templated insertions that spawned from error-prone DSB-repair. They further identified 61 

Tier 1 driver mutations from the 21 cancer-free individuals, though these were at low allele 

frequencies (range of 0.012–0.412; average of 0.0725) [120]. Thus, it is plausible, that 

progression from healthy skin to malignancy is reflective of selection for a series of driver 

mutations that accumulate over time, leading to genomic instability and an increase in the 

global prevalence of somatic mutations due to UV irradiation. The landscape of cancer 

genomics, however, is rapidly evolving and requires further research to disentangle the 

precise mechanisms of disease onset.

The cumulative mutational effects of UVR exposure drastically increase risk of malignancy 

in the skin. Key driver mutations associated with development of non-acral cutaneous 

melanoma include BRAF, NRAS, MITF, PTEN, PREX2, TERT, RAC1, RPS27, TP53, 

and CDKN2A [121]. Drivers for basal-cell carcinoma (BCC) include PTCH1, TP53, SMO, 

MYCN, PPP6C, PTPN14, STK19, LATS1, and promoters of TERT and DPH3 [122,123]. 

Lastly, some of the more frequent squamous-cell carcinoma (SCC) somatic drivers include 

NOTCH1/2, TP53, CDKN2A, ARID2, FAT1, CASP8, EP300, and CREBBP [124]. It is also 

worth noting that cutaneous melanomas have a higher somatic mutation rate than almost all 

other solid tumor types, and while this is attributable to UV-induced mutagenesis, the highly 

recurrent oncogenic drivers, like those in BRAF and NRAS, do not reflect a UV signature 

[125].
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Unsurprisingly, skin cancer is the most diagnosed type of cancer in the United States and 

exceeds $8 billion annually in treatment costs [126]. Keratinocyte or non-melanoma skin 

cancers (NMSCs), such as BCC and SCC, are 18–20 times more frequent than cutaneous 

melanoma, but ultimately all three common forms of skin cancer can be traced back to solar 

irradiation (~65% of melanomas, ~90% of NMSCs)[127,128]. This is further reinforced by 

an inversely proportional relationship between skin cancer incidence and the degree of skin 

pigmentation—though darker-pigmented individuals still experience greater morbidity and 

mortality than Caucasians [129]. Of particular concern is the progressively increasing trends 

in annual skin cancer incidence over the past fifty years [130,131]. Largely attributed to the 

social normalization of sun-exposure, this expanding burden has additional ties to an aging 

populace, given the considerably higher incidence rates among elderly individuals [132]. 

Degree of UVR exposure, history of sunburn, and number of nevi are notable risk factors 

in the development of skin cancer that also appear to influence the type of malignancy that 

develops [133]. Furthermore, it is highly probable that the efficacy of UV DNA damage 

repair contributes to malignancy development. To support this hypothesis, individuals with 

defective DNA damage repair disorders, such as xeroderma pigmentosum (XP), are 1000 

times more prone to melanoma [134–136].

3.2 Circadian Regulation of UVR-induced DNA Damage and Repair

Human skin relies innately upon melanocytes in the epidermis for synthesis of melanin 

pigments, as well as thickening of keratin in the stratum corneum, to absorb and scatter 

UVR to protect the cells from damage. Subsequent pathway activation in response to 

internal cellular damage that bypassed the skin barrier includes DNA repair, apoptosis, 

and antioxidant enzyme release [137]. Given the propensity for UVR to cause CPDs 

and 6–4 PPs, it is necessary for the cell to have mechanisms to repair these bulky base 

lesions to protect genomic stability. Though there are a number of repair mechanisms—base 

excision repair (BER), mismatch repair, and double-strand break repair—that can deal with 

DNA damage caused by both endogenous and exogenous factors including UV-induced 

double-strand breaks, the only known form of repair for dipyrimidine dimers caused by 

UV exposure in many organisms is nucleotide excision repair (NER) [93,138,139]. Since 

humans respond to these UVR-induced dimers via this sole mechanism, efficient activity of 

NER is vital for defending against sun-induced skin damage.

NER involves incision of the DNA strand on both sides of the damage site to remove bulky 

lesions, followed by DNA synthesis and nick sealing to repair the remaining gap in the DNA 

backbone [138,140]. NER has two major mechanisms that are differentiated only by their 

initial step where the lesion is detected. The first is Transcription-coupled NER (TC-NER), 

which occurs only in transcriptionally active regions of the genome when RNA polymerase 

(Pol) becomes stalled at the bulky lesions [134,141]. The second is Global-genome NER 

(GG-NER), which occurs throughout the genome including in the non-transcribed regions 

that TC-NER cannot repair [134,142]. In TC-NER, the lesion and stalled RNA Pol are 

detected by the cockayne syndrome group A (CSA) and CSB proteins [134,141], whereas 

with GG-NER, the damage is first sensed by xeroderma pigmentosum C (XPC) and XPE 

(otherwise known as DDB2) in complex with DNA damage binding protein 1 (DDBP1) and 

HR23B [114] (Fig. 4).
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After recognition of the damage, the process for repair in both NER pathways occurs as 

follows: (1) replication protein A (RPA) binds to single-stranded DNA to prevent base 

pairing. While XPC and XPA attract the transcription factor II H (TFIIH) complex to the 

site, (2) XPB and XPD helicases, which are part of the TFIIH complex, unwind the DNA. 

(3) XPG, also known as excision repair cross-complementation group 5 (ERCC5), and the 

XPF-ERCC1 complex cleave the DNA at sites surrounding the damage (as marked by XPA 

and RPA). (4) Next, the old lesion-bearing DNA sequence and all proteins, except RPA, are 

released. (5) Proliferating-cell nuclear antigen (PCNA) and DNA Pol δ/ε are attracted by 

RPA and synthesize new DNA to replace the removed sequence. (6) Finally, the remaining 

nicks between the newly synthesized DNA and old backbone are sealed by DNA ligase 1 

[93,114] (Fig. 4).

There is evidence of time-of-day fluctuations in NER activity that suggest this UV-focused 

repair pathway is tied to the circadian clock [59,143]. More specifically, a rate-limiting 

component of NER, the XPA protein, has been observed to undergo daily oscillation in 

mouse skin. These oscillations were further associated with the efficacy of NER activity 

[59]. This link between the circadian clock and the NER pathway was clearly demonstrated 

when cells treated with cisplatin (a damaging agent that activates NER) and inhibitors of 

circadian clock proteins (REV-ERB and CRY) produced an increase in level of XPA and, 

consequently, enhanced repair activity [144]. When this mechanism is properly coordinated 

with an organism’s behavioral pattern, the peak of NER protein expression should coincide 

with the time-of-day said organism experiences the greatest amount of exposure to UVR. 

In line with this, exposure to UV light at unusual times (e.g., subjective night in humans) 

may elicit a stronger toxic response due to decreased XPA levels and therefore reduced NER 

activity. Interestingly, these effects may also be dependent upon the DNA strand or gene 

impacted by UVR. In kidney and liver tissues, there is evidence that repair of cisplatin DNA 

adducts is dependent upon the transcriptional status of the gene and whether the transcribed 

or non-transcribed strand is affected. If the gene is transcriptionally active, the transcribed 

strand is subject to TC-NER, whereas if the gene is not active or if the DNA adduct is 

present on the non-transcribed strand, the damage is repaired through the GG-NER pathway. 

TC-NER is the more efficient of these two pathways and does not appear to be dependent on 

the level of XPA within the cell; however, the GG-NER pathway is dependent on XPA levels 

and therefore on the circadian rhythm [145].

It is important to note that XPA level is not the sole mechanism of circadian regulation in the 

NER pathway. The circadian clock also acts to control NER indirectly through modulation 

of DNA damage response (DDR) signaling and cell cycle progression. Upon sensing UV 

damage, the cell undergoes a series of phosphorylation cascades to both recruit proteins 

to the site of damage and prevent the cell from proceeding through cell cycle stages with 

unrepaired damage. These processes are collectively known as the DDR. As mentioned in 

2.3 The Circadian Clock and the Cell Cycle, the circadian clock regulates activation of 

ATR, which is recruited to the site of UV damage by RPA to stall the cell cycle until 

repair can occur [96,146]. Thus, control of ATR through TIM and CRY is yet another 

way the circadian clock mediates the response to UV-induced DNA damage signaling [96]. 

Similarly, a recent paper by Anabtawi et al., showed a reversal of the anti-proliferative 

effects of cisplatin with the addition of REV-ERB and CRY inhibitors. REV-ERB and CRY 
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inhibition was linked to increased levels of the cell cycle regulators WEE1 and p21, which 

allowed the cells to proceed through the cell cycle. These findings suggest that REV-ERB 

and CRY may have a role in modulating cell cycle progression after NER-mediated DNA 

damage repair [144]. These data support the hypothesis of circadian regulation of NER 

through indirect mechanisms of DNA damage response (DDR) signaling and cell cycle 

progression in addition to the ability to regulate through XPA.

Though outside the scope of this review, recent evidence suggests that the circadian rhythm 

also influences DNA damage repair and response via pathways outside of NER. For 

instance, in humans maintaining a night shift schedule, the rhythmicity of DNA repair 

genes, such as PARP1 and RAD50, was lost when compared to a day shift schedule. This 

observation was further connected to an increased sensitivity to DNA-damaging agents in 

night shift workers [9]. Another study examining shift workers observed a decrease in the 

expression levels of BRCA1 and BRCA2 genes compared to day shift workers, which 

may correlate with breast cancer susceptibility [147]. Other examples include circadian 

modulation of BER through the key recognition and rate-limiting protein 8-Oxoguanine 

DNA glycosylase (OGG1) [148], depletion of CRY1 potentially impacting mismatch repair 

and homologous recombination genes [149], as well as the observation that REV-ERBα 
(NR1D1) inhibits the recruitment of repair proteins—SIRT6, pNBS1, and BRCA1—to the 

site of double-strand breaks [150]. This could further have ramifications in carcinogenesis 

since other types of damage, such as double-strand breaks, are possible when UV-induced 

DNA damage is not repaired in a timely manner. The circadian rhythm may also operate 

indirectly through modulation of other compounds like melatonin that protect the cell 

from damage or stimulate damage repair. For additional information on the key roles of 

melatonin, please see the review by Majidinia et. al. [151].

4. The Circadian Clock and UV Radiation in Research and Human Health

The wealth of epidemiological records detailing associations between skin pathologies, 

UVR, and circadian perturbation, while informative, are not substantial indicators of 

causality. To assess the impact of a potential carcinogen on human physiology, experimental 

data is required to establish a causal relationship and uncover underlying biological 

mechanisms. These experiments are not commonly performed on human subjects and 

require application of animal models. In the context of comparative medicine, mice (Mus 
musculus) and rats (Rattus norvegicus) are historically purposed for the recapitulation of 

normal and diseased human physiology. Albino rats were among the first species ever 

domesticated for scientific use, with published works as early as the 19th century [152]. 

Beyond key anatomical and physiological similarities, rodent models share up to 95% of 

their genomes with humans and offer several, more practical research advantages—such 

as small body sizes, short gestation times, high fertility rates, rapid sexual maturity, and 

shorter lifespans [153]. The latter-half of the 20th century saw rapid expansion of molecular 

techniques for manipulation of the mouse genome and availability of inbred strains, which 

ultimately tipped research consensus in favor of the smaller, cheaper-to-maintain species. 

The larger size and increased sociability of rats, however, allow for generation of more 

complex disease models and are often prioritized in the cardiovascular, pharmacology/

toxicology, and behavioral science fields [154]. As the availability of rat genomic resources 
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increases, criteria for model selection will hopefully shift emphasis from molecular tools 

to the appropriateness of either mouse or rat physiology with the disease phenotype being 

assessed.

4.1 Animal Models in UV Radiation Research

The field of photobiology has an extensive history applying rodent models to the question 

of UVR exposure and skin cancer development. Clinical observations of sun-induced skin 

lesions originate from the “seaman’s skin” phenomenon as early as 1896 and inspired a 

wave of investigators across Northern Europe, North America, and Australia to note the 

effects of prolonged sun exposure in human populations [155]. The late 1920s and early 

1930s then saw application of these epidemiological observations toward experimental trials 

in animal models [156–161]. Abrikossoff (1926) and Findlay (1928) were among the first 

to publish the effect of UVR on animal skin epithelium and did so in the rabbit and albino 

mouse, respectively [156,157]. Apart from “precancerous” changes and a single putative 

BCC, however, only Findlay (1928) was able to demonstrate clear evidence of UVR-induced 

tumor formation. In a series of three experiments, Findlay challenged chemically-depilated 

albino mice with a combination of carcinogenic tar and UVR from a quartz mercury-vapor 

lamp. Treatment with both tar and radiation drastically accelerated carcinogenesis, compared 

to tar-only mice. The final experiment then assessed the impact of chronic daily UVR 

exposure alone over 58 weeks and observed development of papillomata and malignant 

growths in surviving mice post-217 days into the trial. However, it is worth noting that these 

significant results were not replicated a year later [162], and Putschar and Hotlz (1931) 

likely provided a more definitive confirmation in rats of chronic UVR-induced skin cancer, 

without chemically depilating the animals [158].

Further evolutions of the rodent model also factored differences in skin coloration and 

importance of exposed skin for susceptibility to UV. Rusch and Baumann (1939), for 

example, observe fewer tumors and later overall tumor development for irradiated C57 black 

mice, with respect to their albino counterparts [163]. This mirrors trends in skin cancer 

incidence among human populations of different races and/or skin pigmentation [129,164]. 

Roffo (1936) also notes that irradiated rats tend to develop epithelial tumors in naturally 

hairless or artificially depilated regions (e.g. ears or conjunctiva) [161]. These findings are 

further supported by more recent studies detailing the photoprotective role of hair against 

UVR [165].

In the early 1920s, fascination with hairless mice was in part due to its initial discovery in 

wild populations. Researchers were motivated by the general rarity of a mutation to radically 

alter a stock’s phenotype and a desire to improve physiological deficiencies of the initial 

strain [166]. The null phenotype was believed, and more recently confirmed, to be caused 

by a single autosomal recessive point mutation in the coding region of the hairless (Hr) 
gene [167]. Modeling this natural phenomenon, modern dermatological research primarily 

utilizes the SKH1 hairless, immunocompetent, and unpigmented mouse stock derived in 

the 1960s. This outbred strain is characterized by a stable retroviral insertion into intron 

6 of hairless (Hrhr/Hrhr) that leads to development of alopecia and skin wrinkling after 

growing the first coat of fur or by three weeks of age [168]. HR protein functions as a 
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nuclear receptor co-repressor and mediates timing of epithelial cell fate decisions. It is 

believed to transcriptionally repress keratinocyte terminal differentiation markers, thereby 

permitting hair follicle development [169]. Keratinocyte progenitors, in the absence of 

HR, instead differentiate into epidermis and sebaceous glands to facilitate the hairless 

phenotype [170]. SKH1, though non-pedigreed, is invaluable for studies of photobiology 

and photocarcinogenesis, as it abrogates the need for depilation, allows for continuous 

visibility of tumor stage and morphology, and avoids other modulating effects of the hair 

cycle on skin physiology. These mice further develop UVR-induced skin tumors (almost 

exclusively epidermal skin carcinomas) that are morphologically and molecularly similar 

to human lesions and serve as an appropriate disease-risk model for UVR-induced skin 

carcinogenesis [168,171].

4.2 Models in Circadian Biology

The current field of circadian biology adopts a similar framework to dermatology in the 

use of rodent models toward understanding perturbations of sleep/wake cycles. However, 

the majority of circadian components were first identified and cloned in Drosophila [172]. 

The 2017 Nobel Prize in Physiology or Medicine was awarded to Jeffrey C. Hall, Michael 

Rosbash, and Michael W. Young for their work in germline transformation of the Period 
gene [173,174] and elucidation of the core TTFL mechanism between CYCLE/CLOCK 

and PER/TIM in fruit flies [175–177]. The transition to mice stems from a greater overall 

complexity and genetic redundancy in the rodent TTFL, which constitutes a more adequate 

proxy for human physiology [178]. In general, mutation of a single core clock gene in mice 

or humans will not completely abolish circadian rhythms—with the exception of Bmal1 

[14]. The first approach in circadian research involves basic mechanistic studies, where 

genetic or pharmacological disruption of core clock genes (e.g., Bmal1 [14], Clock [179], 

Cry1-2 [180], and Per1-3 [181–183]) is induced in stable inbred mouse strains or cells in 

culture. The second approach involves behavioral animal modeling of the circumstances 

that cause environmental circadian dysfunction in humans (e.g., jet lag and rotating 

shift schedules) (Fig. 5). Within this second approach, there are also occasional studies 

that evaluate these dysregulating conditions in human samples either through controlled 

laboratory studies or with donated samples from shift workers [9,184].

Prevalent forms of circadian rhythm alterations in modern society include shift-work, trans-

meridian flight, or altered day lengths [185]. Professions like hospital care, law enforcement, 

and factory-work are well-known for schedules catering to all hours of the day and often 

require individuals to rotate working day, afternoon, or night shifts. Emergency medicine 

is particularly notorious for the random scheduling of mandatory night shifts, and the 

American College of Emergency Physicians has asserted since 1994 that a continuous 

rotating-shift schedule adversely affects well-being and is the primary motivation for early 

attrition from the specialty [186]. This was later followed by the International Agency for 

Research on Cancer categorizing shift-work involving circadian disruption as a Group 2A 

carcinogen or probably carcinogenic to humans in 2007 and 2019 [6,187]. The human 

circadian clock cannot instantaneously adapt to perturbations of the 24-hour cycle, and 

persistent disruption effectuates a lag-time in which the individual is out-of-phase with 

entraining cues of the environment.
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Shift-work that disrupts the circadian clock consists of exposure to zeitgebers—such 

as light, meal timing, or physical activity—during an anticipated sleep period. This 

desynchronization (also known as dysrhythmia or shift-lag) leads to a series of unfavorable 

neurologic, digestive, metabolic, social, and sleep disturbances [188]. “Shift-work” is a 

somewhat non-descriptive term and broadly accounts for schedules that fall outside of the 

7:00 AM to 6:00 PM work-day—this includes progressive rotations between day, evening, 

and night shifts. A wide variety of designs for shift-work exist in the circadian literature, 

and the lack of a unified model may complicate generalizations about observed data and 

explain contradictory results [189]. In rodent models, one philosophy to recapitulate the 

shift-work phenomena involves repetitive manipulation of the environmental light-dark (LD) 

cycle from once-to-several times weekly across extended experimental intervals [190–195]. 

Van Dyke et al. (2015), for example, implements a rotating shift-work protocol over 17 

months by extending the light or dark phase to 24 hours at the end of each week to invert 

the LD cycle [191] (Fig. 5). Other proposed models prioritize feeding restriction [196,197] 

and/or forced locomotion [189,198–200]. These alternative methodologies specifically target 

meal timing and activity behavior of humans, who are forced to work continuously for 

~8-hour shifts during a normal rest period.

The average work schedule, however, is rarely static from week to week. McGowan and 

Coogan (2013) attempt three different experimental cohorts in CD-1 mice to mimic possible 

real-world rotating shift conditions [201]. Beginning with baseline of 12 light hours and 12 

dark hours (12L:12D), the first group received a forward-rotating or clockwise protocol in 

which animals were exposed over a six-day period to 8-hour phase delays every two days, 

followed by two days in constant darkness (DD) to represent days-off. The second group 

was given a backwards-rotating or counterclockwise schedule that mirrored the first group’s 

but instead had 8-hour phase advances every two days. The last group was then provided 

with an alternating day and night-shift schedule within the same week by exposure to a 

12-hour phase-shift every third day (24-hours of constant light or dark) without any days-off. 

Some researchers, however, argue that procedural alterations to LD alone are insufficient 

to recapitulate the complexity of human shift-work and more closely represent conditions 

of chronic jet-lag. Shift-workers, for example, must acclimate both to changes in work and 

sleep schedules, as well as the loss of daytime familial and social interactions. Returning to 

a diurnal routine on off-days may further delay physiological adjustment to the shift-work 

schedule.

Similar negative health effects are also observed with a temporaneous sleep disorder coined 

“jet-lag”, which arise following trans-meridian travel across multiple time zones and altitude 

ascent [202]. These symptoms, however, are more subtle and temporary. For instance, 

airline travelers are likely assisted by the entrainment cues of social interactions and local 

diurnal sleep/wake activity cycles to reset their clocks immediately after arrival [203,204]. 

Flying east-to-west requires a phase delay of the circadian system and an adjustment period 

proportional in hours to the number of time-zones crossed in a single day. Eastward travel, 

on the other hand, constitutes a phase advance and reduction in day length. The latter 

scenario is more disruptive to human rhythms and elicits more profound jet-lag symptoms 

as the clock attempts to re-align an advanced sleep schedule with the earlier time-zone 

[205,206]. These disturbances are a particular risk for international business-people, airline 
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crews, and military personnel. The Defense Advanced Research Projects Agency, for 

example, recently committed to resolving issues of circadian disruption and gastrointestinal 

disorders in service members through the ADAPTER initiative—a five-year, multi-phase 

program for the design of an implantable/ingestible bioelectronic pharmaceutical device 

[207].

To study this phenomenon, Filipski and colleagues published one of the first simulated jet-

lag models in rodents in 2004 [208]. They first synchronized B6D2F1 mice under standard 

12-hour light, 12-hour dark conditions for three weeks, then subjected a random subset 

to a 10-day stint of serial 8-hour advances of the LD cycle every two days. This jet-lag 

schedule has been adopted by several experimental studies, with only slight variations in 

the normal LD acclimation period, experimental endpoint, and frequency of phase advance 

[209–211]. Other interpretations of the jet-lag schedule include a weekly 8-hr phase advance 

on Monday, followed by an 8-hour phase delay on Thursday [212,213], or a 6-hour phase 

advance every two [214,215] or seven [216] days (Fig. 5).

4.3 The Circadian Clock and UVR in Human Health

Perturbations of the circadian clock and exposure to UVR can have a multitude of 

negative consequences on human health, in both an independent and synergistic manner. 

Disruptions to the circadian rhythm, either by environmental factors or clock protein 

mutations, can cause fatigue and impaired cognitive function, as well as detrimental impacts 

to cutaneous, cardiovascular, metabolic, endocrine, immune, and reproductive functions 

[8,217]. For instance, metabolic disorders with disrupted glucose metabolism, such as 

diabetes and obesity, have been linked to circadian disruption [218,219]. Components of 

cardiovascular function (e.g., heart rate, blood volume, and blood pressure) are under 

circadian control, which justifies why the majority of cardiac disturbances occur in the 

morning [220,221]. Data linking time-of-day to proinflammatory cytokine levels and 

symptoms of immunological disorders have also been observed [222,223]. These examples 

represent only a few of the systems subject to disequilibrium by circadian dysregulation. For 

a more holistic review of the impacts of clock disruption, see the 2017 review by Ballesta et. 

al. [224].

In summary of the prior sections, the short-term impacts of UVR exposure are photodamage, 

hyperkeratosis, sunburn/erythema, tanning, immunosuppression, and mutation; however, 

more chronic conditions, such as photoaging and photocarcinogenesis, can occur due to 

damage built up over years of exposure [103–105]. UV exposure has been linked to a 

specific mutational signature of C:T or CC:TT substitutions at dipyrimidine sites, and 

the mutagenic potential of UV light implicates it in both non-melanoma and malignant 

melanoma skin cancers—ultimately justifying its classification as a Class I carcinogen 

[225]. When UVR induces direct (substitutions) or indirect (ROS production) DNA damage, 

mutations persist primarily because of illegitimate DNA damage repair. Upon accumulation 

of these mutations (particularly in key oncogenes), these cells may escape cell cycle 

regulatory mechanisms and experience uncontrolled proliferation. The mutated cells then 

undergo transformation and begin excreting factors that alter their microenvironment in 

favor of growth. The circadian clock likely plays a mechanistic role in all of these stages, 
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so tracking integration of clock factors into each leg of the pathways facilitating malignant 

transformation could be key for future prevention and treatment of skin cancer (Fig. 6).

Fundamentally, mutation of the DNA is responsible for initiating skin cell carcinogenesis. 

As described earlier in section 3.2 Circadian Regulation of DNA Damage and Repair 

section, XPA, one of the key rate-limiting factors for NER, is a CCG. It is inversely 

correlated with protein levels of CRY1, so the efficiency of NER is increased at times-of-day 

when CRY1 is low (early evening for mice; morning for humans). Additionally, when repair 

efficiency is high, the rate of cell proliferation is low [66]. In other words, the processes 

of DNA repair and DNA replication are anti-phase. These alternating dynamics align with 

the previously detailed circadian regulation of both cell cycle and DDR proteins. ATR/Chk1 

complex, p53, and p21 are under clock regulation and—when activated—either stall the 

cell cycle for repair or induce apoptosis [83,89,93–96]. The general intent is to have the 

DNA repaired before replication occurs. If the clock is dysregulated, it stands to reason that 

escape from cell cycle checkpoints and apoptosis may be possible, especially if the cell has 

suffered additional mutations to its regulatory elements. Based upon these interactions, a 

unified hypothesis could connect UV-induced DNA damage and simultaneous dysregulation 

of the circadian clock to the development of carcinogenesis in the skin. In representative 

in vivo studies, mice with genetically disrupted circadian clocks lost rhythmicity of DNA 

damage repair. Furthermore, mice treated in the early morning with UVB (time of low 

repair efficiency in nocturnal rodents) showed earlier onset of cancer and a five-fold higher 

incidence of invasive carcinomas compared to evening-treated mice [59,66,226].

Finally, in order for the mutated hyper-proliferative cells to become tumorigenic and 

metastatic, the cells must transform their microenvironment into one favorable to growth, 

epithelial-mesenchymal transition, and immune evasion. Favorable microenvironments for 

tumors possess high levels of proinflammatory cytokines and contain extracellular matrix 

(ECM) remodeling proteins, such as those in the matrix metallopeptidase protein family 

(MMP). When DNA damage goes unrepaired, levels of proinflammatory cytokines are 

known to increase. The circadian clock may further play a role in the regulation of 

these immune elements. An emerging topic in the immunological field implicates the 

circadian rhythm in both cytokine levels and immune cell infiltration [66,215,222,223]. 

Additionally, clock-controlled factors may influence ECM composition via a mechanism in 

which melatonin downregulates MMP-9 to facilitate ECM degradation. This, in turn, allows 

for potential expansion and movement of tumor cells [227]. In summary, given the high 

number of CCGs involved in DNA repair, cell cycle regulation, the immune system, and 

tumor microenvironment management, it is highly probable that circadian clock disruption 

is involved in mutagenesis, carcinogenesis, and expansion of skin cancer following UV 

light exposure (Fig. 6). These CCGs may also have roles in the onset of other cancer 

types, particularly those involving the endocrine or immune systems. These additional 

physiological programs, however, are beyond the scope of this review, and more research is 

needed at mechanistic levels to support causative links.
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5. Concluding Remarks

The wealth of information available detailing the associations between skin pathologies, 

UVR, and circadian misalignment—both from an epidemiological and basic science 

research standpoint—clearly support a case implicating the disruption of the circadian 

rhythm in the process of skin carcinogenesis. However, even with the expansive literature 

explored above, there is much still unknown regarding the specifics of how UV exposure 

leads to carcinogenesis, proliferation, and metastasis. As detailed in the final section on 

Human Health, the circadian clock could intersect at any stage of the tumorigenic process, 

and its degree of involvement may even vary on a case-by-case basis. Future development 

of preventative and/or treatment measures would benefit from understanding: (1) if circadian 

disruption has more of a direct role in generating the mutations that cultivate genomic 

instability and eventual carcinogenesis, or (2) if it instead has an indirect role in promoting 

the growth of cancerous cells, and lastly (3) how circadian disruption mechanistically leads 

to these deleterious effects. To make progress towards this knowledge gap, development 

of a unified experimental design paradigm to investigate the circadian rhythm in cellular 

and animal model systems would likely lead to fewer discrepancies between studies. 

With the variety of entrainment methods—e.g., timed feeding, exercise, and the numerous 

experimental LD schedules—the prevalence of contradictory and incompatible results is 

of no surprise. Development of a more universal methodology should increase overall 

reproducibility—and not just for the topic of skin carcinogenesis discussed in this review. 

The circadian clock impacts the entire organism, and its disruption could have pathological 

ramifications across nearly all major peripheral organs. As such, consistent model-use has 

the potential to improve the integration of research findings across circadian studies within 

the skin and in other major organ systems.
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Figure 1: From Environmental to Molecular Cues: An Overview of the Circadian Clock 
Pathway.
The clock begins with environmental cues (Zeitgebers) such as light, food, temperature, 

exercise, electronics, or social interactions. These signals program/align the “master clock” 

found in the SCN, which then signals the peripheral body clocks. The molecular clock 

pathway is shown in the inset, with the primary and secondary feedback loops. The gene-

protein interactions create an oscillating rhythm of clock-controlled gene expression based 

on the time of day. A subset of these controlled genes then reintegrates into the feedback 

system.
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Figure 2: The Interaction of the Circadian Clock and the Cell Cycle.
Protein and gene interactions that modify the cell cycle are adjacent to the cell cycle phase 

in which they function. Interactions within the circle are present throughout all phases of the 

cell cycle. Proteins that repress the cell cycle are shown in red, whereas those that encourage 

cell cycle progression are shown in green. Note: CLOCK and BMAL1 are both activators 

and repressors of the cell cycle. If the interaction is genetic, the arrow for the pathway is 

purple, and if the interaction is proteomic in nature, the arrow is blue.
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Figure 3: The Impact of UV Radiation on Human Skin.
The three forms of UV light are shown: UVA and UVB passes through the atmosphere, 

while UVC is prevented entry by the Ozone layer (the surrounding black line). The amount 

of UVA and UVB that reaches the skin is dependent upon environmental conditions as 

depicted by the clouds. Upon reaching the skin, UVA either reflects or penetrates deeper into 

the skin, whereas UVB is primarily reflected or absorbed by melanin. Effects of UV light on 

the skin and skin cells are represented throughout the figure.
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Figure 4: The Nucleotide Excision Repair Pathway.
Transcription-coupled or Global genome NER is initiated depending upon how the damage 

is detected. CSA, CSB, RNA Pol, and RPA detect the damage during transcription in 

TC-NER, while XPC, XPE, HR223B, and DDBP1 detect the damage in all other instances. 

From there, the pathway is unified with the TFIIH complex binding to the site of damage 

and recruiting factors such as XPF and XPG that excise around the damage site. Finally, 

DNA Pol and PCNA fill the leftover DNA gap, and DNA ligase seals the new DNA into the 

strand.
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Figure 5: Model Systems to Research Circadian Disruption.
Genetic models of clock gene disruption are displayed on the left, with representations of 

the most common core clock gene mutations. Environmental clock disruptions are shown on 

the right, with schematics of the most frequently utilized light schedules to induce circadian 

dysregulation. Lights-on is represented by the yellow boxes and lights-off with black boxes.
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Figure 6: The Influence of the Circadian Clock and UVR on Mutation and Carcinogenesis.
Clocks visualized in this figure represent known or putative influences of the circadian 

clock. The circadian clock is known to play a role in how skin and skin cells respond 

to UVR damage, as well as in how efficiently the NER pathway repairs DNA damage. 

Additionally, the clock impacts cell growth and proliferation through the cycle cycle. 

However, though it is hypothesized, there is very little known about clock responsibilities in 

inflammation, cellular carcinogenic transformation, and metastasis.

Goodenow et al. Page 38

Mutat Res Rev Mutat Res. Author manuscript; available in PMC 2023 February 17.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript


	Abstract
	Introduction
	The Molecular Circadian Clock
	The Master Clock
	The Skin Clock
	The Circadian Clock and The Cell Cycle

	UV Radiation Exposure and the Circadian Clock
	Skin Exposure to UV Radiation
	Circadian Regulation of UVR-induced DNA Damage and Repair

	The Circadian Clock and UV Radiation in Research and Human Health
	Animal Models in UV Radiation Research
	Models in Circadian Biology
	The Circadian Clock and UVR in Human Health

	Concluding Remarks
	References
	Figure 1:
	Figure 2:
	Figure 3:
	Figure 4:
	Figure 5:
	Figure 6:

