
Modified Hamiltonian in FEP Calculations for Reducing the
Computational Cost of Electrostatic Interactions
Hiraku Oshima and Yuji Sugita*

Cite This: J. Chem. Inf. Model. 2022, 62, 2846−2856 Read Online

ACCESS Metrics & More Article Recommendations *sı Supporting Information

ABSTRACT: The free-energy perturbation (FEP) method
predicts relative and absolute free-energy changes of biomolecules
in solvation and binding with other molecules. FEP is, therefore,
one of the most essential tools in in silico drug design. In
conventional FEP, to smoothly connect two thermodynamic states,
the potential energy is modified as a linear combination of the end-
state potential energies by introducing scaling factors. When the
particle mesh Ewald is used for electrostatic calculations,
conventional FEP requires two reciprocal-space calculations per
time step, which largely decreases the computational performance.
To overcome this problem, we propose a new FEP scheme by introducing a modified Hamiltonian instead of interpolation of the
end-state potential energies. The scheme introduces nonuniform scaling into the electrostatic potential as used in Replica Exchange
with Solute Tempering 2 (REST2) and does not require additional reciprocal-space calculations. We tested this modified
Hamiltonian in FEP calculations in several biomolecular systems. In all cases, the calculated free-energy changes with the current
scheme are in good agreement with those from conventional FEP. The modified Hamiltonian in FEP greatly improves the
computational performance, which is particularly marked for large biomolecular systems whose reciprocal-space calculations are the
major bottleneck of total computational time.

1. INTRODUCTION
Fast and accurate predictions of protein−ligand binding
affinities are desired in in silico drug design to reduce the total
cost and time required for drug development.1−6 The alchemical
free-energy perturbation (FEP) method based on the all-atom
molecular dynamics (MD) simulation is one of the most
essential tools to predict the binding affinity and solubility of
ligands with high accuracy.7−11 FEP includes all degrees of
freedom relevant to protein−ligand binding, for instance,
atomistic interactions between protein and ligand, protein
conformational flexibility, solvent effects, and so on. Therefore,
the prediction of absolute/relative free-energy changes via FEP
is considered more reliable than binding affinity predictions
based on rigid-body docking or other empirical approaches.
Nowadays, most of the major MD packages support FEP
calculations (and/or thermodynamic integration (TI)).12−14 To
improve the conformational sampling during the simulation,
FEP is combined with Replica Exchange with Solute Tempering
2 (REST2) or other enhanced sampling methods.12,14−18 FEP is
often used for the virtual optimization of lead compounds in
drug discovery.19−21

The dual-topology approach in FEP is often used in the
alchemical calculations of the relative binding free-energy
differences of two ligands. In the approach, each ligand is
considered as an end state (states A and B) and the atoms in the
system are decomposed into three groups: the commonly
existing atoms, those only in state A, and those only in state B.

The last two groups represent the different atoms between the
two ligands. To interpolate the two end states, the scaling factors
(λA and λB) are multiplied by the nonbonded energies of the
groups. This scheme is referred to as energy interpolation
(EI).7,22 The potential energies of the two end states can be
connected smoothly by changing λA and λB from 0 to 1. Since the
dual-topology approach focuses only on the differences between
two ligands, the perturbation can be limited to a small region in
the target system, leading to fast convergences in the free-energy
calculation.
However, in conventional FEP, to evaluate λ-scaled

interactions, the above decomposition requires the calculations
of potential energies of both two end states per time step. When
the particle mesh Ewald (PME) method23,24 is used, the long-
range parts of electrostatic interactions are computed in the
reciprocal space using the fast Fourier transformation (FFT),25

whose computational time increases as O(N logN), where N is
the number of degrees of freedom in the system. At least two
PME calculations must be performed (i.e., FFT calculations are
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necessary twice) at each energy evaluation per time step, which
largely decreases the computational performance of the
alchemical calculation and hampers the applicability of FEP to
large chemical or biological systems.
Parameter interpolation (PI) has been also used to perform

alchemical calculations.26−28 In PI, the force field parameters are
scaled by λA and λB, and nonbonded energies are evaluated with
the scaled parameters like normal MD simulation. Since PI does
not require two PME calculations at each energy evaluation, the
computational cost can be largely reduced compared to EI. PI
has been combined with FEP, Bennett acceptance ratio (BAR),
and multistate BAR (MBAR) for the single-topology approach
in a variety of MD software packages (BOSS,29 Tinker-
OpenMM,30 etc.). Recently, AMBER developers have com-
bined PI with TI for the dual-topology approach.28 In the PI−TI
method, no modification of the MD code is required to perform
the dynamics, which is the advantage in graphics processing unit
(GPU) acceleration, because GPU code is much complicated
compared to central processing unit (CPU) code. The soft-core
method is often used in EI to avoid end-point catastrophe, but it
is not employed in the PI−TI method. Recently, some methods
have been proposed to avoid the catastrophe without
introducing the soft-core potentials, which reduces costs for
FEP-specified coding or additional computation for the soft-
core method.31,32

In this study, we propose a scheme for evaluation of
electrostatic interactions in the combination of FEP with PI to
avoid additional reciprocal-space calculations. In our proposed
scheme, the total long-range interaction of the electrostatic
potential is computed by scaling partial charges by λA and λB .
The potential energy is nonuniformly scaled, which is similar to
that used in Replica Exchange with Solute Tempering 2
(REST2).33 To suppress instability of alchemical calculations
near end points, we apply the soft-core method to Lennard-
Jones (LJ) and electrostatic interactions. In PI, energy
differences between adjacent λ points should be evaluated for
the BAR estimator, which requires the cost of postprocessing,
such as recalculation of energies from obtained trajectories. To
minimize the postprocessing cost, energy differences are

evaluated on the fly with low frequency during FEP simulations.
In this method, we combined the modified Hamiltonian, the
soft-core method, and on-the-fly energy evaluation to reduce the
computational cost in FEP calculations compared to the
conventional FEP with EI.
We have implemented this method in GENESIS software

package34,35 and tested it by employing several systems, such as
the relative and absolute solvation free-energy changes of amino-
acid side-chain analogues and the relative binding free-energy
changes in a barnase−barstar complex upon the Y29A mutation
in barnase. In all cases, the calculated free-energy changes with
the current method are in good agreement with those from
conventional FEP, although the alchemical calculation paths
used in the FEP methods are different. The new FEP with PI in
GENESIS greatly improves the computational performances in
particular for the hybrid CPU + GPU computation: more than
30% faster than conventional FEP. This method is expected to
be particularly useful when it is applied to large biomolecular
systems, such as membrane or crowding systems, whose
reciprocal-space calculations are the major bottleneck of total
computational time.

2. METHODS

2.1. Conventional FEP with the Dual-Topology
Approach. We assume that two ligands (ligands A and B)
have a common chemical core structure.36,37 The dual topology
of the hybrid ligands consists of three parts: the commonly
existing atoms (part C), those only in ligand A (part A), and
those only in ligand B (part B) (Figure 1a). In FEP, the potential
energy of part C (UC in eq 1) does not change its functional
form. In contrast, the potential energies involving part A or B
(UA or UB in eq 1) are changed with scaling factors of λA or λB,
respectively. In FEP based on the dual-topology approach, the
nonbonded potential energy is decomposed into three terms

≡ + +

≡ + +

≡ + +

− − −

− − −

− − −

U U U U

U U U U

U U U U

C C C C other other other

A A A A C A other

B B B B C B other (1)

Figure 1. (a) Scheme for the calculation of the long-range electrostatic interactions in conventional FEP. The system is decomposed into two
subsystems (including only molecule A or B). The total potential energy is evaluated, after calculating the potential energy of each system, multiplying
by the respective λ value, and calculating their sum. (b) Proposed scheme based on the partial charge scaling for the long-range electrostatic
interactions. The decomposition into two subsystems is no longer required, while three types of scaling factors are used.
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where C, A, B, and “other” represent part C, part A, part B, and
the other molecules including solvent molecules, proteins, or
other ligands, respectively, and UA−C represents the interactions
between atoms in part A and those in part C, for example. For
clarity, we distinguish atoms labeled as “C” and “other”, but
there is essentially no difference in nonbonded potentials. In the
conventional FEP method, the total nonbonded potential of the
intermediate state between ligands A and B is described as

λ λ= + +U U U Unonbond
C A A B B

(2)

At the initial state (λA = 1 and λB = 0), eq 2 corresponds to the
potential energy of the system containing only ligand A. As λA

and λB change to 0 and 1, respectively, ligand A gradually
disappears, whereas ligand B appears. At the final state (λA = 0
and λB = 1), eq 2 becomes the potential energy containing only
ligand B. From eq 2, the Lennard-Jones interactions,ULJ, and the
short-range parts of electrostatic interactions,Uelec,sr, in the PME
method23,24 can be evaluated by calculating each energy term
(ULJ

A , ULJ
B , ULJ

C , Uelec,sr
A , Uelec,sr

B , and Uelec,sr
C ).

The above decomposition is not applicable in the evaluation
of long-range electrostatic interactions, Uelec,lr, when the PME
method is used. In the PME method, the long-range parts of
electrostatic interactions are computed in the reciprocal space
using FFT.25 The reciprocal-space calculation cannot be
decomposed into those for parts of the system such as part A,
B, or C, which means that Uelec,lr

A , Uelec,lr
B , or Uelec,lr

C in eq 2 cannot
be separately calculated. In the EI with the dual-topology
approach, instead of the decomposition, two systems are
considered: one excludes only part B and the other excludes
only part A (see the right-hand side of Figure 1a), which are
referred to as AC and BC, respectively. The long-range
interaction of the electrostatic potential of each system, Uelec,lr

AC

(=Uelec,lr
A + Uelec,lr

C ) or Uelec,lr
BC (=Uelec,lr

B + Uelec,lr
C ), is calculated

individually. The total long-range electrostatic potential of the
intermediate state between ligands A and B is obtained as
follows

λ λ= +U U Uelec,lr
A

elec,lr
AC B

elec,lr
BC

(3)

In eq 3, at least two PME reciprocal-space calculations must be
performed (i.e., FFT calculations are necessary twice) at each
energy evaluation for both AC and BC systems. This type of
calculation is computationally expensive, in particular, for large
chemical or biological systems, because the computational time
of the FFT calculation increases as O(N logN), where N is the
number of degrees of freedom in the system.
2.2. Modified Hamiltonian in FEP with the Dual-

Topology Approach. To avoid additional FFT calculations,
we propose a PI in FEP for the evaluation of electrostatic
interactions more efficiently. In this scheme, the point charge of
atom i, qi, which is involved in the perturbed parts (parts A or B),

is scaled by λA or λB
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The electrostatic interactions involving the atoms in part A
become dependent on λA
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(5)

where Uelec
A−other, Uelec

B−C, Uelec
B−B, and Uelec

B−other are also scaled by λA ,

λB , λB, and λB , respectively. Therefore, the total long-range
interaction of the electrostatic potential is computed using the
following modified potential energy function

λ λ

λ λ

λ λ

= + +

+ + +

+ + +

+

− − −

− − −

− − −

−

U U U U

U U U

U U U

U

( )

( )

elec,lr elec,lr
C C

elec,lr
C other

elec,lr
other other

A
elec,lr
A C

elec,lr
A other A

elec,lr
A A

B
elec,lr
B C

elec,lr
B other B

elec,lr
B B

A B
elec,lr
A B

(6)

In the conventional method as described in eq 3, all of the
electrostatic interactions including part A, UA−A, UA−C, and
UA−other, are multiplied by the same scaling factor, λA, while those
including part B are scaled with λB. In our proposed scheme,

three types of scaling factors, namely, (i) λX , (ii) λX, and (iii)

λ λX Y , are included, where X, Y = A or B. Importantly, the
modified potential energy in eq 6 can be calculated only by
substituting the scaled parameters in eq 4 into the original
energy function, implying that the reciprocal-space calculations
in PME are computed only once at every energy evaluation in
FEP. The potential energy scaling in eq 6 is similar to that used
in REST2.33 We referred to this scheme as the modified
Hamiltonian hereafter. At (λA, λB) = (1, 0) and (0, 1) (i.e., state
A and state B), eq 6 corresponds to eq 3. By gradually changing
λA and λB, states A and B can be connected smoothly. In the
intermediate λ values, eqs 3 and 6 are different, but the free-
energy changes should correspond to the end states because the
free-energy changes depend only on the two end-point states
and not on the calculation path.
This formula is applicable not only to the long-range

electrostatic interactions but also in the calculation of the
short-range interactions

λ λ

λ λ

= + +

+ + +

+ + +

− − −

− − −

− − −

U U U U

U U U

U U U

( )

( )

elec,sr elec,sr
C C

elec,sr
C other

elec,sr
other other

A
elec,sr
A C

elec,sr
A other A

elec,sr
A A

B
elec,sr
B C

elec,sr
B other B

elec,sr
B B

(7)

We note that the last term in eq 6, which is not included in the
conventional method, is excluded in eq 7. This cross term might
cause numerical troubles in the calculation of short-range
interactions. At the end point of the alchemical FEP calculations,
the LJ interactions of part A (or part B) appear, while those of
part B (or part A) vanish. Then, atoms in part A can overlap with
those in part B, leading to the extremely large value of Uelec,sr

A−B in
the electrostatic interactions. Since the short-range part of
electrostatic interaction is pairwise additive in the real-space
calculation, the cross term can be separately removed from the
energy evaluation during the FEP simulation.
In contrast to the short-range part, the cross term in eq 6

cannot be removed because the PME reciprocal-space
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calculation includes all pair interactions involving A−B
interactions. The effect of the cross term disappears at the end
states (λA = 0 or λB = 0). However, at intermediate λ points, eq 6
is not consistent with eq 7. From this inconsistency, the free-
energy changes at intermediate points might depend on
simulation settings, such as the real-space cutoff. A simple
solution to remove the effect of the cross term is always to keep
λAλB equal to zero, by setting either λA or λB to zero. The free-
energy change from state A to state B can be realized by
following the procedure: First, the atoms in part A are
decharged. The LJ interactions are changed from part A to
part B. Finally, the atoms in part B are recharged. This procedure
is referred to the three-step procedure. This, however, limits
possible alchemical pathways in FEP.
In contrast to the three-step procedure, there is another way

to treat the cross term. In the PME method, the long-range part
of the electrostatic interaction always has a small value even if
atoms in part A overlap with those in part B, and its gradient does
not become infinite. The calculation of Uelec,lr

A−B never causes
numerical troubles. The cross term might be not important in
free-energy calculations so that alchemical pathways can be
freely selected. For example, λA or λB for the electrostatic and LJ
interactions are simultaneously and linearly changed. This
procedure is referred to be the one-step procedure. We compare
two procedures in Section 3.1.
In this study, the LJ interactions in FEP for dual topology are

the same as those in conventional FEP. PI can be also applied to
the LJ interactions.28

2.3. Energy Evaluation. The free-energy change upon the
mutation can be calculated by gradually switching the
interactions of the dual-topology part from molecule A (state
A) to molecule B (state B). At state A, only part-A atoms exist in
the dual-topology part, while part-B atoms do not interact with
the other atoms in the system. During the alchemical
transformation, interactions of part-A atoms gradually dis-
appear, whereas interactions of part-B atoms gradually appear.
At state B, only part-B atoms exist in the dual-topology part and
interact with the other atoms. In the conventional method, the
nonbonded potential energy is modified to connect smoothly
state A to state B by introducing λLJ and λelec

λ λ
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A other
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B
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elec
B C

elec
B other

(8)

where “C”, “A”, “B”, and “other”, respectively, represent atoms in
part C, atoms in part A, atoms in part B, and the other molecules
including solvent molecules, proteins, or other ligands. For
example, ULJ

C−A represents the LJ interactions between common
atoms and part-A atoms. The potential energy at (λLJ

A , λelec
A , λLJ

B ,
λelec
B ) = (1,1,0,0) corresponds to that of state A, while the energy
at (λLJ

A , λelec
A , λLJ

B , λelec
B ) = (0,0,1,1) corresponds to that of state B.

By gradually changing (λLJ
A , λelec

A , λLJ
B , λelec

B ), states A and B can be
connected smoothly. In the current method, only λelec

A (Uelec
A−A +

Uelec
A−C + Uelec

A−other) + λelec
B (Uelec

B−B + Uelec
B−C + Uelec

B−other) is modified as
described in Section 2.2.

Close to the end point of alchemical calculations (λ = 0 or 1),
overlaps between perturbed atoms or between perturbed and
nonperturbed atoms can cause large energy changes. Due to the
overlap, the system becomes unstable, and the simulationsmight
crash, a situation referred to as the end-point catastrophe. To
avoid the catastrophe, soft-core treatment is introduced to the LJ
and electrostatic potentials38,39
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ij
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sc elec
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sc elec
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where αsc and βsc are the parameters for the soft-core potentials.
In the LJ potential, rij

2 is shifted to αsc(1 − λLJ), which weakens
the repulsive part in the LJ potential when λLJ approaches 0. In
the electrostatic potential, rij

2 is shifted to βsc(1− λelec) like the LJ
soft-core potential, which softens disruptions due to overlaps of
point charges. The soft-core treatment is not applied to the
reciprocal-space calculation in PME and the self-term. Since the
soft-core potential corresponds to the original potentials at the
end points (λLJ, λelec) = (1, 1) or (0, 0), the soft-core
modification in the potentials does not affect the result of the
free-energy calculation.
Energy differences between adjacent windows (i and j) are

required to calculate free-energy differences between windows i
and j, ΔGij = −kBT ln⟨exp[−βΔUij]⟩i, where the subscript i
represents the ensemble average at window i. ΔUij is the energy
difference between windows i and j evaluated by window i,ΔUij
= Unonbond(λLJ

j , λelec
j ) − Unonbond(λLJ

i , λelec
i ). To evaluate ΔUij,

Unonbond (λLJ
i , λelec

i ) and Unonbond(λLJ
j , λelec

j ) must be calculated
using the same configuration at window i, which means that the
cost of energy calculation becomes at least twice. However, the
evaluation of ΔUij is not needed at each time step to obtain the
free-energy change.40 For example, it is sufficient to evaluate
ΔUij once every 500 time steps, which has little effect on the
computational performance.
We have implemented the conventional and modified FEP

methods and the soft-core potentials into GENESIS software
package.34,35 The FEP calculations in GENESIS are available in
both CPU and hybrid CPU + GPU platforms. In the hybrid
CPU + GPU scheme, the reciprocal-space component in PME
(i.e., FFT) is computed using CPU, while the real-space
component is computed using a graphics processing unit
(GPU).41 The FFT calculation often constitutes the bottleneck
in the whole computation because the CPU computation is
slower than that on GPU. Since the modified FEP alleviates the
bottleneck by reducing the number of FFT calculations, it
should make the hybrid CPU + GPU computation more
efficient.

2.4. System Setup, Simulation Protocol, and Analysis.
We tested the modified FEP by employing the relative and
absolute solvation free-energy changes of amino-acid side-chain
analogues and the relative binding free-energy changes in a
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barnase−barstar complex upon the Y29A mutation in barnase.
We performed all simulations using the development version of
GENESIS.34,35 We used the CHARMM36 force field42 and the
TIP3P model43 for protein and water molecules, respectively.
Long-range electrostatic interactions were evaluated using
smooth particle mesh Ewald (PME) summation, while
Lennard-Jones interactions were truncated at a cutoff distance
of 12 Å with a force switch function. All systems were
equilibrated in the NPT ensemble at 300 K and 1 bar using
the Bussi thermostat and barostat.44 All bonds involving
hydrogen atoms were kept rigid using SHAKE45 and SETTLE46

algorithms.
For the absolute solvation free-energy calculation of amino-

acid side-chain analogues, initial structures of chemical
compounds corresponding to amino-acid side-chain analogues
were taken from the ChemSpider and PubChem databases (e.g.,
the analogue of Ser is methanol). We modified some force field
parameters, namely, changing β-carbon parameters and adding
one hydrogen atom to the β carbon.47 For each analogue, we
calculated ΔGwater and ΔGvacuum, which are the free-energy
changes upon annihilating interactions of the analogue in water
and in vacuum, respectively, and then obtained the solvation free
energy,ΔGsolv =ΔGvacuum −ΔGwater. For the water system, each
analogue was solvated within a rectangular box containing
approximately 4000 water molecules. In FEP calculations, the
electrostatic and Lennard-Jones (LJ) interactions of the ligand
are decoupled from the system by λelec and λLJ, respectively (λ =
1 for full interaction and λ = 0 for no interaction). The 27
windows were used with different coupling parameters (see the
Supporting Information). In each calculation, the simulation
was run for 3 ns per window, and trajectories from 2 to 3 ns were
used for analysis. For the vacuum system, instead of using PME,
nonbonded interactions were truncated at a cutoff distance of
1000 Å. We employed the same λ parameters that were used in
the water system.We did not include a long-range van derWaals
correction.47 The correction is not essential for comparison of
the conventional and modified methods.
For the relative solvation free-energy calculation of amino-

acid side-chain analogues, we used the same initial structures
and modified force field parameters as used for calculations of
absolute solvation free energies. To construct dual topologies of
mutants, we first decomposed two analogues into common
atoms (part C) and others (part A and part B), and then
connected part A and part B to part C. For each mutation, we
calculated ΔGmut

water and ΔGmut
vacuum, which are free-energy changes

upon changing from one analogue to another analogue in water

and in vacuum, respectively, and then obtained the relative
solvation free energy, ΔΔGmut = ΔGmut

water − ΔGmut
vacuum. The setup

of the water and vacuum systems and the length of the FEP
simulations were the same as for absolute solvation. In FEP
simulations, the 21 windows were used for the three-step
procedure, while the 12 windows were used for the one-step
procedure (see the Supporting Information).
For the relative binding free-energy changes in the barnase−

barstar complex, initial structures of the barnase−barstar
complexes were obtained from the crystal structure (PDB ID
1BRS48). Missing side-chain atoms were added using MOD-
ELLER.49 We used the HSE configuration for all histidine
residues because we assumed excluding H102 their tautomer
states do not largely affect interactions within proteins. For
H102 which is located in the protein−protein interface, the HSE
configuration stabilizes the protein−protein interaction. From
the thermodynamic cycle, the change in the binding free energy,
ΔΔG = ΔGbind

Y29A − ΔGbind
wt, can be calculated from the free-

energy changes of the mutation in the complex and in the
monomer (i.e., ΔΔG = ΔGmut

complex − ΔGmut
monomer). We calculated

ΔGmut
complex and ΔGmut

monomer, which are free-energy changes upon
changing from the wild type (wt) to the mutant in the complex
and in the monomer, respectively. Each system was solvated
within a rectangular box containing approximately 16,000 water
molecules. Na+ ions were added to neutralize the system. Each
simulation systemwas first minimized using the steepest descent
algorithm. 100 ps heating and another 100 ps NPT equilibration
were subsequently performed with harmonic positional
restraints on the heavy atoms of the proteins. Then, 20 ns
equilibration run in the NPT ensemble at 300 K was performed
without the restraints. We conducted FEP simulations from the
equilibrated structures. For FEP simulations, we used 31
windows (see the Supporting Information). In each calculation,
the simulation was carried out for 20 ns per window, and
trajectories from 10 to 20 ns were used for the free-energy
analysis.
For evaluation of free-energy changes, we used the Bennett’s

acceptance ratio (BAR) method.50 The obtained trajectories
were decomposed into three blocks. The mean and the standard
error were calculated using the block averages.

2.5. Performance Measurements. We employed the
mutation from Leu to Phe as a benchmark system for estimating
the performance. The λ values used were λelec

A = 0.75, λelec
B = 0, λLJ

A

= 1, and λLJ
B = 0. We prepared four systems with different box

sizes by increasing the number of water molecules. The systems
consist of 27k, 55k, 109k, and 219k atoms. We measured the

Figure 2. (a) Free-energy changes at each state ID using the three-step procedure. At state IDs 0 to 4, the electrostatic interactions of Leu are gradually
vanished. At state IDs 4 to 16, the LJ interactions of Leu are vanished, while those of Tyr appear. At state IDs 16 to 20, the electrostatic interactions of
Tyr appear. (b) Free-energy changes using the one-step procedure. At state IDs 0 to 11, λelec

A and λLJ
A are linearly changed from 1 to 0 at state IDs 0 to 11,

while λelec
B and λLJ

B are linearly changed from 0 to 1. (c) Relative solvation free energies between four amino-acid side-chain analogues. All values of the
relative solvation free energies are shown in Table S1.
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calculation time or speed of FEP simulations on a CPU + GPU
cluster. Each node of the cluster has two CPUs and two GPUs.
The CPU used was Intel Xeon Gold 6142 which has 16 cores
with a 2.6 GHz clock speed, while the GPU was GeForce RTX
2080 Ti. The nodes in the cluster are interconnected by
InfiniBand.

3. RESULTS

3.1. Solvation Free Energies of Amino-Acid Side-Chain
Analogues. To test the free-energy calculations using the
modified Hamiltonian, we calculated the free-energy change
along themutation of the side-chain analogue from Leu to Tyr in
water (Figure 2a). The free-energy change at each state ID is
compared between the conventional (eq 3) and the current
methods (eq 4). Due to the restriction in the latter method, we
employed a three-step procedure: the atoms in Leu are
decharged (state IDs 0 to 4), the LJ interactions are changed
from Leu to Tyr (state IDs 5 to 15), and the atoms in Tyr are
recharged (state IDs 16 to 20). λTyr and λLeu in the electrostatic
term should be zero at state IDs 0 to 16 and 4 to 20, respectively.
Since the alchemical pathways at the state IDs 0 to 4 and 16 to 20
are different between the two methods, the intermediate states
have different free-energy changes. However, the free-energy
changes in the current method correspond to those in the
conventional method at the end points in the electrostatic FEP
calculations (at state ID 4, 16, or 20) because the free-energy
changes depend only on the two end-point states and not on the
calculation path. At state IDs 4 to 16, the two FEP methods
produce the same free-energy changes upon switching the LJ
interactions from Leu to Tyr. For the LJ interaction in FEP, we
just applied the conventional method (eq 2) in both methods.
The free-energy calculations for conventional and the current
schemes converge within 3 ns FEP simulations (Figure S1).
Also, for bothmethods, the distributions of the energy difference
between adjacent windows sufficiently overlap (Figures S2 and
S3), implying that the result of the current scheme is as reliable
as that of conventional FEP.
The three-step procedure can remove the effect of the cross

term in eq 6. However, as described in Section 2.2, the
calculation ofUelec,lr

A−B may not cause numerical instability andmay
not affect the free-energy change. To check the effect of the cross
term, we calculated the free-energy change from Leu to Tyr
using the one-step procedure, in which LJ and electrostatic
interactions are simultaneously and linearly changed. We
employed the 12 windows (see the Supporting Information).
The free-energy changes at intermediate λelec values are largely
different between the conventional and modified methods
(Figure 2b). At the end states (state IDs 0 and 11), the free

energies of the modified method are in good agreement with
those of conventional FEP: 3.82 ± 0.04 kcal/mol for
conventional FEP and 3.91 ± 0.04 kcal/mol for the modified
method. The effect of the cross term is negligible, and the three-
step procedure is not essential for themodifiedmethod. Even for
the one-step procedure, the distributions of the energy
difference between adjacent windows sufficiently overlap
(Figures S4 and S5). We note that one-step procedure requires
the soft-core potential for the electrostatic interactions because
the electrostatic interactions sometimes become very large when
the repulsive interaction in LJ is weakened (i.e., the distance
between two atoms can be too short).
Using the one-step procedure, we calculated the relative

solvation free energies upon five mutations in amino-acid side-
chain analogues (from Leu to Phe, from Leu to Asn, from Leu to
Tyr, from Phe to Tyr, and from Asn to Tyr), all of which involve
a change from a hydrophobic side chain to a hydrophilic side
chain. The methyl group is treated as the common part, while
the remaining parts are treated as perturbed parts (Figure S6). In
Figure 2c, we show the relative solvation free energies calculated
using the conventional FEP and that with the modified
Hamiltonian. The two FEP calculations agree with each other
within statistical errors.
The absolute solvation free energies of 14 side-chain

analogues of noncharged amino acids (Figure S7) were also
computed using the conventional and the modified methods. In
the absolute solvation free-energy calculations, the dual
topology is not required. Part A corresponds to an amino-acid
analogue, while part B and part C do not exist in eq 4, which is

simplified to λ λ= + +− − −U U U U( )elec,lr
other other A A other A A A

. In Figure 3, we compare the absolute solvation free energies
obtained by the conventional and the modified methods. The
results of themodifiedmethod are in good agreement with those
of the conventional method within statistical errors. Both
methods well reproduce the trend of the experimental data, but
FEP underestimates experimental results for some analogues.
The underestimations are also observed in previous FEP
calculations,47,51,52 suggesting that there is still some room for
improving the force field used in the FEP calculations.

3.2. Binding Free-Energy Changes of Barnase−Barstar
Complex. Next, we applied the FEP with the modified
Hamiltonian to the calculation of binding free-energy changes
of barstar−barnase complexes. Experimentally, the Y29A
mutation in barnase (Y29A) is known to decrease the binding
affinity with barstar compared to the wild type (wt).54 The
relative binding free-energy changes of the complex between wt
and Y29A are experimentally obtained using the relationship,
ΔΔG =ΔGbind

Y29A−ΔGbind
wt , whereΔGbind

wt andΔGbind
Y29A are binding

Figure 3. Absolute solvation free energies of 14 amino-acid side-chain analogues in water. Experimental data are taken from ref 53. All values of the
absolute solvation free energies are shown in Table S2.
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free energies of wt barnase and its Y29A, respectively. Direct
calculations of the absolute binding free energies, ΔGbind

wt and
ΔGbind

Y29A, have large computational costs.55 In alchemical FEP, it
is common to use the thermodynamic cycle in Figure 4a and
estimateΔΔG from the mutation free-energy changes from Y29
to Ala in the barster−barnase complex and in barnase,ΔGmut

complex

andΔGmut
monomer, respectively. The free-energy changes calculated

using the modified method are in good agreement with those
calculated using the conventional method (Figure 4b). The
modified and the conventional methods yield ΔΔG values of
1.67 and 1.34 kcal/mol, respectively. However, these results
largely differ from the known experimental result (3.4 kcal/
mol54). An earlier study suggested that the CHARMM force
field might underestimate the barnase−barstar binding free
energy.55

3.3. Computational Performance of the Modified FEP.
Finally, the computational speed of the modified method is
compared with the conventional method. We employ the
mutation free-energy calculation of an amino-acid side-chain
analogue from Leu to Phe with λelec

A = 0.75, λelec
B = 0, λLJ

A = 1, and
λLJ
B = 0. We tested not only CPU-based computers but also
hybrid CPU + GPU computers using the velocity Verlet
integrator with a 2 fs time step. In Figure 5a, we decompose the

total calculation time into components of real- and reciprocal-
space calculations in PME and other calculations. In the hybrid
CPU + GPU computation using GENESIS, the computational
time of the non-bonded-energy calculations cannot be
decomposed because PME real- and reciprocal-space calcu-
lations are simultaneously performed on CPU and GPU,
respectively. In the CPU-only computation, the PME
reciprocal-space calculation using the modified method is 38%
faster than the conventional method. In the hybrid CPU + GPU
computation, the total time of the non-bonded-energy
calculations decreases by 37% in the modified method. The
modified method can speed up the total calculation by 10 and
23% for CPU-only and hybrid computations, respectively. The
speed-up in the computation time results from the reduction of
the number of PME reciprocal-space calculations in FEP.
To test the scalability of the modified method, we performed

the same mutation free-energy calculations while changing the
number of water molecules (from 27k to 219k atoms) in
periodic boundary boxes of different sizes. We measured the
calculation speed by changing the number of processors while
fixing the number of atoms per processor. Figure 5b shows that
the performance of the modified method is better than the
conventional method in both CPU-only and hybrid computa-

Figure 4. (a) Thermodynamic cycle of the barnase−barstar binding in wild type (wt) and the Y29A mutant barnase (Y29A). Structures of barstar and
barnase are shown in sphere and surface representations in white and color, respectively. The mutated residue (Y29) is marked by the orange dashed
circle. (b) Relative free-energy changes of the barnase-barster binding between wt and Y29A. The experimental result is taken from ref 54. All values are
shown in Table S3.

Figure 5. (a) Computational times of 100 ps FEP simulations for a system consisting of 27k atoms on a single node. The PME reciprocal-space
calculations are colored in green, while the PME real-space calculation and the LJ interactions are colored in orange. Times for other calculations are
colored blue. In the CPU +GPU hybrid computation, the nonbonded interactions are colored in red. (b) Performance of FEP calculations while fixing
the number of atoms per processor. (c) Strong scaling of FEP calculations for the large system (219k atoms). In all cases, mutation free-energy
calculation of an amino-acid side-chain analogue from Leu to Phe with λelec

A = 0.75, λelec
B = 0, λLJ

A = 1, and λLJ
B = 0 was used. All values are shown in Tables

S4 and S5.
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tions. The modified method is 12% faster on CPU for the largest
system, while it is 35% faster in hybrid computations.
We examined the strong scaling of the modified method using

the largest system (219k atoms) (Figure 5c). The difference
between themodified and conventional methods becomes larger
as the number of computer nodes increases. This speed-up effect
is mainly due to the reduction of internode communication in
the modified method. In GENESIS SPDYN, the simulation
space is divided into subdomains, and the calculations in each
domain are assigned to different MPI processes. When multiple
nodes are used during the simulation, FFT calculations require
extensive communication between MPI processes in different
nodes to obtain information of all atoms. As the number of
nodes increases, the cost of the communication becomes larger,
which decreases the speed of reciprocal-space calculations in
PME. Themodifiedmethod reduces the communication cost by
decreasing the number of FFT calculations. The reduction of the
communication is more effective in the hybrid CPU + GPU
computations because the FFT calculation on CPU is the main
bottleneck in the non-bonded-energy calculation.
The computational speed of FEP using the r-RESPA

integrator with 2.5 and 5.0 fs time steps of fast and slow
motions, respectively, was also examined. Since the PME
reciprocal-space calculation is performed once every two time
steps in r-RESPA, the number of FFT calculations decreases,
which reduces the total computation cost. Although the speed-
up by the modified method is weakened using the r-RESPA
integrator, the total calculation time becomes 4 and 14% faster
on CPU and the hybrid CPU + GPU computations, respectively
(Figure S8). Also, the strong scaling of the modified method is
better than that of the conventional method in the r-RESPA
integrator (Figure S8 and Tables S6 and S7).
The speeding-up by the modified FEP is relevant only for the

windows, in which electrostatic interactions are changed. For
example, the modified FEP decreases the calculation times in
decharging and recharging processes (8 windows) in Figure 2a,
but it does not affect 13 windows. However, if 21 windows are
independently calculated (e.g., embarrassingly parallel compu-
tation), the total calculation time depends on the calculation
time for the slowest windows (i.e., decharging or recharging
windows). The modified Hamiltonian in FEP can decrease the
total calculation time by reducing the time of the slowest
windows. Also, if the replica-exchange FEP is used, the slowest
replicas become the bottleneck. The modified method also
increases the total computational performance by reducing the
time of the slowest replicas.

4. DISCUSSION

In Section 3.1, for the three-step procedure, we changed λelec
Leu and

λelec
Tyr values linearly (λelec

Leu = 1, 0.75, 0.5, 0.25, and 0 or λelec
Tyr = 0,

0.25, 0.5, 0.75, and 1), but this alchemical pathway might not be
the best for the modified method because eqs 6 and 7 include
not only λelec but also λelec . We checked how the choice of λelec
values affects the free energy in the modified method. We
calculated the free-energy change along the mutation of the side-
chain analogue from Leu to Tyr by changing λelec

Leu and λelec
Tyr values

as λelec
Leu and λelec

Tyr vary linearly (Figure 6): λ = 1elec
Leu , 0.75,

0.5, 0.25, and 0 at the state IDs 0 to 4, or λ = 0elec
Tyr , 0.25, 0.5,

0.75, and 1 at the state IDs 16 to 20. At the state IDs 0 to 4, the
free energy in the modified method increases linearly almost the
same as convent ional FEP, which suggests that

λ +− −U U( )elec
Leu

elec
Leu C

elec
Leu other largely contributes to the total

energy compared to λelec
LeuUelec

Leu−Leu. On the other hand, at the state
IDs 16 to 20, the free energy in the modified method decreases
nonlinearly. This might come from the large contribution of
λelec
TyrUelec

Tyr−Tyr due to nonlinear change in λelec
Tyr.

For the one-step procedure, we also linearly changed the

values of λelec
Leu and λelec

Tyr for the modified FEP: λ = 1elec
Leu ,

0.909, 0.818, 0.727, 0.636, 0.545, 0.455, 0.364, 0.273, 0.182,

0.091, and 0 and λ = 0elec
Tyr , 0.091, 0.182, 0.273, 0.364, 0.455,

0.545, 0.636, 0.727, 0.818, 0.909, and 1 at the state IDs 0 to 11.
When the values of λelec

Leu and λelec
Tyr are linearly changed, the free-

energy profile in the modified method largely changes through
the alchemical path (Figure 2b): after decreasing to−6 kcal/mol
at the state ID 7, the free energy increases to 4 kcal/mol at the
state ID 11. In particular, the free-energy change from the state
ID 10 to the state ID 11 is 6 kcal/mol. On the other hand, when

the values of λelec
Leu and λelec

Tyr are linearly changed, the free-
energy profile mildly changes from the initial state to the final
state (Figure 7). The free-energy differences between two
adjacent windows are within about 1 kcal/mol. For the modified

Figure 6. Free-energy changes of the mutation of the side-chain

analogue from Leu to Tyr. In the modified method, λ = 1elec
Leu , 0.75,

0.5, 0.25, and 0 at the state IDs 0 to 4, or λ = 0elec
Tyr , 0.25, 0.5, 0.75, and

1 at the state IDs 16 to 20. The free-energy changes of conventional
FEP are the same as shown in Figure 2a.

Figure 7. Free-energy changes of the mutation of the side-chain

analogue from Leu to Tyr. In the modified method, λelec
Leu and λelec

Tyr

are linearly changed. The free-energy changes of conventional FEP are
the same as shown in Figure 2b.
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method, one should choose appropriate λelec values for good
statistics. The choice of the free-energy path might affect the
convergence efficiency.40,56 Potentially the alternative path
might lead to more efficient free-energy calculations. The best
alchemical path for the modified FEP method should be
elucidated in the future work.
We implemented the modified Hamiltonian in FEP

calculations into GENESIS and tested the method using
GENESIS. However, in the modified method, the partial
charges are just scaled by λ values, which does not require any
special treatment in MD software. This method can be easily
implemented in any MD software.

5. CONCLUSIONS
In the present study, we introduce a new scaling method in the
FEP calculation of electrostatic interactions. The new method
reduces the number of PME reciprocal-space calculations using
the nonuniform scaling of electrostatic potential terms like the
scheme used in REST2. By calculating the solvation free energies
of amino-acid side-chain analogues and the barnase−barstar
binding free energy, we show that our scaling method
reproduces the results obtained by the conventional scaling
method. The reduction of PME reciprocal-space calculations
greatly improves the computational performance, in particular in
the CPU + GPU hybrid computation. The improvement would
become more significant for large biomolecular systems, such as
membranes or crowded systems, because calculation time for
PME reciprocal-space calculations increases with O(N logN)
and constitutes the bottleneck in the total calculation cost. We
believe that our method could help the free-energy calculations
for a large variety of biosystems.
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